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In the aftermath of the Great Recession, shrinking budgets and high 
caseloads all but guarantee that the workforce system of the twenty-fi rst 
century will have to serve more job seekers with fewer resources. Maxi-
mizing the system’s effi ciency and effectiveness will require the U.S. 
workforce system to evolve into an intelligent workforce system, where 
data drive the decisions of all stakeholders—from policymakers to 
workforce program staff, education and training providers, job seekers, 
and employers. For the system to be truly intelligent and data driven, 
state workforce agencies (SWAs) and local workforce areas must be 
able to extract meaning from multiple types of data, including numeric, 
location, and text data, stored across multiple state agencies; properly 
analyze these data to generate accurate insights and integrate them into 
stakeholder decision making; and foster an organizational culture that 
values data collection, quality, analysis, and dissemination.

Advances in data science, coupled with the ever-expanding capabil-
ities of open-source and low-cost software, offer the workforce system 
a genuine opportunity to do more with less. Specifi cally, developments 
in two areas—mining information that states have collected for years 
but examined only infrequently (such as location data and textual data), 
and analyzing their data in such a way as to generate more accurate 
insights, especially in the fi eld of prediction—can be harnessed to help 
states deliver services more effectively to workforce system customers. 
This chapter describes how SWAs can adopt tools to analyze nontradi-
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tional data sources such as geospatial and text data and to improve their 
predictive practices.

During the past several decades, SWAs have developed tools to ana-
lyze more traditional types of data, such as numbers (0, 1, −27.15) and 
categories (male and female). In addition to numeric and categorical 
data, however, SWAs also store important geospatial (location) and tex-
tual information. Examples of geospatial information include addresses 
of job seeker customers when they register for services, the addresses 
of employer customers and the establishments where they have job 
openings, and the Internet protocol addresses—which can be linked 
to physical locations—of job seekers who are using state online job 
boards to search for employment. At the same time, SWA data systems 
capture vast amounts of textual information. For example, every time 
a counselor enters a comment or note about a customer into an SWA 
database, the database records critical qualitative information about the 
job seeker, such as his skill defi cits, the counselor’s assessment of his 
job readiness, and possibly his attitude toward his job search. Although 
SWAs have made little use of either location or text data, open-source 
and low-cost software are available to help SWAs extract meaning from 
them. Incorporating location and textual data can support learning about 
how SWAs serve their customers, the effectiveness of their programs, 
and strategies for program improvement. 

In an intelligent workforce system, data analysis adds value in 
many different ways, including performance metrics for tracking pro-
gram implementation, scorecards for public accountability, rigorous 
evaluations to identify the programs that most benefi t customers, and 
predictions of which customers are most in need of services and most 
likely to benefi t from them. For SWAs, one of the most widely used 
data applications is prediction: learning from the data so that when a 
new customer enters the workforce system, the SWA knows what the 
experiences of thousands of customers like her have been and can there-
fore predict how she is likely to fare and what services might benefi t 
her the most. To be more specifi c, an intelligent workforce system can 
use prediction to assist SWAs in better serving customers by identify-
ing customers likely to experience an adverse event such as prolonged 
unemployment, matching customers to the job openings for which they 
are best suited, or identifying the set of reemployment and job training 
services that are likely to be the most effective at helping a customer 
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achieve a positive labor market outcome. Of course, prediction cannot 
foresee the future perfectly. On the contrary, prediction is almost always 
prone to at least some error. But high-quality prediction can allow us to 
see the future more clearly than with no prediction at all, and this extra 
insight can signifi cantly improve program outcomes.

While innovations in data science hold the promise of greatly 
improving the ability of SWAs to serve their customers, realizing this 
promise requires the effective use of their resources and capabilities. 
Fortunately, states already possess the resource that is the most costly 
and time consuming to develop—namely, detailed customer-level data 
that they have collected for decades. Effective use of individual-level 
data begins with high levels of data security to safeguard the privacy 
and confi dentiality of the information the SWAs have collected from 
the public. Once data security is established, combining data from 
many different programs affords SWAs a fuller understanding of each 
customer they serve and allows for more detailed analyses than have 
generally been possible before. Through the Workforce Data Quality 
Initiative, the U.S. Department of Labor (USDOL) has funded 32 states 
to securely link data that have traditionally been housed in separate 
databases and maintained by multiple state agencies. We aim to intro-
duce SWAs to a number of methods for leveraging this wealth of exist-
ing data.

The chapter is organized into two parts. In the fi rst, we examine 
how location data and then textual data can be analyzed to yield value 
for SWAs. For each data type, we walk through an application to illus-
trate how SWAs and local areas can derive insights from these data. In 
the second part of the chapter, we describe the prediction process and 
the steps that these agencies need to follow in order to be able to gen-
erate accurate predictions and incorporate them into service delivery. 
We then illustrate how SWAs can improve their predictive practices 
by applying predictive modeling to identify job seekers who are most 
likely to experience long-term unemployment.
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GEOSPATIAL AND TEXT DATA IN 
WORKFORCE DEVELOPMENT

Modern analytics involves using a variety of different types of 
data. The more traditional types, such as numeric and categorical data, 
are now found alongside data types such as geospatial (Burrough and 
McDonnell 1998) and text data (Schutt and O’Neil 2014). Geospatial 
data, which refers to address and location information, and large col-
lections of text—such as online job listings, job seeker profi les, and 
counselor notes on individual customers—are increasingly available to 
workforce development professionals. A challenge workforce counsel-
ors face is deciding how to make use of these valuable data collections.

Geospatial Data

Spatial data are features—roads, buildings, and addresses—whose 
locations can be mapped onto the earth’s surface along with the fea-
ture’s descriptive characteristics. Workforce data systems often store 
data elements on customers and employers that are spatial in nature, 
such as an employer’s address, along with attributes such as current 
job openings and contact information. Data visualization through geo-
graphic information systems (GIS) can be a powerful tool for helping 
SWAs and workforce boards turn this geospatial data into innovative 
new service solutions. Specifi cally, SWAs and local areas can improve 
their targeting of workforce services to better meet job seekers where 
they are, including making decisions about where to locate satellite 
offi ces and where to concentrate outreach efforts.

While workforce professionals have been using maps to improve 
services for decades, the last few years have produced an exponential 
increase in mapping possibilities. As a result of innovations in both 
workforce data and mapping software, powerful maps need not be 
costly or time-intensive to create. Through programs such as the Work-
force Data Quality Initiative, state and local governments are increas-
ingly linking administrative data that are housed across multiple agen-
cies. This allows governments to create powerful maps that display not 
only workforce information, such as wages and WIA participation, but 
also data related to education and human services programs. 
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Regarding innovations in mapping software, applications such as 
ArcGIS easily combine location-based information with workforce 
data. This software can be preloaded with local census-based labor mar-
ket information and demographic characteristics, while local infrastruc-
ture information, such as roads and public transportation routes, is eas-
ily integrated. With so much data already assimilated into the software, 
workforce agencies need only provide a single piece of information: 
customer location. Finally, due to the proliferation of geospatial data 
use in the public sector, trained GIS professionals are often available 
at all levels of government, as well as in local colleges and universi-
ties. Thus, governments frequently already employ all the staff neces-
sary to leverage geospatial data for making workforce policy decisions, 
making data visualization tools that use geospatial data accessible and 
affordable, even at the local level. 

Application: customer outreach

We illustrate the value of geospatial data by mapping workforce 
information from Essex County, New Jersey, and the city of Newark. 
The map below (Figure 19.1) plots the location of occupational train-
ing participants, aggregating the information by census tract to protect 
customer privacy (U.S. Census Bureau 1994). The trainees are repre-
sented by circles, with larger circles signifying more trainees within a 
given census tract. The unemployment rate of each census tract is also 
represented, with darker-shaded tracts representing higher unemploy-
ment rates. Finally, American Job Center (AJC) offi ces are represented 
with triangles.

Created for the Newark Workforce Investment Board (WIB) to 
assist with recent exploration into strategies for customer outreach, 
these maps quickly convey a large amount of information that is criti-
cal to identifying the areas where the WIB can most effi ciently target 
its efforts. For example, the areas with the most customers in need of 
services are concentrated in close proximity to the city of Newark, with 
the areas farther out in Essex County benefi ting from relatively low 
levels of unemployment. So while there are currently no offi ces in the 
outer tracts of the county, there is also not necessarily a need to increase 
outreach efforts in this region. Within the city itself, there is substantial 
variation in unemployment, and many of these areas are underserved. 
Specifi cally, the tracts with high unemployment but few trainees could 
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be prime candidates for outreach efforts. And, in determining where to 
place a new outreach center, GIS software can easily overlay roads and 
public transportation routes onto this map to fi nd a location that would 
be accessible to the underserved customers in need of assistance. 

Perhaps most importantly, the WIB needed to provide only a single 
piece of workforce information to create this map: the location of train-
ees. All other data were either publicly available or integrated into the 
GIS software application. Thus, the maps are not only powerful in their 
ability to quickly convey information that is critical to developing an 
outreach strategy but also relatively undemanding to create.

Text Data

Like geospatial data, text information holds a great deal of unlocked 
potential for improving SWA services. In a workforce system, text data 
can include titles of job openings, descriptive information on skill 

Figure 19.1  Number of Trainees by Census Tract, Essex County, New 
Jersey, 2012
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requirements and job duties from job postings, counselor comments on 
job seeker skills and aptitudes, and customer feedback on their satisfac-
tion with the services they have received. 

Although many states are moving to apply text analysis algorithms 
to match job seekers to the jobs with the skill requirements and job 
duties that most closely align with their experience, nearly all of them 
use commercial products to do so. A number of companies have devel-
oped proprietary algorithms that allow job seekers to use a search func-
tion that automatically reviews job postings and notifi es them of jobs 
that match the skills listed in their resumes. Whether organizations 
analyze text data themselves or enlist the services of a private sector 
fi rm, an understanding of the basic tools of text mining aids the use 
and interpretation of these methods. In addition, advances in computer 
software have made text mining methods accessible to a wide range of 
practitioners, increasing opportunities for organizations to conduct “in-
house” analyses of text. 

Text mining is a collection of analytic methods used to extract useful 
information from large volumes of text (Sebastiani 2002; Witten 2005). 
These methods are particularly suited for large text collections whose 
size makes human reading and coding prohibitively costly. Computer 
algorithms automate the process of searching the texts for patterns and 
information. Text mining methods can be used for text summarization 
and document retrieval, for clustering texts into predefi ned or previ-
ously unknown categories, and for extracting structured information 
such as Web addresses from texts. 

This section reviews several text mining methods that are well 
suited to workforce development applications.1 Often, the fi rst chal-
lenge is deciding how to summarize the text in a collection. We high-
light several text mining methods that can help workforce profession-
als summarize large text collections and organize similar documents 
into a set of categories. Then, to give a sense of how these tools might 
be applied, we analyze open-ended survey responses from a survey of 
individuals who received services from AJCs in a state in the eastern 
half of the United States.

Summarization and classifi cation of text

Faced with a large collection of text, an organization may fi rst need 
a simple method for summarizing the content of the collection.2 One of 
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the simplest methods that an organization can use is count-based analy-
sis. As the name implies, it involves calculating the most frequently 
used words in both a text collection and in individual documents. A 
count-based approach can reveal, for example, that the words trans-
portation and warehouse are the two most frequently used words in a 
collection of job ads. 

A next step toward summarizing a text collection is to calculate 
word associations. Word associations reveal which words are highly 
correlated with the use of a selected word. For example, an organiza-
tion may calculate associations for both transportation and warehouse. 
Word association can reveal that full-time and truck are strongly asso-
ciated with the words transportation and warehouse. In this example, 
these two simple methods have given the organization preliminary evi-
dence that its collection of jobs ads features many ads for full-time, 
tractor-trailer truck drivers.3

Classifi cation and clustering

Many text mining problems involve grouping documents into 
natural clusters of similar documents. Consider a scenario in which a 
workforce organization has a database of thousands of job postings and 
wants to group them by industry of employment. Human-based coding 
of these job ads is prohibitively expensive: the organization likely lacks 
the staff and the time to read and code thousands of job ads. Text min-
ing classifi cation methods offer an automated approach to accomplish 
this task. 

One of the fi rst steps in text classifi cation is choosing the approach 
that is appropriate for the task. Generally, this choice is determined by 
the large variety of classifi cation methods, which can be grouped into 
two general approaches: supervised and unsupervised (Grimmer and 
Stewart 2013).

Supervised methods

In the phrase “supervised learning methods,” the term supervised 
is used to refer to methods where the categories are known in advance. 
The researcher supervises the automated classifi cation process by pro-
viding the computer a training set of documents already labeled with 
the known categories. The supervised method estimates the words or 
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phrases predictive of the label. The researcher then uses the estimates 
from the training set to infer the labels for documents in the test set. 
Popular supervised methods include k-nearest neighbor classifi cation, 
support vector machines, string kernel clustering, and the Naïve Bayes 
classifi er.4 

Dictionary methods are a relatively simple and intuitive way to 
organize texts into known categories (Neuendorf 2002). To assign texts 
to a given category, dictionary methods use the rate at which certain 
predefi ned key words appear in the text. More specifi cally, a dictionary 
method takes a list of words (the dictionary) and counts the proportion 
of words in a text that are also in the dictionary. An organization may 
use a sample of existing job ads to create a dictionary of keywords that 
identify the likely industry of new job ads. Another common applica-
tion of dictionary methods is sentiment analysis, where the goal is to 
assess degree of positive, neutral, or negative language in text. 

When using dictionary methods, organizations must choose dic-
tionaries appropriate for the application, such that the meaning of the 
words in the dictionary corresponds to the way words are used in the 
text (Loughran and McDonald 2011). The word work, for example, can 
be positive in many contexts, such as the machine works. In workforce 
context, work is more often a neutral term: looking for work, I worked 
as a machinist. Organizations can acquire free text analysis dictionaries 
on the Web, or construct their own dictionary tailored to the specifi c 
application. 

Unsupervised methods

In some applications, the categories may not be known in advance, 
making the application of supervised methods infeasible. Unsupervised 
learning methods apply when no predefi ned categories are available 
and the researcher still seeks to group similar documents into clusters. 
Unsupervised methods can also help to explore a large collection of text 
documents by summarizing its thematic content. 

Since the methods are fully automated, they can discover both 
expected categories (e.g., health care jobs) and unexpected categories. 
For example, the method can reveal that multiple categories defi ne 
the broader health care industry; one category may feature the words 
hospital, surgery, and nurse, while another category features home, 
health, and nurse. In this example, the unsupervised model infers that 
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two broad categories of jobs are prominent in the collection of job ads: 
hospital-based surgical nurses and nurses employed in home health care 
services. If the organization were to use a supervised method, it would 
have to know these two categories in advance. It is possible that the 
organization may be unaware of the extent of local demand for home 
health care nurses. If the organization were to rely solely on supervised 
methods, it would overlook an important piece of information about the 
local labor market. 

Unsupervised methods range from fully automated clustering algo-
rithms (Grimmer and King 2011) to computationally demanding topic 
models (see Blei [2012] for a review and discussion of topic models). 
With all unsupervised methods, the goals are generally the same: either 
explore the categories (or thematic topics) that constitute a text collec-
tion, or cluster similar documents together into previously unknown 
categories.

Application: analysis of open-ended survey responses 

Organizations often employ surveys that ask respondents to rate a 
service along some preset scale, such as poor to excellent. However, 
these closed-ended responses, while useful, are often too coarse to 
answer questions such as why respondents selected the rating they did. 
In contrast, open-ended survey questions allow respondents to elaborate 
on previous answers, suggest improvements, or offer praise in their own 
words, rather than in the predefi ned language of the survey developer. 

One challenge that responses to open-ended survey questions pres-
ent to researchers is how to analyze large amounts of text data. Gener-
ally, organizations require a team of human coders to read the responses 
and code them in a manner consistent with the organization’s goals. 
Human coding is a time-consuming task. An alternative strategy for 
systematically analyzing open-ended survey responses is to use simple, 
computationally based text mining tools. 

In a recent survey of individuals who received workforce services 
in a state in the eastern half of the United States, we asked respondents 
a closed-ended question: How valuable was this service to you—not at 
all valuable, somewhat valuable, or very valuable? We followed this 
question with an open-ended question: 

Is there anything else that you would like to add about your experi-
ence, either positive or negative, that could inform the improvement of 
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aspects of the program that did not work as well, or ensure the retention 
of those things that did work well?

We sought to use the open-ended question to analyze why respon-
dents gave the rating that they chose. In particular, we wanted to know 
which aspects of the program were prominent in more negative reviews 
compared to the aspects mentioned in more positive reviews.5 Rather 
than human coding of all the responses, our fi rst analysis involved the 
use of text mining tools provided in the “tm: Text Mining Package” 
in the open-source statistical software R (Feinerer, Hornik, and Meyer 
2008). The tm: Text Mining Package includes tools to download and 
analyze the data, as well as to implement standard text preprocessing 
steps such as removing punctuation and numbers, and changing words 
to refl ect their stems or roots. 

Even this basic application of text mining revealed several dif-
ferences across respondents who rated their overall experience nega-
tively compared to those who rated it positively. Respondents who 
offered a negative rating were more likely to write longer responses 
and focus their comments on particular aspects of the program: the 
classes, courses, and the AJC counselors. In contrast, respondents who 
rated their experiences positively were less likely to identify any par-
ticular aspect of the program that they found helpful. Rather, the posi-
tive respondents were more likely to use the open-ended question as 
an opportunity to voice their general satisfaction with the services and 
the help they received fi nding a job.6 The information gained from the 
open-ended survey responses can help organizational leadership strate-
gically target improvement efforts to the aspects of service that contrib-
uted to customers’ negative evaluations. 

PREDICTIVE ANALYTICS 

Although states have been using data to make predictions for over 
a decade, primarily to implement the Worker Profi ling and Reemploy-
ment Services (WPRS) system, technological advances in predictive 
analytics, together with shrinking fi nancial resources and demands for 
increased performance accountability, have precipitated wider inter-
est in and adoption of predictive analytics for workforce development 
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applications (the White House 2014). Many states and organizations, 
for example, have contracted with proprietary fi rms to leverage text 
data in resumes and job advertisements to make better predictions con-
cerning which applicants are most likely to succeed in a given job. 

Applications in predictive analytics generally share a common goal: 
to generate accurate predictions that contribute to improved organiza-
tional performance or service delivery. To meet this goal, SWAs must 
be able to measure the performance of their predictive analytic applica-
tions and design or modify them to improve prediction. 

There are three ways in which SWAs could generate more accurate 
predictions. First, they could increase the accuracy of their predictions 
by comparing the performance of predictions based on multiple differ-
ent predictive algorithms.7 Second, SWAs could improve the predic-
tive power of their models by regularly evaluating the accuracy of their 
predictions and adjusting their models over time.8 Finally, they could 
improve predictive accuracy by including more diverse sets of predic-
tors in their models.

The Prediction Process

When most people think about prediction in the context of work-
force development, they probably think about something like the fol-
lowing example. John has worked for 10 years as an accountant at a 
retail store. He loses his job and fi les for UI. In fi ling the claim, he 
provides information about his occupation and industry, how long he 
worked for the company, and why he lost his job. John also lists his 
age, race and ethnicity, and level of education. The SWA might then 
use this information to estimate such items as how likely he is to suffer 
prolonged unemployment, the jobs for which he is the most qualifi ed, 
and/or which services are likely to afford the most help in returning to 
work.9 Although this example illustrates an important part of the pre-
diction process—the assignment of a prediction to a current SWA cus-
tomer—it is incomplete because it omits other parts of the process. 

The prediction process actually begins with the identifi cation of a 
substantive problem to which the application of predictive modeling 
might help the SWA overcome (Finlay 2014). In the case of workforce 
development, these problems largely revolve around identifying at-risk 
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customers, matching customers to open jobs, and matching them to the 
most appropriate services.

After identifying a problem suitable for predictive modeling, the 
task of using prediction to improve service delivery involves a four-step 
process: 1) collecting, storing, and preparing for analysis data on the 
individuals whom the SWA serves; 2) testing many different predic-
tive models on the data and selecting the one that generates the most 
accurate predictions;10 3) using the best model to generate predictions 
for each new customer and applying the predictions to serve customers 
better; and 4) assessing and improving the predictive model over time. 
Figure 19.2 depicts this process.

The more complete the data on workforce system customers, the 
more diverse the predictors that SWAs can include in their models and 
the more accurate their predictions are likely to be. Preparing data for 
analysis involves extracting data from diverse data systems, transform-
ing the data so they can be analyzed using statistical software, and load-
ing them into a database for analysis.

During model selection, researchers learn from the data by engag-
ing in retrospective prediction (Siegel 2013). A SWA may want, as in 
the example we present below, to be able to predict which newly unem-
ployed individuals are likely to remain unemployed for an extended 
period. SWA researchers would begin by examining a subset of the 
SWA’s existing data, looking only at what was known about the unem-
ployed individuals at the time they became unemployed, and use this 
information to “predict” who is likely to be unemployed a year later. 
The challenge is to fi nd patterns that hold not just with the available 
data, but also in new data. So the researchers then test several predic-
tive models for accuracy on a second subset of data, validate the results 
on a third subset of the data, and select for deployment in the fi eld the 
predictive model that emerged from the validation phase with the high-
est accuracy. While this phase may provide the greatest challenge for 

Figure 19.2  Predictive Modeling Process

Data collection, 
storage

Model 
selection Application Model 

improvement  
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SWAs in terms of developing new expertise, we demonstrate below 
that these challenges are not as large as they appear. Additionally, this 
phase of the prediction process does not need to be repeated on a regu-
lar basis, providing SWAs with the opportunity to hire an outside party 
to perform model selection if they are not equipped to perform this task 
internally.

In the application phase, the organization uses the winning predic-
tive model to predict which new customers are likely, in our example, to 
have long spells of unemployment and takes some action based on the 
predictions. This means that when a newly unemployed worker enters 
personal information on a UI claim application or an AJC intake form, 
a predictive model examines the worker’s characteristics and predicts 
how likely the worker is to have a long spell of unemployment. The 
SWA could then target services to this customer based in part on the 
predictive score.

Finally, because economic conditions change over time, predictive 
models must be updated regularly to remain accurate. In addition, the 
effect of assigning services based on the predictions of the model needs 
to be rigorously evaluated to ensure that the predictive system not only 
makes accurate predictions but also positively affects the outcomes it 
was designed to improve.

Current SWA Uses of Prediction

In this section, we review the substantive problems to which SWAs 
currently apply prediction and examine how SWAs engage in predic-
tion. To date, SWAs have used predictive models to assist in addressing 
two substantive problems. First, nearly all states apply predictive mod-
eling to identify the newly unemployed workers who are most likely 
to remain unemployed for so long that they exhaust their UI benefi ts. 
Individuals are then assigned to various services, a process known as 
worker profi ling (USDOL 2000). SWAs can also use predictive models 
to target services and place customers into programs that are most likely 
to assist them with labor market reintegration. As discussed in the fi rst 
section, SWAs are also starting to mine text data and combine it with 
other data on job seekers in order to develop predictive job matching 
systems.

Van Horn et al.indb   454Van Horn et al.indb   454 7/30/2015   2:42:31 PM7/30/2015   2:42:31 PM



Doing More with Less   455

Worker profi ling

In 1993, Congress passed the Unemployment Compensation 
Amendments, establishing a federal mandate for the WPRS initiative 
(Wandner 1997). The law requires SWAs to develop either characteris-
tic screening processes or statistical models to identify the individuals 
who have been permanently laid off and who are most likely to exhaust 
their UI benefi ts, for the purpose of referring them to reemployment 
services. This process, known as worker profi ling, produces a predic-
tion of a UI claimant’s probability of exhausting his or her UI benefi ts 
based on a set of personal and economic variables that differs from state 
to state, though fi ve variables are recommended by USDOL—educa-
tion, job tenure, industry, occupation, and unemployment rate (USDOL 
2000).11 The legislation, as well as subsequent guidance from USDOL, 
requires states to use data on the outcomes of individuals referred 
through WPRS to update their models over time. The WPRS Policy 
Workgroup called on states to “update and revise their profi ling models 
regularly, as well as add new variables and revise model specifi cations, 
as appropriate” (WPRS Policy Workgroup 1999, p. 16).

Identifying optimal services

In 2001, with support from USDOL, the W.E. Upjohn Institute built 
and pilot-tested the Frontline Decision Support System (FDSS) in two 
Georgia workforce centers with the objective of improving customer 
and workforce staff decision making with respect to reemployment. 
The system consists of a series of tools to provide customers with bet-
ter information on their employment prospects, their job search, and 
the services that would be the most effective at helping them to return 
to work. The system generates the probability of a worker being reem-
ployed in the same industry, a list of occupations related to the job seek-
er’s previous occupation, and the services that are likely to be the most 
effective at helping the job seeker return to work (Eberts and O’Leary 
2002). Because FDSS was not implemented on a statewide basis, a 
rigorous evaluation of the program’s effect on reemployment has not 
been conducted. The FDSS is discussed in more detail elsewhere in this 
volume.
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How states conduct predictive modeling

Although SWAs have applied predictive modeling to various sub-
stantive issues, they most commonly use prediction in implementing 
WPRS. Through WPRS, nearly every SWA in the nation uses a pre-
dictive model on a daily or weekly basis to assign a probability of UI 
benefi t exhaustion to newly unemployed UI claimants and to refer indi-
viduals to services based on their scores. Since WPRS is the biggest 
predictive modeling enterprise that the SWAs undertake, we sought 
to learn how states engage in predictive modeling by surveying them 
about their WPRS predictive modeling practices. Specifi cally, we were 
interested in learning about three aspects of how they engage in predic-
tive modeling: 1) the variables they include in their predictive models, 
2) the algorithms they use to calculate predictions, and 3) the frequency 
with which they update their predictive models. 

In April 2014, we e-mailed the survey to the UI directors in the 
SWAs of all 50 states, the District of Columbia, Puerto Rico, and the 
U.S. Virgin Islands. We received 34 responses, which enabled us to 
draw three primary conclusions with respect to how SWAs engage in 
predictive modeling. 

First, states primarily include in their models the variables recom-
mended by USDOL (education, job tenure, industry, occupation, and 
unemployment rate). Of the 34 responding states, 27 use at least the 
variables recommended by USDOL. The majority of states, however, 
include few variables beyond this list. The results of our survey are con-
sistent with what others have previously learned about how SWAs con-
duct predictive modeling. The U.S. Government Accountability Offi ce 
(2007); Sullivan et al. (2007); and Black, Smith, Plesca et al. (2003) fi nd 
that many states do not include in their models a number of variables, 
such as the number of previous employers, past wages, and previous UI 
receipt, that might improve the predictive power of their worker profi l-
ing models. In their reanalysis of Kentucky’s UI claims data, Black, 
Smith, Plesca et al. (2003) conclude that states could improve the pre-
dictive power of their models by incorporating more variables, includ-
ing whether the customer received welfare benefi ts, the offi ce where the 
individual received services, and whether the customer was enrolled in 
postsecondary education at the time of fi ling a claim. They note, how-
ever, that most states’ models do not include these variab les, and neither 
did many of the respondents to our survey.
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Second, states primarily use a logit model to predict benefi t exhaus-
tion. Of the 34 responding states that use predictive models to assign 
claimants to services, 23 of them use a logit model. While one state 
used a neural network model, two states did not use a statistical model 
at all, and instead assigned customers using a characteristic screen, 
which selects individuals for services based on a handful of individual 
attributes. 

The third conclusion is that many states do not regularly update 
their models. Despite the requirements of the original legislation and 
the guidance issued by USDOL, states are not regularly updating their 
profi ling models. In their survey of state profi ling models, Sullivan et 
al. (2007) fi nd that many states had not updated their models in years. In 
some cases, states were using models estimated possibly 10 years previ-
ously to predict worker employment outcomes in the present day. Our 
survey from this year fi nds that updating of profi ling models remains 
infrequent, with 16 of the 34 responding states indicating that they have 
not updated their models since before 2008. In other words, despite the 
substantial changes in the U.S. labor market over the past six or more 
years, these states have used models based on the prerecession period to 
predict job seeker outcomes during the recession and for the postreces-
sion period.

Many of the states that had not updated models since before the 
recession cited an inability to update due to a lack of resources. This 
was particularly the case for states that have no in-house statistical staff 
and those that had their existing models set up directly by USDOL. 
Nevertheless, when model coeffi cients are not updated, it increases 
the chances that the predictive model misallocates services away from 
those most in need. Indeed, the U.S. Government Accountability Offi ce 
(2007) fi nds that not only were many states not updating their profi l-
ing models, but also that neither USDOL nor the states had conducted 
any recent study to evaluate whether assigning individuals to services 
based on the predictions of the profi ling models was having any posi-
tive effects on UI claimants’ outcomes. The studies that have been con-
ducted (e.g., Black, Galdo, and Smith 2007; Black, Smith, Berger et al. 
2003; and Black, Smith, Pleasca, et al. 2003), although they employ 
rigorous methodological designs, are using data from the 1990s. With-
out updated research, it is impossible to know whether the states’ pro-
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fi ling models are having the desired effect of reducing the duration of 
unemployment.

Application 

In this section, we present an application of predictive modeling to 
a substantive workforce problem, predicting which customers are likely 
to have diffi culty fi nding employment and need more extensive services 
before falling into long-term unemployment. Although our application 
addresses a substantively important issue, we have selected this appli-
cation to illustrate the predictive modeling process. In particular, we 
present three approaches that states can take to improve the accuracy 
of their predictions using three different predictive algorithms, use the 
results to show the importance of updating predictive models over time, 
and describe some steps for diagnosing problems with and improving a 
model’s predictive accuracy.

In our application, we assess the predictive accuracy of three algo-
rithms—logit, regularized regression, and neural network—encoun-
tered both in our survey of the states and in the statistical literature 
on predictive analytics.12 These algorithms represent three different 
approaches that states can use to improve the accuracy of their predic-
tive models. We present an example in which the predictive accuracy 
varies only slightly across the three models, in order to highlight a cau-
tionary point for states acquiring data for predictive applications: big 
data and sophisticated statistical models are not enough to solve every 
problem. If the statistical model is a poor approximation of the real-
life process (e.g., long-term unemployment) that is being modeled, then 
neither more data nor more complicated methods will greatly improve 
predictive accuracy. We discuss this issue in more detail below.

Data

We use two primary data sources from the state of New Jersey 
to construct the sample for this chapter: America’s One-Stop Operat-
ing System (AOSOS) and UI Wage Record data. AOSOS records the 
enrollment of customers in the workforce system, their demographic 
characteristics, the services they receive, and their exit from the system. 
AOSOS also tracks the participation of workforce system customers in 
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the three largest welfare programs that serve working-age adults: Tem-
porary Assistance for Needy Families (TANF), Supplemental Nutri-
tion Assistance Program (SNAP), and the General Assistance (GA) 
program, a state-funded program that serves adults without dependent 
children. The UI wage data system records the wages of all employees 
at employers that report wages every quarter in the course of paying 
their UI taxes.

Sample 

The sample for this chapter consists of all individuals who inter-
acted with a New Jersey AJC for the fi rst time in 2012. However, we 
exclude certain groups of individuals from the sample when they dif-
fer signifi cantly from other AJC customers both in how they enter and 
how they interact with the workforce system. Specifi cally, we remove 
individuals who had any interaction (in terms of application for benefi ts 
or receipt of benefi ts) with TANF, SNAP, or GA, as well as customers 
under the age of 25. For both welfare program recipients and youth 
customers, it is more appropriate to run a separate predictive model 
for these individuals. In order to highlight the usefulness of predictive 
models for smaller geographic units than the state-level, we limit the 
data to a single state workforce investment area. The results presented 
below are substantively similar when analyzing statewide data. 

Predictors

The predictors for the model consisted of demographic characteris-
tics that appeared in the AOSOS data and wage history variables con-
structed from the UI wage data. Although AOSOS has the capacity to 
accommodate the entry of hundreds of different job seeker attributes 
that could be signifi cant predictors of labor market success, in practice a 
much more limited set of characteristics is available for most job seek-
ers. These include sex, race/ethnicity, education level, and date of birth.

We create wage histories for each workforce system customer rela-
tive to their date of entry into the workforce system. The wage history 
consists of each customer’s earnings in each of the 24 quarters prior to 
enrollment in the workforce system, except for the fi rst 2 quarters prior 
to enrollment, as the six-month lag in the UI wage data means that these 
quantities would not be available for inclusion in a predictive model 
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at the time a customer enrolled. We then created additional variables, 
including the total number of quarters worked in the past six years and 
the number of consecutive quarters the job seeker was employed before 
entering the workforce system.13

Comparison of predictive models

In the predictive models presented below, we operationalize long-
term unemployment as collecting zero wages in the four quarters after 
a customer’s initial AJC visit. We then compare the predictive accuracy 
of three competing models. When the outcome variable is dichotomous, 
one of the fi rst classifi cation methods that researchers apply is logistic 
regression, which often achieves high predictive accuracy. However, 
when the model includes few observations and many variables, some 
of which may be highly correlated with each other, a statistical problem 
called overfi tting may reduce the model’s accuracy on new data sets. 
When a model overfi ts, it is fi tting the random noise in the data and not 
the underlying relationship between the variables, meaning that it is 
likely to perform poorly when called upon to make predictions on new 
data. Numerous and highly multicollinear variables are features of large 
administrative data sets in workforce development. Regularized regres-
sion models, such as the ridge and lasso, were developed to improve 
predictive accuracy in situations where models are overfi tting the data. 
Thus, in addition to the logit model, we estimate a modifi ed regression 
model called ridge regression (Hastie, Tibshirani, and Friedman 2009; 
Kuhn and Johnson 2013).

The third model we show is called a neural network, which at least 
one state uses for its worker profi ling model. The chief advantage of the 
neural network is its ability to model complex relationships between 
the predictors and the outcome, which can lead to improved predictive 
accuracy when compared to competing models. States can implement 
a neural network, as well as the logit and the ridge regression, without 
a substantial investment in technical capacity. The models can be esti-
mated using freely available and easy-to-use software such as R (dis-
cussed in the Predictive Analytics section on p. 452). 

In estimating the models, we follow common practice in predic-
tive analytics by splitting the customer data into three separate data 
sets: a training set, a test set, and a validation set. The reason we split 
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the data involves choosing models that have high predictive accuracy 
on new observations. The danger of the overfi tting phenomenon men-
tioned above is that the model estimates may have excellent predictive 
accuracy on the data set used in estimation while having poor predictive 
accuracy on any new data. A predictive model should not be assessed 
on how well it predicts outcomes on the data that were used to estimate 
the model, but rather on new data for which the outcomes are unavail-
able. For example, a model may perform well predicting outcomes on 
past One-Stop customers while poorly predicting outcomes on any new 
customers. Splitting the data set into a training, test, and validation set 
helps reduce the possibility that our models overfi t the data and thus 
have poor predictive accuracy on new customers. 

Specifi cally, we follow these four steps:
1) Estimate the logit, ridge, and neural network models on the 

training data
2) Assess the predictive accuracy of each model on the test data
3) Choose the logit, ridge, and neural network specifi cation with 

the highest predictive accuracy on the test data14 
4) Assess predictive accuracy of each model on the validation set 

to establish fi nal benchmark model accuracy
In practice, a predictive model should produce at least higher pre-

dictive accuracy than an alternative strategy of using no model at all. 
For example, workforce agencies can simply classify all customers as 
likely to be unemployed. The predictive accuracy of this system will 
equal the average of the outcome variable for averages above 0.5 and 
1 minus the average for values below 0.5. If 60 percent of customers 
in the data are unemployed, then this system would achieve a predic-
tive accuracy of 60 percent, since it would classify all the 60 percent of 
unemployed individuals correctly and all of the 40 percent of employed 
individuals incorrectly. We call this system the null model. At a mini-
mum, we want to choose predictive models that have higher predictive 
accuracy than the null model. 

Note that we estimate and validate the model using 2012 customer 
data. The estimates thus refl ect the most current data available for this 
application. However, as we found in our survey of the states’ predictive 
modeling practices, some states are not updating their models with the 
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most current data. For example, many states are using 2008 customer 
data to predict 2012 customer outcomes, despite the large differences 
in the labor market conditions and typical customer profi les across this 
period of time. 

To illustrate the consequences of not updating predictive models, 
we follow the same steps as those listed above but train and test the 
models using data from 2008 only. With the estimates from the 2008 
data, we measure predictive accuracy using the same 2012 validation 
set as that used above.

The results are shown in Figure 19.3. The black horizontal bars mark 
the predictive accuracy of the models that are fi t to the 2012 data, with 
the bottom horizontal black bar representing the null model’s predictive 
accuracy. The three models achieve similar predictive performance on 
the validation data. The logit, ridge, and neural network models cor-
rectly classify 60 percent of customers as experiencing a long spell 
of unemployment. Each model does signifi cantly better than the null 
model, which features only 53 percent of customers correctly classifi ed. 

The grey horizontal bars in Figure 19.3 represent predictive accu-
racy for the models estimated using the 2008 data. Recall that the expec-
tation is that the predictive accuracy of a model will decrease when the 
model’s estimates are not updated with more current data. The results 
confi rm our expectation. Across all three models, the predictive accu-
racy on the validation data is approximately equal to the accuracy of the 
null model. In other words, when we estimate models using older data, 
we achieve results no better than simply assuming every customer who 
enters an AJC will experience a long spell of unemployment. 

A natural question to ask is why the performance of the three mod-
els is so similar. Why, in other words, do the more sophisticated ridge 
and neural network models provide little improvement over the logit 
model? The answer relates to the concepts of the bias and variance of a 
predictive model. 

The variables included in the application we present are only 
weakly associated with the outcome variable of unemployment. These 
variables thus do a relatively poor job representing the complex pro-
cess that leads individuals to experience long-term unemployment. This 
phenomenon—the failure of a model to be a good approximation of a 
real-life process—is called bias. Rather than overfi tting the data, the 
logit model is underfi tting, so the ridge regression offers little or no gain 
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over the logit. In addition, even the complex neural network is unable to 
model the complexity in the data in a manner superior to the logit and 
the ridge regression. The result is three models that perform similarly 
and achieve prediction accuracy at only about 60 percent when, ide-
ally, the model should achieve much higher accuracy. This suggests 
that additional work needs to be done collecting not more data but more 
high-quality variables that are associated with the outcome of interest. 

A crucial point about a high-bias model is that more data will not 
substantially improve predictive accuracy. Even when we expand our 
data set to include hundreds of thousands of additional observations, 
the results change little. Big data will help primarily when the model 
has an opposite problem called high variance. A high variance model 
features poor predictive accuracy on data that were not used to estimate 
the model. Generally, more data can reduce the variance of the model 
by reducing overfi tting, but more data will not reduce its bias.15 Bias 
reduction requires the inclusion of additional predictors in the model.

Figure 19.3  Predictive Performance of Neural Network, Ridge, and 
Logit Models
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CONCLUSIONS

Building an intelligent workforce system requires high-quality 
data and the ability to mine insights from all types of data, not just 
numeric and categorical data, and to analyze that data as accurately 
as possible. Data science and low-cost software offer SWAs and local 
workforce areas a series of valuable tools for improving the labor mar-
ket outcomes of AJC customers. When described using terms such as 
geospatial analysis, text mining, predictive analytics, or big data analyt-
ics, these models can appear new and intimidating. However, despite 
states’ limited experience examining location and text data, the tools 
for mining these data for insights are within the capabilities of SWA 
research staff—possibly in collaboration with state university partners 
or private sector fi rms. Moreover, many states are already quite familiar 
with predictive modeling, as nearly every state already implements pre-
dictive models through their UI programs. While it is true that the fi eld 
of predictive modeling offers a wide range of algorithms for predicting 
workforce outcomes, SWA staff do not need to understand their math-
ematical intricacies any more than they do the basic logistic regression 
models currently in use for worker profi ling because existing statistical 
software does most of the heavy lifting.

What SWAs do need to ensure is the proper expertise in the applica-
tion of location and text analysis and in predictive modeling. For loca-
tion and text data, this requires identifying staff capacity internal to the 
SWA or available in other agencies of state or local government, uni-
versities, or the private sector. In the case of prediction, this may require 
some training for staff members who currently oversee worker profi l-
ing models or hiring an outside party to develop and implement a new 
predictive model, as setting models up the fi rst time requires careful 
design and evaluation. But once the models are established, they need 
to be updated with new data only on an annual basis, which is a much 
less costly process. In short, while states will need to fi nd resources to 
develop new models, these resources need not be extensive.

Beyond resource constraints, the much larger and more crucial 
impediments to an intelligent workforce system are data limitations. 
If address information is not updated regularly or textual data are col-
lected only sporadically, then these potentially useful sources of infor-
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mation may not be available in an accurate or complete enough form 
to provide the type of value they could potentially provide. The chap-
ter has also demonstrated that having a large quantity of data is not 
enough to produce highly accurate predictive models. The quality of 
workforce data is just as important. In order to fully leverage the power 
of location-based analyses, text analysis, and predictive models, SWAs 
need not only a large number of observations but also a multitude of 
variables that are related to workforce outcomes. In the current state of 
the workforce data, these variables are often not available because state 
agencies silo their data into separate systems. Furthermore, states often 
only collect the bare minimum of variables necessary to meet federal 
reporting requirements.

Data quality is an area where the workforce system needs to strive 
for improvement, and to some extent this process has already begun. 
The need for high-quality data is becoming more apparent to public 
offi cials, and a limited number of projects are under way at all levels 
of government to foster improvements in data quality. For instance, the 
USDOL Workforce Data Quality Initiative has provided grants to 32 
states to integrate administrative data systems, breaking down silos and 
providing the diversity and number of variables that make accurate pre-
dictive modeling possible. Other examples of data integration projects 
include the Workforce Innovation Fund projects in Chicago and New-
ark, as well as recent efforts to create a federal workforce data system.

In order to derive insights from location and textual data and develop 
accurate predictive models, the collection of high-quality workforce 
data must begin now, and an intelligent workforce system should look 
beyond data integration to further improve the quality of workforce 
data. For instance, a key component of data quality is data complete-
ness, and in our experience performance metrics have had a signifi cant 
effect on which fi elds of data are the most thoroughly recorded and least 
missing. Those that are required for SWAs to meet their federal report-
ing requirements are the fi elds that are the most complete. Data quality 
improvements may therefore depend on how the federal system holds 
states and local areas accountable. A system that genuinely incentivizes 
states, local areas, and workforce counselors to collect and record a 
greater variety of data elements may be the essential fi rst step to build-
ing a truly intelligent workforce system. SWAs can also take other steps 
to improve data quality, such as designing new customer intake proce-
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dures that collect additional variables and provide training to ensure 
consistent data entry across AJCs. Location data, text data, and predic-
tive models hold much promise for the future of workforce develop-
ment, and states can capture the benefi ts that these models provide only 
by improving data collection in the workforce investment system. 

Notes

 1.  More extensive reviews of the fi eld can be found in Grimmer and Stewart (2013) 
and Witten (2005). 

 2. Generally, before any analysis begins, a researcher must preprocess the text for 
analysis. This step usually involves stemming words, removing punctuation and 
common stop words such as the and than, removing numbers, and converting 
words to lower case. Analysts often apply a weighting scheme to words, such as 
tf-idf weights. 

 3. For a detailed R example as the count-based method and word associations, see 
Feinerer, Hornik, and Meyer (2008).

 4. Monroe, Colaresi, and Quinn (2008) and Taddy (2013) discuss methods for esti-
mating words that are predictive of category or group labels. 

 5. At alternative strategy is to look at specifi c aspects and assess their overall posi-
tivity and negativity (Liu 2010). Our research question here is focused on under-
standing aspects that factor into respondents’ overall evaluation of the program 
rather than understanding variation in ratings across different services. 

 6. For a discussion of more advanced analyses of open-ended survey items, see 
Roberts et al. (2014). The result presented here is consistent with the informa-
tional negativity effect in psychology whereby individuals are better able to iden-
tify more precise justifi cations to support a negative reaction than a positive one 
(Lewicka 1997; Peeters and Czapinski 1990).

 7. An algorithm is a step-by-step process for making a calculation.
 8. A model is a mathematical equation that expresses a formal relationship between 

variables. In the case of predictive modeling, the model expresses the mathemati-
cal relationship between the predictors and the outcome being predicted.

 9. To prevent discrimination, federal laws and regulations may prohibit the inclusion 
of some personal characteristics, such as age, race, sex, and disability status, in 
models that automatically assign individuals to services.

 10. There are many different criteria that a researcher may use to guide her choice of 
the “best” model. For classifi cation problems where the dependent variable is not 
skewed, accuracy is a good model evaluation parameter, as is the area under the 
receiver operating characteristic (ROC) curve. With a skewed dependent variable, 
it may be necessary to use other metrics, such as precision, recall, the F-score, 
etc. For models that predict continuous outcomes, the researcher might compare 
models based on their root mean squared error. For a detailed analysis of model 
evaluation, see Japkowicz and Shah (2014).
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 11. USDOL prohibits states from including some personal characteristics, including 
age, race, sex, and disability status, from the worker profi ling model.

 12. We defi ne predictive accuracy as the percent of customers that the model accu-
rately predicts as remaining unemployed.

 13. We have no data on individuals who earn wages outside New Jersey. In an effort 
to partly mitigate the out-of-state employment problem, we delete from our list 
customers without any recorded education or employment history in New Jersey. 
Of course, this also removes weaker job seekers who are living in New Jersey 
but have poor employment histories. The results presented here are substantively 
similar to the results we obtain when we include those individuals.

 14. We choose the ridge regression regularization penalty and the neural network 
decay parameter and node size to optimize predictive accuracy on the test data. 

 15. For more information about diagnosing bias and variance, see the concept of 
learning curves in the statistics and machine learning literature. 
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