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Abstract

With the concept of trend inflation now widely understood as to be important as a measure of the public’s perception of the inflation goal of the central bank and important to the accuracy of longer-term inflation forecasts, this paper uses Bayesian methods to assess alternative models of trend inflation. Reflecting models common in reduced-form inflation modeling and forecasting, we specify a range of models of inflation, including: AR with constant trend; AR with trend equal to last period’s inflation rate; local level model; AR with random walk trend; AR with trend equal to the long-run expectation from the Survey of Professional Forecasters; and AR with time-varying parameters. We consider versions of the models with constant shock variances and with stochastic volatility. We first use Bayesian metrics to compare the fits of the alternative models. We then use Bayesian methods of model averaging to account for uncertainty surrounding the model of trend inflation, to obtain an alternative estimate of trend inflation in the U.S. and to generate medium-term, model-average forecasts of inflation. Our analysis yields two broad results. First, in model fit and density forecast accuracy, models with stochastic volatility consistently dominate those with constant volatility. Second, for the specification of trend inflation, it is difficult to say that one model of trend inflation is the best. Among alternative models of the trend in core PCE inflation, the local level specification of Stock and Watson (2007) and the survey-based trend specification are about equally good. Among competing models of trend GDP inflation, several trend specifications seem to be about equally good.
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1 Introduction

The concept of trend inflation is now viewed as important for a variety of reasons. First, as discussed in such sources as Kozicki and Tinsley (2001a) and Faust and Wright (2011), trend inflation is generally thought of as a measure of the public’s perception of the inflation goal of the central bank. As such, trend inflation can provide an important measure of the credibility of monetary policy. Second, trend inflation plays an important role in inflation forecasts. As the horizon increases, a forecast from a model will converge to the trend captured by the model. Prior studies such as Kozicki and Tinsley (1998) and Clark and McCracken (2008) have shown that the concept of trend embedded in an inflation model plays a key role in longer-term inflation forecasts (in these studies, point forecasts). More recently, Faust and Wright (2011) have argued that the accuracy of inflation forecasts (point forecasts) is crucially dependent on the accuracy of the underlying trend estimate. In addition, Williams (2009) has shown that forecast probabilities of deflation can be very sensitive to the model of trend inflation. In his analysis, models in which the inflation trend is represented by the 10-year ahead inflation forecast from the Survey of Professional Forecasters (SPF) yield a lower risk of deflation than do models in which the inflation trend is simply a function of past inflation.

But as Williams (2009) suggests, exactly how the trend in inflation should be modeled is not clear. Studies such as Clark (2011), Faust and Wright (2011), and Wright (2011) use measures of long-run inflation expectations from surveys of forecasters (either the SPF or Blue Chip) to capture trend inflation and show that the survey-based trend improves the accuracy of model-based forecasts relative to models that treat trend inflation as constant. While some comparisons in Faust and Wright (2011) suggest a survey-based trend to be hard to beat, a survey-based trend may nonetheless not be ideal. One reason is that surveys may be upward biased. For most of the period since 1995, the SPF has projected long-term CPI inflation (10 years ahead) of 2.5 percent. Yet core inflation was generally well below that threshold for most of the period. Since late 2007, long-term forecasts of PCE inflation from the SPF have consistently been a bit higher than longer-term projections from the FOMC. A second reason is that survey-based measures lack some of the positive aspects
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For example, in late April 2010, the central tendency of FOMC participants’ longer-run projection of PCE inflation (the longer-run projections “represent each participant’s assessment of the rate to which each variable would be expected to converge over time under appropriate monetary policy and in the absence of further shocks”) was 1.5 to 2.0 percent. In the mid-May SPF, the median forecast of average PCE inflation for 2009-2018 was 2.3 percent.
of models. With a model, it is easier (compared to using a survey result) to know what determines the estimate of trend, replicate results, and obtain a forecast whenever it is needed.

Other research suggests a range of possible and reasonable models of trend inflation.\textsuperscript{2} A number of studies and still-used forecasting models measure inflation expectations, or in effect, trend inflation, with past inflation (e.g., Brayton, Roberts, and Williams 1999, Gordon 1998, and Macroeconomic Advisers 1997).\textsuperscript{3} Another array of studies has modeled trend inflation as following a random walk (e.g., Cogley, Primiceri, and Sargent 2010, Cogley and Sbordone 2008, Ireland 2007, Kiley 2008, Kozicki and Tinsley 2006, Mertens 2011, Piger and Rasche 2008, and Stock and Watson 2007, 2010). Inflation less trend follows an autoregressive process in some of these studies (e.g., Cogley, Primiceri, and Sargent 2010) but not in others (Stock and Watson 2007). In addition, some research using random walk trends (Stock and Watson 2007, Mertens 2011, and Cogley, Primiceri, and Sargent 2010) has found that the variability of the trend component in inflation has varied over time.

Accordingly, this paper uses Bayesian methods to assess alternative models of trend inflation. We first use Bayesian metrics to compare the fits of alternative models. We then use Bayesian methods of model averaging to account for uncertainty surrounding the model of trend inflation, to obtain an alternative estimate of trend inflation in the U.S. and to generate medium-term, model-average forecasts of inflation. Reflecting models common in reduced-form inflation modeling and forecasting, we specify a range of models of inflation.\textsuperscript{4} We use predictive likelihoods to weight each model and forecast and construct probability-weighted average estimates of trend inflation and inflation forecasts. For forecasting, we consider not only point predictions but also density forecasts (specifically, deflation probabilities and average log predictive scores). Morley and Piger (2010) follow a broadly similar Bayesian model averaging method to estimate the trend and business cycle component of GDP.

In the interest of simplicity, we focus primarily, although not exclusively, on univariate models of inflation.\textsuperscript{5} Studies such as Atkeson and Ohanian (2001), Clark and McCracken

\textsuperscript{2}The survey of Faust and Wright (2011) provides a longer list of studies that have considered time-varying inflation trends.

\textsuperscript{3}In a related formulation, Cogley (2002) develops an exponential smoothing model of trend.

\textsuperscript{4}Our modeling approach differs from that of Mertens (2011) in that we consider multiple models of trend, while Mertens considers multiple indicators with a single, random walk trend model.

\textsuperscript{5}Multivariate model results reported in the paper include the results for the model using a survey-based inflation trend (in the presentation, we treat this as a univariate model) and results for inflation models including an unemployment gap. While not reported in the paper, we also considered a bivariate model.
(2008, 2010), Dotsey, Fujita, and Stark (2011), and Stock and Watson (2003, 2007) have found that, in U.S. data since at least the mid-1980s, univariate models of inflation typically forecast better (in terms of point forecast accuracy) than do multivariate models. Our set of models incorporates significant differences in the trend specification: AR with constant trend; AR with trend equal to last period’s inflation rate; local level model; AR with random walk trend; AR with trend equal to the long-run expectation from the SPF; and AR with time-varying parameters. Finally, we consider versions of the models with constant shock variances and with time-varying shock variances (stochastic volatility). To further highlight the importance of trend specification to inflation inferences, in assessing deflation probabilities we also consider some specifications that include an unemployment gap. Our analysis extends Faust and Wright (2011) by considering a wider array of trend models and inflation models with both constant volatilities and stochastic volatilities, using Bayesian methods to compare overall model fit, and examining density forecasts in addition to point forecasts.

Consistent with Clark (2011), one clear finding of our analysis is that, in terms of model fit and density forecast accuracy, the models with stochastic volatility dominate those with constant volatility. The incorporation of stochastic volatility also materially affects estimates of the probability of deflation, sharply lowering them in the past decade, a period in which deflation became a concern of policymakers and others.

As to the specification of trend inflation, our results show that it is difficult to say that one model of trend inflation is the best. Among alternative models of the trend in core inflation, the local level specification of Stock and Watson (2007) and the SPF specification are about equally good. Our Bayesian measures of model fit for the full sample indicate the local level specification of trend is best, with the SPF specification next best and reasonably close. However, we also find that model fit has evolved considerably over the sample. For example, relative to other models, the fit of the local level model with stochastic volatility improved significantly in the last several years of the sample. In out-of-sample forecasting (both point and density), the local level model is slightly more accurate than the SPF-based model, but not by a significant margin. Both in-sample and out-of-sample, the other trend models are inferior, although sometimes only modestly so.

\[\text{inflation and the 10-year Treasury bond yield, with a random walk trend in inflation accounting for the trends in both variables. As this model did not fit the data any better than the other models considered, we have omitted these results in the interest of brevity.}\]
For inflation in the GDP price index, several of the trend specifications we consider seem to be about equally good. Our Bayesian measures of model fit for the full sample indicate the model with time-varying parameters fits best, with the lagged inflation and SPF-based models next (with likelihoods that imply model weights of about 20 percent, compared to 45 percent for the best model). In out-of-sample forecasting, many of the models perform similarly in both point and density prediction.

Broadly, these results highlight the importance of considering predictions from a range of models — as opposed to a single model — that fit the historical data about as well as one another. This is especially the case for the evaluation of risks such as the chance of deflation.

The paper proceeds as follows. Section 2 describes the data. Sections 3 and 4 present the models and estimation methodology, respectively. Section 5 presents the results. An appendix provides details of the estimation algorithms, priors, and computation of predictive likelihoods. Section 6 concludes.

2 Data

We focus on modeling and forecasting core PCE inflation, which refers to the price index for personal consumption expenditures excluding food and energy, commonly viewed as the Federal Reserve’s preferred measure of inflation. But we also include some results for a broader measure of inflation, the GDP price index, often used in assessments of inflation dynamics and forecast comparisons. Inflation rates are computed as annualized log percent changes (400 ln(P_t/P_{t-1})).

Our time period of focus (for our estimates) is 1960 through mid-2011. To obtain training sample estimates (section 4 provides more detail on the samples), we use other data to extend the core PCE and GDP price indexes back in time. Specifically, we merge the published core PCE inflation rate (beginning in 1959:Q2) with: (1) a constructed measure of core inflation for 1947:Q2 through 1959:Q1 that excludes energy goods (for which data go back to 1947) but not energy services (for which data only go back to 1959); and (2) overall CPI inflation for 1913:Q2 through 1947:Q1. In analysis of inflation in the GDP price index, for which published data extend back through 1947, we merge the published

---

6 We used the methodology of Whelan (2002) to construct the measure of core inflation from raw data series on total PCE and energy goods spending and prices. As to the historical CPI, we obtained a 1967 base year index from the website of the Bureau of Labor Statistics and seasonally adjusted it with the X11 algorithm.
GDP inflation rate (beginning in 1947:Q2) with overall CPI inflation for 1913:Q2 through 1947:Q1.

For our models that rely on survey forecasts of long-run inflation as the measure of trend inflation, we use the survey-based long-run (5- to 10-year-ahead) PCE inflation expectations series of the Federal Reserve Board of Governor’s FRB/US econometric model. The FRB/US measure splices econometric estimates of inflation expectations from Kozicki and Tinsley (2001a) early in the sample to 5- to 10-year-ahead survey measures compiled by Richard Hoey and, later in the sample, to 10-year-ahead values from the Federal Reserve Bank of Philadelphia’s Survey of Professional Forecasters. In presenting the results, we refer to this series as PTR, using the notation of the FRB/US model.

Finally, for our analysis of deflation probabilities from models that include an economic activity indicator, we use an unemployment gap, defined as the unemployment rate for men between the ages of 25 and 54 less a one-sided estimate of the trend in that unemployment rate. Some may view the trend as a measure of the natural rate of unemployment. The use of an unemployment rate for prime-age men helps to reduce (but not eliminate) the influence of long-term demographic trends. Following Clark (2011), we use exponential smoothing to estimate the trend, with a smoothing coefficient of 0.02.

With the exception of the CPI index obtained from the Bureau of Labor Statistics, we obtained all of the data from the FAME database of the Federal Reserve Board of Governors.

3 Models

3.1 Constant volatility

Our baseline model specification relates current inflation to past inflation and current and past rates of trend inflation:

$$\pi_t - \pi_t^* = b(L)(\pi_{t-1} - \pi_{t-1}^*) + v_t,$$

where $\pi_t$ denotes actual inflation and $\pi_t^*$ denotes trend inflation. The trend corresponds to the moving endpoint concept of Kozicki and Tinsley (1998, 2001a,b): $\pi_t^* = \lim_{h \to \infty} E_t \pi_{t+h}$. In the absence of deterministic terms, this concept of trend inflation is the same as in the Beveridge and Nelson (1981) decomposition.

Building on this baseline, we consider a range of models, each incorporating a different specification of the trend in inflation. These specifications, drawn from studies such as those described in the introduction, include:
• \( \pi_t^* = \text{constant (constant trend)} \)

• \( \pi_t^* = \pi_{t-1} \) (\( \pi_{t-1} \) trend)

• \( \pi_t^* = \text{long-run survey forecast (PTR trend)} \)

• \( \pi_t^* = \pi_{t-1}^* + n_t \) (random walk trend)

The first model is a stationary AR model, written in demeaned form; Villani (2009) develops an approach for estimating such models with a steady state prior. The second model is a stationary AR model in the first difference of inflation. The third and fourth models are AR models in detrended inflation, where trend is defined as the PTR trend in one case and a random walk process in the other.

We consider two other related model formulations. The first is the local level model, an unobserved components specification considered in such studies as Stock and Watson (2007):

\[
\pi_t = \pi_t^* + v_t, \quad \pi_t^* = \pi_{t-1}^* + n_t.
\](2)

This model simplifies the version of equation (1) with a random walk trend by imposing AR coefficients of zero. The local-level model implies a filtered trend estimate that could be computed by exponential smoothing. The AR model with a random walk trend in inflation generalizes this local-level model by allowing autoregressive dynamics in the deviation from trend; this form of the AR model is equivalent to the trend-cycle model of Watson (1986).

The second alternative model we consider is an AR specification with time variation in all coefficients, considered in such studies as Cogley and Sargent (2005):

\[
\pi_t = b_{0,t} + \sum_{i=1}^{p} b_{i,t} \pi_{t-i} + v_t, \quad b_t = b_{t-1} + n_t,
\](3)

where the vector \( b_t \) contains the intercept and slope coefficients of the AR model and \( \text{var}(n_t) = Q \). For this time-varying parameters (TVP) model, we follow Cogley and Sargent (2005) and others in the growing TVP literature in estimating trend inflation as the instantaneous mean, as implied in each period by the intercept and slope coefficients.

In our examination of the role of trend inflation in assessing the probability of deflation, we supplement our analysis with two models — the \( \pi_{t-1} \) trend and PTR trend specifications — augmented to include the unemployment gap. Letting \( y_t \) denote the vector containing \( \pi_t - \pi_t^* \) and \( u_t \), where \( u \) denotes the unemployment gap, we use a conventional VAR (without
intercept): 

\[ y_t = b(L)y_{t-1} + v_t. \]  

(4)

Finally, as to the lag order of the models with autoregressive dynamics (every model except the local level), for computational tractability we fix the lag order at two for all models. As a robustness check, we estimated most of the models with stochastic volatility using four lags and obtained very similar results (for four lags versus two) for model fit and forecast performance.

3.2 Stochastic volatility

In light of existing evidence of sharp changes over time in the volatility of inflation (e.g., Clark 2011, Cogley and Sargent 2005, and Stock and Watson 2007), we consider versions of the models above supplemented to allow for time variation in the residual variances. As emphasized in Clark (2011) and Jore, Mitchell, and Vahey (2010), modeling changes in volatility is likely to be essential for accurate forecasts of measures that require the entire forecast density — e.g., the probability of deflation.

With stochastic volatility, the basic model specification is:

\[ \pi_t - \pi_t^* = b(L)(\pi_{t-1} - \pi_{t-1}^*) + v_t, \]
\[ v_t = \lambda_0^{0.5} \epsilon_t, \epsilon_t \sim N(0, 1), \]
\[ \log(\lambda_t) = \log(\lambda_{t-1}) + \nu_t, \nu_t \sim N(0, \phi). \]

(5)

This specification applies to the constant trend, \( \pi_{t-1} \) trend, PTR trend, and random walk trend models. In the case of the random walk trend specification, the model also includes an equation for the trend:

\[ \pi_t^* = \pi_{t-1}^* + n_t, n_t \sim N(0, \sigma_n^2). \]

(6)

The local level model with stochastic volatility takes the form given in Stock and Watson (2007):

\[ \pi_t = \pi_t^* + v_t, \quad \pi_t^* = \pi_{t-1}^* + n_t, \]
\[ v_t = \lambda_{v,t}^{0.5} \epsilon_{v,t}, \epsilon_{v,t} \sim N(0, 1), \]
\[ n_t = \lambda_{n,t}^{0.5} \epsilon_{n,t}, \epsilon_{n,t} \sim N(0, 1), \]
\[ \log(\lambda_{v,t}) = \log(\lambda_{v,t-1}) + \nu_{v,t}, \nu_{v,t} \sim N(0, \phi_v), \]
\[ \log(\lambda_{n,t}) = \log(\lambda_{n,t-1}) + \nu_{n,t}, \nu_{n,t} \sim N(0, \phi_n). \]

(7)
In this paper, we generalize the approach of Stock and Watson (2007) by actually estimating the key parameters of the model, the variances of shocks to log volatilities, rather than treating them as fixed. However, we obtained very similar results from the model when we effectively fixed these variances at the Stock-Watson values (of 0.04) by setting the prior means of $\phi_v$ and $\phi_n$ at 0.04 and the prior degrees of freedom at 10,000.

The TVP model with stochastic volatility takes the form given in Cogley and Sargent (2005), simplified to a univariate process:

\[
\begin{align*}
\pi_t &= b_{0,t} + \sum_{i=1}^{p} b_{i,t} \pi_{t-i} + v_t, \\
b_t &= b_{t-1} + n_t, \quad \text{var}(n_t) = Q, \\
v_t &= \lambda_t^{0.5} \epsilon_t, \quad \epsilon_t \sim N(0,1), \\
\log(\lambda_t) &= \log(\lambda_{t-1}) + \nu_t, \quad \nu_t \sim N(0, \phi).
\end{align*}
\] (8)

Finally, for the bivariate VAR models that include both inflation less trend and the unemployment gap, letting $y_t$ denote the vector of variables included, the bivariate VAR with stochastic volatility takes the form:

\[
\begin{align*}
y_t &= B(L) y_{t-1} + v_t, \\
v_t &= A^{-1} \Lambda_t^{0.5} \epsilon_t, \quad \epsilon_t \sim N(0, I_2), \quad \Lambda_t = \text{diag}(\lambda_{1,t}, \lambda_{2,t}), \\
\log(\lambda_{i,t}) &= \log(\lambda_{i,t-1}) + \nu_{i,t}, \quad \nu_{i,t} \sim N(0, \phi_i) \forall \ i = 1, 2,
\end{align*}
\] (9)

where $A$ is a lower triangular matrix with ones on the diagonal and a coefficient $a_{21}$ in row 2 and column 1 (such that $A$ reflects a Choleski structure). Again, for simplicity, for all models with autoregressive dynamics (every model except the local level), we fix the lag order at two.

4 Estimation

4.1 Algorithms

Focusing on the 1960:Q1 to 2011:Q2 period, we estimate the models described above using Bayesian Markov Chain Monte Carlo (MCMC) methods. More specifically, to limit the influence of priors, we use empirical Bayes methods, specifying the priors for our model estimates on the basis of posterior estimates obtained from an earlier sample. For this purpose, we divide our data sample into three pieces: an estimation sample of 1960:Q1-2011:Q2, an intermediate estimation sample of 1947-59 for which we generate posterior
estimates that form the basis of our priors for the estimation sample, and a training sample of 1913-1946 that we use to set priors for estimation in the intermediate sample.

We use Gibbs samplers to estimate the models with constant volatilities. For the constant trend model, we use the algorithm detailed in Villani (2009). For the $\pi_{t-1}$ trend and PTR trend specifications, the algorithm takes the Normal-diffuse form of Kadiyala and Karlsson (1997). Estimation of the local level and random walk trend models is a straightforward application of Gibbs sampling, using state-space representations of the models. Estimation of the TVP model is described in sources such as Cogley and Sargent (2001); the algorithm for the local level model is effectively the same, with a lag length of 0 in the AR model. In all cases (except the local level model), we follow the approach of Cogley and Sargent (2005), among others, in discarding draws with explosive autoregressive roots (and re-drawing).

We use Metropolis-within-Gibbs MCMC algorithms to estimate the models with stochastic volatilities, combining some of the key Gibbs sampling steps for the constant volatility models with Cogley and Sargent’s (2005) Metropolis algorithm (taken from Jacquier, Polson, and Rossi 1994) for stochastic volatility. For the constant trend, $\pi_{t-1}$ trend, and PTR trend specifications with stochastic volatility, our algorithms are the same as those used in Clark (2011) and Clark and Davig (2011). For the TVP model with stochastic volatility, our algorithm takes the form described in Cogley and Sargent (2005). Again, for all models, we discard draws with explosive autoregressive roots. The appendix provides more detail on all of the algorithms for estimation with stochastic volatility.

All of our reported results are based on samples of 5000 posterior draws. To ensure the reliability of our results, we estimated each model with a large number of MCMC draws, obtained by first performing burn-in draws and then taking additional draws, from which we retained every k’th draw to obtain a sample of 5000 draws. Skipping draws is intended to reduce correlation across retained posterior draws. Koop and Potter (2008) show that MCMC chains for VARs with TVP can be quite slow to mix, a finding confirmed in Clark and Davig (2011). Drawing on this previous evidence of convergence properties and our own selected checks of convergence properties, we use larger burn-in samples and higher skip intervals for models with latent states (unobserved trends or time-varying volatility).

\footnote{For all of our models with time-varying trends or coefficients, we use the algorithm of Durbin and Koopman (2002) for the backward smoothing and simulation, rather than the Carter and Kohn (1994) smoother used by Cogley and Sargent (2005), because the Durbin-Koopman algorithm is faster in the software we used.}
than models without latent states. The appendix includes a table with the burn-in counts and skip intervals used for each model.

4.2 Model assessment

Similar to Morley and Piger’s (2010) approach to assessing models of the business cycle component of GDP, we construct a measure of trend inflation which addresses model uncertainty by averaging over different models of trend inflation. We assume equal prior weight for each model and use the following posterior model probability to average across different models:

$$w_i(\pi^{(T)}) = \frac{p(M_i|\pi^{(T)})}{\sum_{i=1}^{n} p(M_i|\pi^{(T)})},$$

(10)

where $M_i$ denotes model $i$ and $\pi^{(T)}$ denotes the time series of inflation up to period $T$.

To assess the congruency of each model with the data and compute the posterior model probabilities that determine the model weights, we follow Geweke and Amisano (2010) in using 1-step ahead predictive likelihoods. Sources such as Geweke (1999) and Geweke and Whiteman (2006) emphasize the close relationship between the predictive likelihood and marginal likelihood: as stated in Geweke (1999, p.15), “... the marginal likelihood summarizes the out-of-sample prediction record... as expressed in ... predictive likelihoods.”

Following Geweke and Amisano (2010), we use the log predictive likelihood defined as

$$\log PL(M_i) = \sum_{t=t_0}^{T} \log p(\pi_t^o|\pi^{(t-1)}, M_i),$$

(11)

where $\pi_t^o$ denotes the observed outcome for inflation in period $t$ and $\pi^{(t-1)}$ denotes the history of inflation up to period $t - 1$. Following studies such as Bauwens, et al. (2011), we compute $p(\pi_t^o|\pi^{(t-1)}, M_i)$ from the simulated predictive density, using a kernel smoother to estimate the empirical density (from draws of forecasts). Finally, in computing the log predictive likelihood, we sum the log values over different samples, detailed below.

In averaging trends and forecasts from their posterior densities, we follow the mixture of distributions approach described in Bjornland, et al. (2010). Specifically, from the posterior sample of 5000 draws, we sample 5000 draws with replacement, taking the draw from model $i$’s density with probability $M_i$. We then form the statistics of interest (median trend, etc.) from this mixture distribution.
4.3 Forecasting

To assess the role of the trend model in medium-term forecasting, we consider the accuracy of forecasts of horizons from 1 to 16 quarters. The role of trend inflation in the forecast will increase with the forecast horizon, at a rate that depends on the persistence of inflation relative to trend. We assess the accuracy of point forecasts using mean errors and root mean square errors (RMSEs) and the accuracy of density forecasts using average log predictive scores (computed using the density estimated from forecast draws). The predictive scores provide the broadest possible measure of the calibration of the density forecasts. We evaluate forecasts over the period 1985:Q1 to 2011:Q2. For the purpose of model evaluation and model combination based on real-time model fit, we begin forecasting in 1975:Q1. In forming the first forecast, for 1975:Q1, we estimate each model using data from 1960:Q1 through 1974:Q4, and form forecasts from horizons 1 through 16. We then proceed to move forward a quarter, estimate each model using 1960:Q1-1975:Q1 data, and form forecasts for horizons 1 through 16. We continue with this recursive approach to forecasting through the rest of the sample.

We also consider another specific aspect of the density forecast that may be particularly dependent on the specification of the trend in inflation: the probability of deflation, defined as inflation (over 4 quarters) next year of less than 0. More specifically, our deflation probability is defined as the probability of an average inflation rate less than 0 for periods \( t + 4 \) through \( t + 7 \), when forecasting starting in period \( t \) with models estimated using data through period \( t - 1 \).

For each model, for each (retained) draw in the MCMC chain, we draw forecasts from the posterior distribution using an approach like that of Cogley, Morozov, and Sargent (2005). For models with time-varying coefficients (TVP), trends (local level, random walk), or stochastic volatility, we simulate the latent variables over the forecast horizon, using their random walk structure. For example, to incorporate uncertainty associated with time variation in \( \lambda_t \) over the forecast horizon, we sample innovations to \( \log \lambda_{t+h} \) from a normal distribution with variance \( \varphi \), and use the random walk specification to compute \( \log \lambda_{t+h} \) from \( \log \lambda_{t+h-1} \). For each period of the forecast horizon, we then sample shocks \( v_{t+h} \) to the equation for inflation with a variance of \( \lambda_{t+h} \) and compute the forecast draw of \( \pi_{t+h} \) from the AR structure and drawn shocks. The appendix provides more detail on our simulation of predictive densities, for the models with stochastic volatility.
For all of the models with latent variables, the forecast distributions computed with this approach account for uncertainty about the latent variables — i.e., in many of the model specifications, the evolution of trend inflation. In the case of the model using the PTR measure of trend, for simplicity we fix the trend over the forecast horizon of $t + 1$ through $t + H$ at the value of PTR in period $t$. As a result, the predictive density from the PTR trend model abstracts from uncertainty about the evolution of trend over the forecast horizon. However, based on comparisons conducted in the research for Clark (2011), this simplification has little effect on the results.

5 Results

This section proceeds by first presenting model parameter estimates for the full sample of data and then reporting model fit for the full sample. The subsequent sections present the trend estimates and forecast results (with forecasting results for core PCE inflation and GDP inflation presented in separate subsections).

5.1 Full sample parameter estimates

Tables 1 and 2 provide parameter estimates (posterior means and standard deviations) for full sample estimates of the constant volatility and stochastic volatility models, respectively. In the interest of brevity, we report results only for core PCE inflation; results for inflation in the GDP price index are qualitatively very similar.

Consistent with some prior studies (e.g., Kozicki and Tinsley 2002), the AR models that allow time variation in mean or trend inflation yield modestly lower sums of AR coefficients, reflecting reduced persistence of inflation relative to mean or trend. For example, with constant volatility, the sum of coefficients for the constant trend AR model is about 0.95, while the sum of coefficients for the PTR trend and random trend models is a little above 0.8. The same pattern is evident in the models with stochastic volatility. Within the set of constant volatility models, the local level specification yields modestly larger shocks to trend ($\sigma_n^2 = 0.481$) than the noise component ($\sigma_v^2 = 0.214$). Consistent with some prior studies (e.g., Stock and Watson 2007), the local level model attributes much of the movement in inflation to the trend component. By comparison, the variance of shocks to trend is considerably smaller (although still measurable) in the random walk trend model, which

---

\[8\text{This approach allows us to use a univariate rather than bivariate model, simplifying the model specification and speeding up the computations.}\]
incorporates autoregressive dynamics.

Consistent with recent evidence from studies such as Clark (2011) and Cogley and Sargent (2005), all estimates of the models with stochastic volatility imply sizable variation over time in the variance of shocks to inflation. For example, in the PTR trend model, the posterior mean estimate of the variance of shocks to log volatility is 0.073. Figure 1’s plot of the posterior median of the time series of volatility (specifically, Figure 1 plots the median and 70% credible set for $\chi^2_{0.5}$) confirms the considerable movement of volatility over the sample, dominated by the Great Moderation and a rise in volatility in the last decade of the sample. The estimates of the variance of shocks to log volatility (all shown in Table 2) and the time series of volatilities (in the interest of brevity, Figure 1 provides estimates for just the PTR model) are similar across all models with autoregressive dynamics. Estimates differ somewhat for the local level model, which yields less variability in the size of shocks to the noise component of the model. Instead, the local level model yields more sizable variation in the size of shocks to trend.

5.2 Model fit

To assess overall model likelihood and fit, Table 3 reports log predictive likelihoods (specifically, sums of 1-step ahead log likelihoods for 1975:Q1-2011:Q2). With the core PCE measure of inflation, among models with constant volatilities, the PTR trend specification fits the data far better than most of the other models, with a log predictive likelihood of -172.960 for the 1975-2011 sample. Based on this measure of Bayesian fit, the other models fit the data much worse (recall that, for model comparison, the differences in log predictive likelihoods would be exponentiated, so a difference in logs of a few points is a very large difference in probability). The fits of the constant trend, random walk trend, and TVP models are not as good, with log predictive likelihoods ranging from about -177 to -179.5. The local level model, of particular interest in light of the Stock and Watson (2007) evidence in support of a version with time-varying volatility, ranks next to worst among constant-volatility models of core inflation, with a log predictive likelihood of -181.104. By a small margin, the $\pi_{t-1}$ trend specification yields the worst fit among models with constant volatility.

However, allowing for stochastic volatility yields a somewhat different view of congruency with the data. For each specification of inflation trend and AR dynamics, the log predictive likelihood is considerably better with stochastic volatility than constant volatility.
For example, with the PTR trend model of core PCE inflation, the version with stochastic volatility yields a log predictive likelihood of -161.884, compared to -172.960 for the version with constant volatility. In some cases, differences in likelihoods across models with stochastic volatility are smaller than differences in likelihoods across models with constant volatility. In addition, the model rankings change somewhat. With stochastic volatility, the best-fitting model is the local level specification. But the PTR trend model fits the data almost as well as the local level model. The other models don’t fit nearly as well, with log predictive likelihoods 1.8 to 4.3 points lower.

Translated into model probabilities as described in section 4, the full-sample evidence gives a 56.9% probability to the local level-SV model and a 28.5% probability to the PTR trend-SV specification. The TVP-SV and random walk trend-SV specifications receive smaller, non-trivial weights, of 9.2% and 3.7%, respectively. The other two models with stochastic volatility receive weights of less than 1%, while the constant volatility models have weights of essentially 0.9

Results for the GDP price index are similar in some important respects. Among models with constant volatilities, the PTR trend and local level models yield, respectively, the best and worst predictive likelihoods. Models with stochastic volatility fit the data much better than the models with constant volatilities. For example, the PTR trend specification yields a log predictive likelihood of -206.904, while the same model with stochastic volatility has a likelihood of -191.246.

The key difference in the results for the GDP price index compared to the core inflation results is that, among models with stochastic volatility, the differences in model fit are more modest with the GDP measure of inflation. In the estimates based on the GDP price index, the local level-SV model does not beat other models as it does in estimates based on the core PCE price index. With the GDP price index, the TVP-SV model fits the data best, and the $\pi_{t-1}$ trend-SV model and PTR trend-SV models are next best and comparable in fit. The log predictive likelihoods give the following probabilities to the models: 45.1% for TVP-SV, 21.3% for PTR-SV, 19.5% for $\pi_{t-1}$ trend-SV, 9.4% for constant trend-SV, and 4.1% for local level-SV.

9For two inflation models that include an unemployment gap, we report log predictive likelihoods but not model weights. We use these models later in this section to further investigate the role of trend inflation in determining deflation probabilities. Because the overall fit of the models is of interest, we report their likelihoods. However, in light of our focus on models of trend inflation, we do not include these specifications in the model combinations considered below. Accordingly, we do not report model weights for these specifications.
To further assess congruence of the models with data over time, we follow examples such as Geweke and Amisano (2010) in plotting the time series of cumulative log predictive likelihoods. To facilitate this graphical assessment, we take the local level model with stochastic volatility (the Stock and Watson 2007 model) as the benchmark, and form, for every other model, the difference between its cumulative log predictive likelihood and the benchmark cumulative log predictive likelihood.

The results for core PCE inflation provided in Figure 2 indicate that there have been important changes over time in the relative fit of the models. Through the late 1980s, these relative likelihoods were positive for most of the constant volatility models, indicating that the local level-SV model did not fit the data as well as most of the constant volatility models. From the early-1990s onward, the ranking of the constant volatility models changed little, remaining near the full sample ranking (PTR trend best, etc.). Relative to constant volatility models, the stochastic volatility versions rapidly gain advantage starting in the early-1990s. This pattern likely reflects the influences of the Great Moderation on volatility and the success of the stochastic volatility models in capturing those influences. Moving forward in time, the rankings of the stochastic volatility models shift around some. Most notably, based on cumulative likelihoods from the mid-1990s through 2005, the PTR trend-SV model usually fits the data slightly better than the local level-SV model, but for the remainder of the sample, the local level model fits the data slightly better.

Qualitatively, the results for GDP inflation provided in Figure 3 are similar in important respects. Most notably, relative to constant volatility models, the stochastic volatility versions rapidly gain advantage starting in the early-1990s. In addition, over time, the rankings and fits of the stochastic volatility models shift around. For example, since the mid-1990s, the fit of the random walk trend-SV model has gradually deteriorated relative to the fit of the other models with stochastic volatility. However, the results for GDP inflation differ from the results for core PCE inflation in that there are smaller differences in the fits of some of the competing trend models (among models with stochastic volatility).

In light of the changes over time in the rankings of models, from a forecasting perspective it may be desirable to use model weights computed at each point in time from a rolling window of predictive likelihoods. Studies such as Jore, Mitchell, and Vahey (2010) and Kascha and Ravazzolo (2010) use rolling windows of likelihoods to compute model weights for forecasting. Accordingly, in this paper, in combining forecasts, we will consider model
averages based on 10-year rolling windows of predictive likelihoods (these are the weights available for pseudo-real time forecasting). Figure 4 presents these weights for the models of core PCE inflation (we omit the corresponding figure for GDP inflation in the interest of brevity). In the mid-1980s, the random walk trend model (with constant volatility) receives the most weight, peaking at 77% in mid-1986. From the mid-1990s until about 2009, the constant volatility models receive essentially no weight. But in the last few years of the sample, the PTR trend and TVP models with constant volatility receive some weight. From the late 1980s onward, most of the stochastic volatility models receive at least some weight, with rankings that move around over time. Starting in about 2006, the weight given to the local level-SV model rises sharply, to as much as 90%, before trailing off in the last few years of the forecast sample. Section 6 will examine how using these rolling sample-determined weights affect forecast accuracy.

Collectively, these results on model fit offer a somewhat different and more complicated picture than do the results of Stock and Watson (2007) and Faust and Wright (2011). Stock and Watson (2007) find the local level-SV model to yield the most accurate point forecasts, while Faust and Wright (2011) conclude that, for point forecasts, a survey-based trend works best. In our estimates for core PCE inflation, the local level-SV model best fits the full sample, but the PTR trend-SV model fits the data almost as well. In our estimates for GDP inflation, the TVP-SV model fits the data best, and several others fit better than the local level-SV model. Perhaps even more importantly, the rankings of models have changed quite a bit over time. Accordingly, it seems difficult to say with any generality that a single model of trend inflation best fits the data. Some, although not all, of the differences among the Stock-Watson and Faust-Wright findings and ours may be attributable to the broader set of trend specifications considered in this paper. Other differences could be due to this section’s use of Bayesian, rather than frequentist, or point forecast-based, concepts of model fit. We take up forecast accuracy later in this section.

5.3 Trend estimates

Figures 5 and 6 present, for core PCE inflation, estimates of trend inflation obtained from each of the models considered (specifically, posterior medians along with 70 percent credible sets). In the interest of chart readability, most of the chart panels provide just a single trend

\[10\] Using 5-year rolling windows of predictive likelihoods yielded similar results.

\[11\] The Blue Chip and SPF long-run inflation expectations are quite similar. In a check of our findings, we obtained very similar results for models using Blue Chip instead of SPF to measure trend inflation.
series (median estimate) along with its credible set. The upper left panel, for the constant trend specification, reports the trend estimate from that model along with actual inflation and the PTR trend, the survey-based measure of long-run inflation expectations. The PTR trend is repeated in the upper right panel, which also provides the trend defined as last period’s inflation rate.

Those models that estimate a time-varying trend (local level, random walk trend, and TVP) imply considerable variation over time in trend inflation, with non-trivial differences across models. The local level model yields a trend that is considerably more variable than the PTR measure of trend. Indeed, the local level model attributes much of the movement in actual inflation to trend shifts. However, allowing time-variation in volatilities results in a local level trend that, since the mid-1980s, is considerably smoother than the trend estimated from the local level model with constant volatility. Compared to the local level model, the random walk trend specification yields a broadly similar trend. At least in the model with constant volatility, the trend from the random walk trend model is smoother than the estimate from the local level model. Broadly, the random walk trend estimate is comparable to PTR, but with some considerable divergences over time. For example, in the late 1960s, the random walk trend estimate rose faster than PTR did and then remained at a higher level than PTR. But in the late 1970s, the PTR measure rose to a higher level than the random walk trend estimate, and remained at a higher level until about 1990. In the past few years of the sample, the random walk trend edged up (more so in the model with stochastic volatility than constant volatility), while PTR remained steady. The TVP models yield trend time series that are smoother than the other econometric estimates and PTR, but with similar contours. Of course, the estimates of trend from these models are considerably different from the trends assumed for the $\pi_{t-1}$ trend model and estimated in the constant trend specification.

Figure 7 presents the results of accounting for model uncertainty by averaging core PCE trend estimates across models, based on the full-sample predictive likelihoods (i.e., on an ex post basis). As noted above, we obtain the density of model-average forecasts by sampling from the individual model densities, with a mixture approach based on the model weights. Given the large weights the PTR trend-SV and local level-SV models receive for the full sample, averaging all models based on the full-sample likelihoods yields a trend estimate that looks like a weighted average of the trends from these two specifications. Consequently,
prior to the mid-1980s stabilization of inflation, trend inflation is less variable than actual inflation but more variable than the PTR trend. But based on the changes in model fit over time described above, some might prefer to give more models some weight. For instance, in the forecasting literature (point and density forecasts), equal model weights often perform as well as or better than score-based weights (e.g., Kascha and Ravazzolo 2010 and Mazzi, Mitchell, and Montana 2010). Accordingly, the lower panel of Figure 7 presents a trend estimate obtained by applying equal weights to all of the models with stochastic volatility. This approach yields a broadly similar, but modestly more variable, trend. For example, while the likelihood-based average shows trend inflation to have been largely constant in recent years, the simple average shows some upward drift in trend late in the sample, as well as a very recent dip.

In the interest of brevity, Figures 8 and 9 present a reduced set of results for GDP inflation. Qualitatively, the estimates of trends from individual models with stochastic volatility in Figure 8 are similar to those for core PCE inflation (Figure 6). Those models that estimate a time-varying trend (local level, random walk trend, and TVP) imply considerable variation over time in trend inflation, with non-trivial differences across models. The local level model yields a trend that is considerably more variable than the PTR measure of trend. Moreover, the local level-SV estimate of trend in GDP inflation is more variable than the local level-SV estimate of trend in core PCE inflation. Again, the TVP models yield trend time series that are smoother than the other econometric estimates and PTR, but with similar contours. The model-average estimates of trend GDP inflation in Figure 9 generally show less of a rise in trend than do the average estimates of trend for core PCE inflation in Figure 7, because the GDP inflation estimate gives more weight to trend specifications that yield less of a rise in trend than does the local level-SV estimate that gets the largest weight in the core PCE inflation results.

5.4 Forecast results: core PCE inflation

Tables 4 and 5 present results for point forecasts of core PCE inflation, in the form of mean errors (Table 4) and RMSEs (Table 5).\textsuperscript{12} The tables include results for each individual model and for three averages: one average that weights the model forecasts by rolling 10-year predictive likelihoods, a simple average of all forecasts, and a simple average of just

\textsuperscript{12}As noted above, point forecasts are defined as posterior means of the posterior distribution of forecasts.
the models with SV.\textsuperscript{13} As noted above, the forecasts are combined by sampling from the appropriate mixtures of distributions. To facilitate comparisons, Table 5 reports ratios of RMSEs for each forecast relative to the RMSE of the local level-SV model; for the local level-SV model, the table provides (in the top row) the levels of the RMSEs.

To gauge statistical significance, we provide in Table 4 the results of a test of zero mean errors and in Table 5 the results of the Diebold and Mariano (1995) test for equal mean square forecast error (MSE), using asterisks to denote statistical significance based on standard normal critical values. The test of equal MSE takes the forecast of the local level-SV forecast as the benchmark. Following the recommendation of Clark and McCracken (2011c), to reduce the chances of spurious rejections at longer forecast horizons, we compute the \( t \)-tests with the Harvey, Leybourne, and Newbold (1997) small-sample adjustment of the variance that enters the test statistic.\textsuperscript{14} Our use of the Diebold-Mariano test with forecasts that are, in a few cases, nested is a deliberate choice.\textsuperscript{15} Monte Carlo evidence in Clark and McCracken (2011a,b) indicates that, with nested models, the Diebold-Mariano test compared against normal critical values can be viewed as a somewhat conservative (in the sense of tending to have size modestly below nominal size) test for equal accuracy in the finite sample. In this sense, for the limited cases in which the model of interest nests the local level-SV specification, these measures of statistical significance should be viewed as a rough guide.

Consistent with results in such studies as Clark (2011), the mean forecast errors in Table 4 show that every model consistently overstated inflation over the 1985-2011:Q2 sample. The bias increases with the forecast horizon. For most of the models, the bias in point forecasts is similar with constant volatility and stochastic volatility. The exception is the constant trend model, for which the longer horizon bias is considerably smaller with the stochastic volatility specification than with constant volatility. In many cases, the biases appear to be statistically significant. For example, with constant volatility models and the 3-, 4-, and 8-step horizons, the null of mean zero forecast errors is rejected (at least at a 10\% significance level) for the constant trend, PTR trend, random walk trend, and TVP

\textsuperscript{13}A forecast obtained from selecting the model with the highest predictive likelihood for each 10-year window didn't perform any better than those shown.

\textsuperscript{14}The variance in the \( t \)-test is computed with a rectangular kernel and \( h - 1 \) lags. The Harvey, Leybourne, and Newbold (1997) adjustment is a multiplicative adjustment of the variance.

\textsuperscript{15}We have also made a deliberate choice to treat the tests as two-sided, even though, with nested models, it is more natural to conduct a one-sided test, in which the benchmark model is taken as best unless the \( t \)-statistic implies a rejection in the positive tail of the normal distribution.
At a high level, the RMSE results in Table 5 accord with Stock and Watson (2007): in data since 1985, a local level model with stochastic volatility is difficult to beat. In our sample, the local level-SV model is more accurate than every other model at every horizon (evidenced by RMSE ratios that are above 1), with a handful of exceptions that occur mostly at longer forecast horizons. In comparison, the constant trend model with constant volatility stands out as least accurate. That said, apart from the constant trend model, the differences in RMSE accuracy across all models are small to modest, peaking at about 13 percent. Be that as it may, at forecast horizons of 2 to 4 quarters, for a number of models — such as the random walk trend-SV and TVP-SV specifications — the accuracy advantage of the local level-SV model is statistically significant. The models using the PTR measure of trend are the only ones for which no rejection of equal accuracy occurs. In this sense, our results also accord with Faust and Wright (2011): the PTR trend-based models are also relatively good, statistically indistinguishable from the local level-SV specification.

In these point forecasting results, combining forecasts doesn’t seem to offer much benefit, perhaps because the underlying model forecasts aren’t sufficiently different. That said, some of the combination forecasts may be seen as providing some robustness: the equally weighted average of forecasts from models with stochastic volatility and predictive likelihood-weighted average forecasts are always about as good as the best model, even though the best model tends to vary across forecast horizons. For example, at a forecast horizon of 4 quarters, the local level-SV model is most accurate, with the PTR trend-SV model next most accurate (RMSE ratio of 1.012). At the 8-step horizon, the PTR trend-SV model is most accurate (RMSE ratio of 0.980). The predictive likelihood-weighted average of forecasts from the models with stochastic volatility yield corresponding RMSE ratios of 1.019 (4-step) and 0.982 (8-step). Another aspect of this robustness is that the Diebold-Mariano tests do not reject equal accuracy for the equally weighted average of forecasts from models with stochastic volatility and predictive likelihood-weighted average of forecasts versus the local level-SV benchmark.

For the purpose of assessing forecast performance in the broadest way possible — that is, assessing the calibration of density forecasts — Table 6 reports average log predictive scores. These average scores are the same as averages of log predictive likelihoods computed from simulated predictive densities. To facilitate comparisons across models, the top row
of each panel reports the average log score for the benchmark local level-SV model, and the remaining rows provide each model’s average log score relative to the benchmark (such that a positive number indicates a better score, while a negative number indicates a better score by the local level-SV model). To help provide a rough gauge of the significance of score differences, we provide in the table the results (using asterisks to denote statistical significance) of a test of the equality of mean scores, compared against standard normal critical values. Each test of equal mean score takes the local level-SV model as the benchmark. The test provides only a rough gauge in the sense that Amisano and Giacomini (2007) show the test to be normally distributed when applied to forecasts obtained by estimating models under the rolling scheme (constant sample size), while we estimated our models with the recursive scheme (allowing the sample to expand as forecasting moves forward in time). To reduce the chances of spurious rejections at longer forecast horizons, we compute the $t$-tests with the Harvey, Leybourne, and Newbold (1997) small-sample adjustment of the variance that enters the test statistic.\footnote{The variance in the $t$-test is computed with a rectangular kernel and $h − 1$ lags. The Harvey, Leybourne, and Newbold (1997) adjustment is a multiplicative adjustment of the variance.}

The results in Table 6 indicate that, consistent with the findings of Clark (2011), the models with stochastic volatility score better than the corresponding models with constant volatility. At most forecast horizons, the inferiority of the scores of the constant volatility models relative to the local level-SV model is statistically significant. Among the models with stochastic volatility, at most horizons, the local level-SV model scores best, and the PTR trend-SV specification scores next best. While the PTR trend model’s average log scores are not quite as good as the scores of the local level-SV model, the differences do not appear to be statistically significant. The other models of trend are not as good as the two leading models. At horizons between 2 and 4 quarters, the null of equal average log score (versus the local level-SV benchmark) is rejected for the stochastic volatility versions of the constant trend, $\pi_{t−1}$ trend, random walk trend, and TVP models. Overall, these density forecast results suggest that, in contrast to the point forecasting results of Stock and Watson (2007) and Faust and Wright (2011), neither the local level nor PTR measures of trend are superior; rather, the models are about equally good.

As in the case of the RMSE results, combining forecasts doesn’t seem to offer much help with average log scores, again perhaps because the underlying model forecasts are not sufficiently different to yield a benefit to pooling. However, by the average score metric,
too, averaging may be seen as helping with robustness, in the sense that the scores of the equally weighted average of forecasts from models with stochastic volatility and predictive likelihood-weighted average forecasts are often (not always) comparable to the scores of the better-performing individual forecasts.

Relatively large differences in model forecasts emerge with deflation probabilities (as indicated above, deflation is defined as annual average inflation less than 0), reported in Figures 10 and 11. The models with constant volatilities (top panel of Figure 10) consistently yield higher probabilities of deflation than the corresponding models with stochastic volatilities (lower panel). The stochastic volatility estimates for the PTR trend model shown in Figure 1 suggest this pattern in deflation probabilities occurs because, following the Great Moderation, the variances of shocks to inflation were smaller than they were on average across the whole sample.

The probability of deflation is generally lower in the two models with the best-calibrated forecast densities (the models with the best average log scores), the local level-SV and PTR trend-SV models, than in the others. The probability of deflation is generally highest in the $\pi_{t-1}$ trend model. Broadly, across all estimates (with both constant volatility and stochastic volatility), deflation probabilities tend to be lower in models for which the trend estimates tend to be smoother. A more variable trend estimate means a model is more likely to imply low inflation, which increases the chances of deflation. These results highlight the importance of careful modeling of trend inflation in assessing the risks of deflation associated with periods of low inflation, such as 2003 and 2009.

The role of the inflation trend becomes even more important when the inflation forecasting model includes the unemployment gap. Figure 11 presents deflation probabilities for the $\pi_{t-1}$ trend and PTR trend models, in their AR forms and in the bivariate forms that also include the unemployment gap.¹⁷ Not surprisingly, in the past two recessions, the models including unemployment yield greater probabilities of deflation — dramatically greater for much of the 2009-2011 period. But even with unemployment in the model, the forecast remains sensitive to the specification of trend inflation. For example, in 2011:Q1, the bivariate version of the $\pi_{t-1}$ trend model yielded a deflation probability of 61%, while the bivariate version of the PTR trend model yielded a deflation probability of 25%.

¹⁷The predictive likelihoods in Table 3 show that, in most cases, the addition of the unemployment gap causes a modest reduction in model fit. However, Dotsey, Fujita, and Stark (2011) find some evidence that unemployment has more predictive content when the economy is weak (not when it is strong, or unconditionally).
ever, the probability estimate from the PTR-based model should probably be viewed as superior to the estimate from the $\pi_{t-1}$ trend model, given that the predictive likelihoods in Table 3 indicate the former fits the data much better than the latter.\footnote{Across all forecast horizons, the bivariate model with the PTR trend also yields slightly better average log scores (and better RMSEs) than the bivariate model with the $\pi_{t-1}$ trend.}

5.5 Forecast results: GDP inflation

In the interest of brevity, for GDP inflation we present only RMSEs and log predictive scores, in Tables 7 and 8, respectively. Broadly, the results for GDP inflation are similar to those for core PCE inflation: for the GDP measure of inflation, models with stochastic volatility dominate constant volatility models in the broadest measure of forecast performance (average log scores), and it is difficult to say that one model of trend inflation is best.

In the RMSE results for GDP inflation provided in Table 7, the constant trend-SV and PTR trend-SV models are generally the most accurate. While the local level-SV model of Stock and Watson (2007) has the lowest RMSE at the 1-step horizon, other model forecasts are very nearly as accurate, and at horizons of 3 quarters and more, a number of other model forecasts beat the accuracy of the local level-SV benchmark. However, the differences across models are fairly modest — modest enough that the null of equal accuracy against the local level-SV benchmark is rejected less often in the GDP inflation results than in the core PCE inflation estimates. Averaging of forecasts seems slightly more helpful for GDP inflation than for core PCE inflation. The predictive likelihood-based average and equally weighted average of forecasts from models with stochastic volatility consistently improve on the accuracy of the benchmark local level-SV forecast, and the accuracy of these averages is comparable to the accuracy of the best-performing model in each sample and horizon.

In the average log score results of Table 8, the models with stochastic volatility uniformly score better than the corresponding models with constant volatility. At most forecast horizons, the inferiority of the scores of the constant volatility models relative to the local level-SV model is statistically significant. That said, the local level-SV model has slightly lower scores — but not by a statistically significant margin — than most of the other trend specifications that include stochastic volatility. The $\pi_{t-1}$ trend model scores best at horizons of 4 quarters and less, while the TVP-SV model scores best at most longer horizons. Accordingly, in terms of density forecasts of GDP inflation, several of the trend
specifications are about equally good. From this density perspective, averaging forecasts may be seen as helping with robustness, in the sense that the scores of the equally weighted average of forecasts from models with stochastic volatility and predictive likelihood-weighted average forecasts are generally comparable to the scores of the better-performing individual forecasts.

6 Conclusions

This paper uses Bayesian methods to assess alternative models of trend inflation. Our set of models incorporates significant differences in the trend specification: AR with constant trend; AR with trend equal to last period’s inflation rate; local level model; AR with random walk trend; AR with trend equal to the long-run expectation from the Survey of Professional Forecasters (SPF); and AR with time-varying parameters. Finally, we consider versions of the models with constant shock variances and with time-varying shock variances (stochastic volatility). To further highlight the importance of trend specification to inflation inferences, in assessing deflation probabilities we also consider some specifications that include an unemployment gap.

We first use Bayesian metrics to compare the fits of these alternative models of inflation. We then use Bayesian methods of model averaging to account for uncertainty surrounding the model of trend inflation, to obtain an alternative estimate of trend inflation in the U.S. and to generate medium-term, model-average forecasts of inflation. We use predictive likelihoods to weight each model and forecast and construct probability-weighted average estimates of trend inflation and inflation forecasts. For forecasting, we consider not only point predictions but also density forecasts (specifically, average log predictive scores and deflation probabilities).

Our analysis yields two broad results. First, in model fit and density forecast accuracy, models with stochastic volatility consistently dominate those with constant volatility. Second, for the specification of trend inflation, it is difficult to say that one model of (time-varying) trend inflation is the best. Among alternative models of the trend in core PCE inflation, the local level specification of Stock and Watson (2007) and the SPF-based trend specification are about equally good. In full-sample fit, the local level specification of trend is best, with the SPF-based trend specification next best and reasonably close. However, model fit has evolved considerably over the sample; the local level model hasn’t always been
best. In out-of-sample forecasting, the local level model is slightly more accurate than the SPF-based trend model, but not by a significant margin. Among competing models of trend GDP inflation, several trend specifications seem to be about equally good. In full-sample fit, a model with time-varying parameters is best, with the lagged inflation trend and SPF-based trend models next and reasonably close. In forecasting, many of the models perform similarly in both point and density prediction of GDP inflation. Overall, we interpret these results as highlighting the importance of considering predictions from a range of models that fit the historical data about as well as one another, particularly in evaluating risks such as the chance of deflation.

Our findings on alternative trend models provide a somewhat different and more complicated picture than do the findings of Stock and Watson (2007) and Faust and Wright (2011), which suggest particular models to be clearly best (local level with stochastic volatility in the case of Stock-Watson and survey-based trend in the case of Faust-Wright). Some of the differences among the Stock-Watson and Faust-Wright findings and ours may be attributable to the broader set of trend specifications considered in this paper. Other differences could be due to our use of Bayesian (rather than frequentist) concepts of model fit and our analysis of density (not just point) forecasts.
7 Appendix

The first section of this appendix details the numbers of burn-in draws and skip intervals used to estimate each model and forecast. The next five sections provide the MCMC algorithms used to estimate and forecast with the following models, all with stochastic volatility (with the models ordered to simplify presentation of the algorithms): (1) the AR model with time-varying parameters (TVP); (2) the AR model with constant parameters ($\pi_{t-1}$ trend, PTR trend); (3) the AR model with a steady state prior (constant trend); (4) local level; and (5) random walk trend. In the interest of brevity, we omit details for the simpler algorithms used to estimate models with constant volatility (in which inverse Gamma priors and posteriors are used for the innovation to the inflation equation). Section 7.7 details the priors used for each model.

For generality and simplicity in presentation, in the appendix we use $y_t$ to refer to the endogenous variable (inflation, or inflation less trend in some specifications), and we use $X_t$ to denote the vector of variables on the right-hand side (lags of inflation and, if called for in a given model, a constant).

7.1 Details of MCMC Samples

<table>
<thead>
<tr>
<th>Burn and Skip Settings in MCMC Algorithms</th>
<th>burn sample (# draws)</th>
<th>skip interval (between draws)</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant trend</td>
<td>5000</td>
<td>5</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend</td>
<td>5000</td>
<td>5</td>
</tr>
<tr>
<td>PTR trend</td>
<td>5000</td>
<td>5</td>
</tr>
<tr>
<td>local level</td>
<td>10000</td>
<td>15</td>
</tr>
<tr>
<td>random walk trend</td>
<td>10000</td>
<td>15</td>
</tr>
<tr>
<td>TVP</td>
<td>10000</td>
<td>15</td>
</tr>
<tr>
<td>constant trend-SV</td>
<td>10000</td>
<td>15</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend-SV</td>
<td>10000</td>
<td>15</td>
</tr>
<tr>
<td>PTR trend-SV</td>
<td>10000</td>
<td>15</td>
</tr>
<tr>
<td>local level-SV</td>
<td>10000</td>
<td>15</td>
</tr>
<tr>
<td>random walk trend-SV</td>
<td>10000</td>
<td>15</td>
</tr>
<tr>
<td>TVP-SV</td>
<td>10000</td>
<td>15</td>
</tr>
</tbody>
</table>
7.2 AR Model with TVP and Stochastic Volatility

We estimate the model with a four-step Metropolis-within-Gibbs MCMC algorithm, following studies such as Cogley and Sargent (2005) and Primiceri (2005). The Metropolis step is used for the estimation of stochastic volatility, following Cogley and Sargent (2005) in their use of the Jacquier, Polson, and Rossi (1994) algorithm. In this case, $y_t$ denotes the level of inflation.

**Step 1:** Draw the time series of AR coefficients $b_t$ conditional on the history of $\lambda_t$, $Q$, and $\phi$.

As detailed in Primiceri (2005), drawing the AR coefficients involves using the Kalman filter to move forward in time, a backward smoother to obtain posterior means and variances of the coefficients at each point in time, and then drawing coefficients from the posterior normal distribution. For the backward smoothing, we use the algorithm of Durbin and Koopman (2002) instead of the Carter and Kohn (1994) algorithm used by Primiceri. Koop and Korobilis (2010) note that either algorithm can be used for VARs with time-varying parameters; the software we use makes the Durbin and Koopman (2002) algorithm faster. The mean and variance of the period 0 coefficient vector used in the smoother is fixed at the prior mean and variance described below.

**Step 2:** Draw the variance $\lambda_t$ conditional on the history of $b_t$, $Q$, and $\phi$.

Following Cogley and Sargent (2005) and Primiceri (2005), the AR model can be rewritten as

$$y_t - X_t'b_t \equiv \tilde{y}_t = \lambda_t^{0.5} \epsilon_t,$$

where $\epsilon_t \sim N(0,1)$. Taking logs of the squares yields

$$\log \tilde{y}_t^2 = \log \lambda_t + \log \epsilon_t^2.$$

The conditional volatility process is

$$\log(\lambda_t) = \log(\lambda_{t-1}) + \nu_t, \ \nu_t \sim N(0, \phi).$$

The estimation of the time series of $\lambda_t$ uses the measured $\log \tilde{y}_t^2$ and Cogley and Sargent’s (2005) Metropolis algorithm; see Cogley and Sargent for further detail.

**Step 3:** Draw the variance matrix $Q$ conditional on the history of $b_t$, the history of $\lambda_t$, and $\phi$.

Following Cogley and Sargent (2005) and Primiceri (2005), the sampling of $Q$, the variance-covariance matrix of innovations to the AR coefficients, is based on inverse Wishart
priors and posteriors. The scale matrix of the posterior distribution is the sum of the prior mean \( \times \) the prior degrees of freedom and \( \sum_{t=1}^{T} \hat{n}_t \hat{n}_t' \), where \( \hat{n}_t \) denotes the innovations to the posterior draws of coefficients obtained in step 1.

**Step 4:** Draw the variance \( \phi \) conditional on the history of \( b_t \), the history of \( \lambda_t \), and \( Q \).

Following Cogley and Sargent (2005), the sampling of \( \phi \), the variance of the innovation to the log variance associated with the inflation equation, is based on inverse Gamma priors and posteriors. The scale factor of the posterior distribution is the sum of the prior mean \( \times \) the prior degrees of freedom and \( \sum_{t=1}^{T} \hat{\nu}_t^2 \), where \( \hat{\nu}_t \) denotes the innovations to the posterior draw of the volatility obtained in step 2.

**Forecast density:**

To generate draws of forecasts, we follow Cogley, Morozov, and Sargent’s (2005) approach to simulating the predictive density. Let \( H \) denote the maximum forecast horizon considered. From a forecast origin of period \( T \), for each retained draw of the time series of \( b_t \) up through \( T \), \( \lambda_t \) up through \( T \), \( Q \), and \( \phi \), we: (1) draw innovations to coefficients for periods \( T + 1 \) through \( T + H \) from a normal distribution with variance-covariance matrix \( Q \) and use the random walk structure to compute \( b_{T+1}, \ldots, b_{T+H} \); (2) draw innovations to log volatility for periods \( T + 1 \) through \( T + H \) from a normal distribution with variance \( \phi \) and use the random walk model of log \( \lambda_{t+1} \) to compute \( \lambda_{T+1}, \ldots, \lambda_{T+H} \); (3) draw innovations to the equation for \( y_{T+h}, h = 1, \ldots, H \), from a normal distribution with variance \( \lambda_{T+h} \), and use the autoregressive structure of the model along with the time series of coefficients \( b_{T+h} \) to obtain draws of \( y_{T+h}, h = 1, \ldots, H \). The resulting draws of \( y_{T+h} \) are used to compute the forecast statistics of interest (mean errors and RMSE based on the posterior mean, etc.).

### 7.3 AR Model with Steady State Prior and Stochastic Volatility

This model, used to estimate the constant trend specification, takes the form

\[
y_t - \psi d_t = b(L)(y_{t-1} - \psi d_{t-1}) + v_t, \tag{15}
\]

where \( d_t \) denotes a vector containing the deterministic mean variables, which in this application is just a constant. In this case, \( y_t \) denotes the level of inflation. We estimate the model with a four-step Metropolis-within-Gibbs MCMC algorithm, first used (with a VAR) in Clark (2011).

**Step 1:** Draw the slope coefficients \( b \) conditional on \( \psi \), the history of \( \lambda_t \), and \( \phi \).
For this step, the AR model is recast in demeaned form, using $Y_t = y_t - \psi d_t$ and letting $X_t$ denote the vector containing the relevant lags of $y_t - \psi d_t$:

$$Y_t = X_t'b + \nu_t, \quad \text{var}(\nu_t) = \lambda_t.$$  \hspace{1cm} (16)

The vector of coefficients is sampled from a normal posterior distribution with mean $\bar{\mu}_b$ and variance $\bar{\Omega}_b$, based on prior mean $\mu_b$ and $\Omega_b$, where:

$$\bar{\Omega}_b^{-1} = \Omega_b^{-1} + \sum_{t=1}^{T}(\lambda_t^{-1}X_tX'_t)$$ \hspace{1cm} (17)

$$\bar{\mu}_b = \bar{\Omega}_b \left\{ \text{vec}(\sum_{t=1}^{T} \lambda_t^{-1}Y_tX'_t) + \Omega_b^{-1}\mu_b \right\}.$$ \hspace{1cm} (18)

**Step 2:** Draw the steady state coefficients $\psi$ conditional on $b$, the history of $\lambda_t$, and $\phi$. For this step, the AR model is rewritten as

$$q_t = (1 - b(L))\psi d_t + \nu_t, \quad \text{where } q_t \equiv (1 - b(L))y_t.$$  \hspace{1cm} (19)

The dependent variable $q_t$ is obtained by applying to $y_t$ the lag polynomial estimated with the draw of the $b$ coefficients obtained in step 1. Letting $k$ denote the number of lags in the model, the right-hand side term $\lambda_t^{-1}X_tX'_t$ simplifies to $\Theta d_t$, where, as in Villani (2009) with some modifications, $\bar{d}_t$ contains current and lagged values of the elements of $d_t$, and $\Theta$ is defined such that $\text{vec}(\Theta) = U\text{vec}(\psi)$:

$$\bar{d}_t = (d'_t, -d'_{t-1}, -d'_{t-2}, \ldots, -d'_{t-k})' = (1, -1, \ldots, -1)'$$  \hspace{1cm} (20)

$$U = \begin{pmatrix} 1 \\ b_1 \\ b_2 \\ \vdots \\ b_k \end{pmatrix}.$$  \hspace{1cm} (21)

The vector of coefficients $\psi$ is sampled from a normal posterior distribution with mean $\bar{\mu}_\psi$ and variance $\bar{\Omega}_\psi$, based on prior mean $\mu_\psi$ and $\Omega_\psi$, where:

$$\bar{\Omega}_\psi^{-1} = \Omega_\psi^{-1} + U' \left\{ \sum_{t=1}^{T}(\bar{d}_t\bar{d}_t')^{-1} \right\} U$$  \hspace{1cm} (22)

$$\bar{\mu}_\psi = \bar{\Omega}_\psi \left\{ U' \text{vec}(\sum_{t=1}^{T} \lambda_t^{-1}q_t\bar{d}_t) + \Omega_\psi^{-1}\mu_\psi \right\}.$$  \hspace{1cm} (23)

**Step 3:** Draw the time series $\lambda_t$ conditional on $b$, $\psi$, and $\phi$. 

Following Cogley and Sargent (2005), the AR model can be rewritten as

\[(1 - b(L))(y_t - \psi d_t) \equiv \tilde{y}_t = \lambda_t^{0.5} \epsilon_t,\]  

(24)

where \(\epsilon_t \sim N(0, 1)\). Taking logs of the squares yields

\[\log \tilde{y}_t^2 = \log \lambda_t + \log \epsilon_t^2.\]  

(25)

Using the measured \(\log \tilde{y}_t^2\), this step proceeds as with step 2 of the TVP-stochastic volatility algorithm, except that the AR coefficients are constant.

**Step 4:** Draw the innovation variance conditional on \(b, \psi, \) and the history of \(\lambda_t\).

This step proceeds as with step 4 of the TVP-stochastic volatility algorithm, except that the AR coefficients are constant.

**Forecast density:**

The simulation of the predictive density follows the steps described above for the TVP model, except that the steps for simulating time series of the AR coefficients are eliminated.

## 7.4 AR Model with Stochastic Volatility

We estimate the model with a three-step Metropolis-within-Gibbs MCMC algorithm. In the AR-SV model formulation, \(y_t\) denotes the level of inflation less last period’s inflation rate in the case of the \(\pi_{t-1}\) trend model and the level of inflation less PTR in the case of the PTR trend model. For the bivariate models used in the paper (the \(\pi_{t-1}\) trend and PTR trend models that include an unemployment gap), see Clark and Davig (2011) for the VAR version of the AR algorithm described in this section.

**Step 1:** Draw the AR coefficient vector \(b\) conditional on the history of \(\lambda_t\) and \(\phi\).

This step relies on the GLS solution also used for the AR model with a steady state prior. The vector of coefficients is sampled from a multivariate normal posterior distribution with mean \(\bar{\mu}_B\) and variance \(\bar{\Omega}_B\), based on prior mean \(\mu_B\) and \(\Omega_B\). The posterior mean and variance are:

\[
\bar{\Omega}_B^{-1} = \Omega_B^{-1} + \sum_{t=1}^{T} (\lambda_t^{-1} X_t^t X_t') \\
\bar{\mu}_B = \bar{\Omega}_B \left\{ \text{vec} \left( \sum_{t=1}^{T} \lambda_t^{-1} y_t X_t' \right) + \Omega_B^{-1} \mu_B \right\}.
\]  

(26)

(27)

**Step 2:** Draw the variance time series \(\lambda_t\) conditional on \(b\) and \(\phi\).
This step proceeds as with step 2 of the TVP-stochastic volatility algorithm, except that the AR coefficients are constant.

Step 3: Draw the variance $\phi$, conditional on $b$ and the history of $\lambda_t$.

This step proceeds as with step 4 of the TVP-stochastic volatility algorithm, except that the AR coefficients are constant.

Forecast density:
The simulation of the predictive density follows the steps described above for the TVP model, except that the steps for simulating time series of the AR coefficients are eliminated.

### 7.5 Local Level Model with Stochastic Volatility

We estimate the model with a five-step Metropolis-within-Gibbs MCMC algorithm.

**Step 1**: Using the state-space representation of the model, draw the time series of trend ($\pi_t^*$) and noise components ($v_t$) conditional on the history of $\lambda_v,t$, history of $\lambda_n,t$, $\phi_v$, and $\phi_n$.

In this step we use the conventional Kalman forward filter and the Durbin and Koopman (2002) backward smoother to draw the trend and noise time series. The mean and variance of the period 0 trend used in the smoother is fixed at the prior mean and variance described below.

**Step 2**: Draw the (trend) innovation variance time series $\lambda_{n,t}$ conditional on the time series of $\pi_t^*$ and $v_t$, $\phi_v$, and $\phi_n$.

This step uses logs of the squares of the time series of trend innovations $n_t$, $t = 1, \ldots, T$ obtained from step 1’s smoother:

$$\log n_t^2 = \log \lambda_{n,t} + \log \epsilon_{n,t}^2.$$  \hspace{1cm} (28)

The estimation of the time series of $\lambda_{n,t}$ uses the measured log $n_t^2$ and Cogley and Sargent’s (2005) version of the Metropolis algorithm of Jacquier, Polson, and Rossi (1994).

**Step 3**: Draw the (noise) innovation variance time series $\lambda_{v,t}$ conditional on the time series of $\pi_t^*$ and $v_t$, $\phi_v$, and $\phi_n$.

Using the time series of innovations $v_t$, $t = 1, \ldots, T$ obtained from step 1’s smoother, this step relies on

$$\log v_t^2 = \log \lambda_{v,t} + \log \epsilon_{v,t}^2.$$  \hspace{1cm} (29)

The estimation of the time series of $\lambda_{v,t}$ uses the measured log $v_t^2$ and Cogley and Sargent’s (2005) version of the Metropolis algorithm of Jacquier, Polson, and Rossi (1994).
Step 4: Draw the variance $\phi_n$ conditional on the latent states and other parameters:

The sampling of $\phi_n$, the variance of the innovation to the log variance associated with the trend component, is based on inverse Gamma priors and posteriors. The scale factor of the posterior distribution is the sum of the prior mean $\times$ the prior degrees of freedom and $\sum_{t=1}^{T} \hat{\nu}_{n,t}^2$, where $\hat{\nu}_{n,t}$ denotes the innovations to the posterior draw of the volatility obtained in step 2.

Step 5: Draw the variance $\phi_v$ conditional on the latent states and other parameters:

The sampling of $\phi_v$, the variance of the innovation to the log variance associated with the noise component, is based on inverse Gamma priors and posteriors. The scale factor of the posterior distribution is the sum of the prior mean $\times$ the prior degrees of freedom and $\sum_{t=1}^{T} \hat{\nu}_{v,t}^2$, where $\hat{\nu}_{v,t}$ denotes the innovations to the posterior draw of the volatility obtained in step 3.

Forecast density:

To generate draws of forecasts, we use an appropriately modified version of Cogley, Morozov, and Sargent’s (2005) approach to simulating the predictive density. Let $H$ denote the maximum forecast horizon considered. From a forecast origin of period $T$, for each retained draw of the time series of $\pi_t^*, \lambda_v,t$, and $\lambda_n,t$ up through $T$, $\phi_v$, and $\phi_n$, we: (1) draw innovations to noise volatility for periods $T+1$ through $T+H$ from a normal distribution with variance $\phi_v$ and use the random walk model of $\log \lambda_v,T+h$ to compute $\lambda_v,T+1,\ldots, \lambda_v,T+H$; (2) draw innovations to trend volatility for periods $T+1$ through $T+H$ from a normal distribution with variance $\phi_n$ and use the random walk model of $\log \lambda_n,T+h$ to compute $\lambda_n,T+1,\ldots, \lambda_n,T+H$; (3) draw innovations to $\pi_{T+h}^*$, $h = 1,\ldots, H$, from a normal distribution with variance $\lambda_n,T+h$, and compute the trend $\pi_{T+h}^*$, $h = 1,\ldots, H$ from the random walk structure of the trend; (4) draw noise innovations $v_{T+h}^*$, $h = 1,\ldots, H$, from a normal distribution with variance $\lambda_v,T+h$; and (5) form a draw of $y_{T+h}$, $h = 1,\ldots, H$ from the sum of the draw of trend ($\pi_{T+h}^*$) and noise ($v_{T+h}^*$). The resulting draws of $y_{T+h}$ are used to compute the forecast statistics of interest (mean errors and RMSE based on the posterior mean, etc.).

7.6 Random Walk Trend Model with Stochastic Volatility

We estimate the model with a five-step Metropolis-within-Gibbs MCMC algorithm.

Step 1: Draw the AR coefficients $b$ conditional on the history of $\pi_t^*$ and $\lambda_t$, $\sigma_n^2$, and $\phi$.

For this step, $y_t$ denotes detrended inflation, $\pi_t - \pi_t^*$. Using the time series of $y_t$, drawing
the AR coefficients relies on the same GLS solution used above for the AR-SV model.

**Step 2:** Using the state-space representation of the model, draw the time series of trend \( \pi_t^* \) conditional on \( b \), the history of \( \lambda_t, \sigma_n^2 \), and \( \phi \).

In this step, the measurement equation relates \( y_t - b(L)y_{t-1} \) to a state vector containing \( \pi_t^* \) and the appropriate lags. We use the conventional Kalman forward filter and the Durbin and Koopman (2002) backward smoother to draw the trend time series. The mean and variance of the period 0 trend used in the smoother is fixed at the prior mean and variance described below.

**Step 3:** Using innovations to trend obtained in step 2, draw the variance of innovations to trend \( \sigma_n^2 \) conditional on \( b \), the history of \( \pi_t^* \) and \( \lambda_t \), and \( \phi \).

The sampling of \( \sigma_n^2 \) is based on an inverse Gamma prior and posterior. The scale factor of the posterior distribution is the sum of the prior mean \( \times \) the prior degrees of freedom and \( \sum_{t=1}^{T} \hat{n}_t^2 \), where \( \hat{n}_t \) denotes the innovations to the posterior draw of the trend obtained in step 2.

**Step 4:** Draw the variance \( \lambda_t \) conditional on \( b \), the history of \( \pi_t^* \), \( \sigma_n^2 \), and \( \phi \).

Letting \( y_t \) denote detrended inflation and \( X_t \) denote the appropriate lags of \( y_t \), the model can be rewritten as

\[
y_t - X_t'b \equiv \tilde{y}_t = \lambda_t^{0.5} \epsilon_t, \tag{30}\]

where \( \epsilon_t \sim N(0, 1) \). Taking logs of the squares yields

\[
\log \tilde{y}_t^2 = \log \lambda_t + \log \epsilon_t^2. \tag{31}\]

This step proceeds as with step 2 of the TVP-stochastic volatility algorithm, except that the AR coefficients are constant.

**Step 5:** Draw the variance \( \phi \) conditional on \( b \), the history of \( \pi_t^* \) and \( \lambda_t \), and \( \sigma_n^2 \).

This step proceeds as with step 4 of the TVP-stochastic volatility algorithm, except that the AR coefficients are constant.

**Forecast density:**

To generate draws of forecasts, we follow an approach similar to those described above. Let \( H \) denote the maximum forecast horizon considered. From a forecast origin of period \( T \), for each retained draw of \( b \), the time series of \( \pi_t^* \) and \( \lambda_t \) up through \( T, \sigma_n^2 \), and \( \phi \), we: (1) draw innovations to the trend \( \pi_t^* \) for periods \( T+1 \) through \( T+H \) from a normal distribution with variance \( \sigma_n^2 \) and use the random walk structure to compute \( \pi_{T+1}^*, \ldots, \pi_{T+H}^* \); (2) draw
innovations to log volatility for periods $T + 1$ through $T + H$ from a normal distribution with variance $\phi$ and use the random walk model of log $\lambda_{T+h}$ to compute $\lambda_{T+1}, \ldots, \lambda_{T+H}$; (3) draw innovations to the equation for $y_{T+h}$, $h = 1, \ldots, H$, from a normal distribution with variance $\lambda_{T+h}$, and use the autoregressive structure of the model along with the time series of trends $\pi_{T+h}^*$ to obtain draws of $y_{T+h}$, $h = 1, \ldots, H$. The resulting draws of $y_{T+h}$ are used to compute the forecast statistics of interest (mean errors and RMSE based on the posterior mean, etc.).

7.7 Priors

As indicated in the text, in estimating models for the sample of 1960-2011:Q2 (and, for forecasting purposes, other samples that begin in 1960 and end before 2011:Q2), we use priors that are taken from the posteriors obtained from a sample of 1947-59. We use data for 1913-46 as a training sample from which we obtain some estimates that provide the priors used in the model estimates for 1947-59. We do so for each model (that is, for each model, we generate its prior by estimating the model for the 1947-59 sample). In this section, we provide more information on the priors (corresponding to posteriors for the 1947-59 sample) used to generate our estimates for the 1960-2011 sample. The priors use normal (N), inverse Gamma (IG), and inverse Wishart (IW) distributions.

7.7.1 Constant trend

For the AR(2) model with a constant rate of trend inflation, let $\pi^*$ denote trend inflation, $b$ denote the vector of AR coefficients, and $\sigma^2_v$ denote the error variance. The (independent) priors for the model are:

$$\pi^* \sim N(\hat{\pi}_{TS}^*, 4 \cdot \hat{V}_{TS}(\pi^*))$$
$$b \sim N(\hat{b}_{TS}, 4 \cdot \hat{V}_{TS}(b))$$
$$\sigma^2_v \sim IG(3 \cdot \hat{\sigma}^2_v, 3),$$

where $\hat{\pi}_{TS}^*$, $\hat{b}_{TS}$, and $\hat{\sigma}^2_v$ denote posterior means obtained (for the same model) from the 1947-59 sample and $\hat{V}_{TS}(\pi^*)$ and $\hat{V}_{TS}(b)$ denote corresponding posterior variances.

In the specification with stochastic volatility, the priors are:

$$\pi^* \sim N(\hat{\pi}_{TS}^*, 4 \cdot \hat{V}_{TS}(\pi^*))$$
$$b \sim N(\hat{b}_{TS}, 4 \cdot \hat{V}_{TS}(b))$$
\[
\phi \sim IG(5 \cdot \hat{\phi}_{TS}, 5) \\
\log \lambda_0 \sim N(\log \lambda_{0,TS}, 4 \cdot \hat{V}_{TS}(\log \lambda_0)),
\]

where $\hat{\pi}_{TS}^*, \hat{b}_{TS}$, and $\hat{\phi}_{TS}$ denote posterior means obtained (for the same model) from the 1947-59 sample and $\hat{V}_{TS}(\pi^*)$ and $\hat{V}_{TS}(b)$ denote corresponding posterior variances. We use $\lambda_0$ to denote the value of volatility in 1959:Q4; in the 1960-2011 estimation, our prior mean and variance for this initial value are set to the posterior mean and variance (scaled by 4) of the log volatility estimate for this quarter obtained from the estimation for 1947-59.

### 7.7.2 $\pi_{t-1}$ trend

Using the same basic notation, the priors for the AR(2) model with the $\pi_{t-1}$ trend specification are:

\[
\begin{align*}
\pi_t & \sim N(\hat{\pi}_{TS}, 4 \cdot \hat{V}_{TS}(\pi)) \\
\sigma_v^2 & \sim IG(3 \cdot \hat{\sigma}_v^2_{TS}, 3).
\end{align*}
\]

In the specification with stochastic volatility, the priors are:

\[
\begin{align*}
b & \sim N(\hat{b}_{TS}, 4 \cdot \hat{V}_{TS}(b)) \\
\phi & \sim IG(5 \cdot \hat{\phi}_{TS}, 5) \\
\log \lambda_0 & \sim N(\log \lambda_{0,TS}, 4 \cdot \hat{V}_{TS}(\log \lambda_0)).
\end{align*}
\]

### 7.7.3 PTR trend

For the AR(2) model with the PTR trend, we set the priors for $b$ and $\sigma_v^2$ at the values used for the constant trend model. In the specification with stochastic volatility, we take the prior from the model with constant trend and stochastic volatility.

### 7.7.4 Local level

The (independent) priors for the local level model are:

\[
\begin{align*}
\pi_0^* & \sim N(\hat{\pi}_{0,TS}, 4 \cdot \hat{V}_{TS}(\pi_0^*)) \\
\sigma_v^2 & \sim IG(3 \cdot \hat{\sigma}_v^2_{TS}, 3) \\
\sigma_n^2 & \sim IG(5 \cdot \hat{\sigma}_n^2_{TS}, 5),
\end{align*}
\]

where $\pi_0^*$ denotes the value of trend inflation in 1959:Q4 that is needed as an initial value in the state-space representation of the model (for 1960-2011). In the 1960-2011 estimation,
our prior mean and variance for this initial value are set to the posterior mean and variance
(scaled by 4) of the trend estimate for this quarter obtained from the estimation for 1947-59.

In the case of the local level specification with stochastic volatility, the priors are:

\[
\begin{align*}
\pi^*_0 & \sim N(\hat{\pi}_{0,TS}, 4 \cdot \hat{V}_{TS}(\pi^*_0)) \\
\phi_v & \sim IG(5 \cdot \hat{\phi}_{v,TS}, 5) \\
\phi_n & \sim IG(5 \cdot \hat{\phi}_{n,TS}, 5) \\
\log \lambda_{v,0} & \sim N(\log \hat{\lambda}_{v,0,TS}, 4 \cdot \hat{V}_{TS}(\log \lambda_{v,0})) \\
\log \lambda_{n,0} & \sim N(\log \hat{\lambda}_{n,0,TS}, 4 \cdot \hat{V}_{TS}(\log \lambda_{n,0}))
\end{align*}
\]

where \(\lambda_{v,0}\) and \(\lambda_{n,0}\) denote the values of noise and trend volatility in 1959:Q4. In the
1960-2011 estimation, our prior means and variances for these initial values are set to the
posterior means and variances (scaled by 4) of the log volatility estimates for this quarter
obtained from the estimation for 1947-59.

### 7.7.5 Random walk trend

The (independent) priors for the AR(2) model with random walk specification for trend
inflation \((\pi^*_t)\) are:

\[
\begin{align*}
b & \sim N(\hat{b}_{TS}, 4 \cdot \hat{V}_{TS}(b)) \\
\pi^*_0 & \sim N(\hat{\pi}_{0,TS}, 4 \cdot \hat{V}_{TS}(\pi^*_0)) \\
\sigma^2_v & \sim IG(3 \cdot \hat{\sigma}^2_{v,TS}, 3) \\
\sigma^2_n & \sim IG(5 \cdot \hat{\sigma}^2_{n,TS}, 5)
\end{align*}
\]

where \(\pi^*_0\) denotes the vector of values of trend in 1959:Q2–1959:Q4 that are needed as
initial values in the state-space representation of the model (for 1960-2011). In the 1960-
2011 estimation, our prior mean and variance for this vector of initial values is set to the
posterior mean and variance (scaled by 4) of the estimates for these quarters obtained from
the estimation for 1947-59.

With stochastic volatility, the priors are:

\[
\begin{align*}
b & \sim N(\hat{b}_{TS}, 4 \cdot \hat{V}_{TS}(b)) \\
\pi^*_0 & \sim N(\hat{\pi}_{0,TS}, 4 \cdot \hat{V}_{TS}(\pi^*_0)) \\
\sigma^2_n & \sim IG(5 \cdot \hat{\sigma}^2_{n,TS}, 5)
\end{align*}
\]
\[ \phi \sim IG(5 \cdot \hat{\phi}_{TS}, 5) \]
\[ \log \lambda_0 \sim N(\log \hat{\lambda}_{0,TS}, 4 \cdot \hat{V}_{TS}(\log \lambda_0)). \]

### 7.7.6 TVP

The (independent) priors for the AR(2) model with TVP are:

\[ b^*_0 \sim N(\hat{b}_{0,TS}, 4 \cdot \hat{V}_{TS}(b^*_0)) \]
\[ Q \sim IW(\hat{Q}_{TS} \cdot 20, 20) \]
\[ \sigma^2_v \sim IG(3 \cdot \hat{\sigma}^2_{v,TS}, 3), \]

where \( b^*_0 \) denotes the value of the coefficient vector in 1959:Q4 that is needed as an initial value in the state-space representation of the model (for 1960-2011). In the 1960-2011 estimation, our prior mean and variance for this initial value are set to the posterior mean and variance (scaled by 4) of the estimate for 1959:Q4 obtained from the estimation for 1947-59.

With stochastic volatility, the priors are:

\[ b^*_0 \sim N(\hat{b}_{0,TS}, 4 \cdot \hat{V}_{TS}(b^*_0)) \]
\[ Q \sim IW(\hat{Q}_{TS} \cdot 20, 20) \]
\[ \sigma^2_v \sim IG(3 \cdot \hat{\sigma}^2_{v,TS}, 3), \]
\[ \phi \sim IG(5 \cdot \hat{\phi}_{TS}, 5) \]
\[ \log \lambda_0 \sim N(\log \hat{\lambda}_{0,TS}, 4 \cdot \hat{V}_{TS}(\log \lambda_0)). \]
References


### Table 1. Estimates of Model Parameters, 1960-2011:Q2 Sample

**Core PCE Models with Constant Volatility**

(Posterior means (standard deviations))

<table>
<thead>
<tr>
<th>model</th>
<th>(b_1) ((s_0.069))</th>
<th>(b_2) ((s_0.069))</th>
<th>(\sigma^2_v) ((s_0.073))</th>
<th>(\sigma^2_n) ((s_0.073))</th>
<th>other</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant trend</td>
<td>0.727 (0.069)</td>
<td>0.221 (0.069)</td>
<td>0.728 (0.073)</td>
<td>NA</td>
<td>(\psi = 2.991 (1.203))</td>
</tr>
<tr>
<td>(\pi_{t-1}) trend</td>
<td>-0.265 (0.072)</td>
<td>-0.061 (0.071)</td>
<td>0.755 (0.075)</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>PTR trend</td>
<td>0.613 (0.069)</td>
<td>0.215 (0.069)</td>
<td>0.688 (0.068)</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>local level</td>
<td>NA</td>
<td>NA</td>
<td>0.214 (0.040)</td>
<td>0.481 (0.070)</td>
<td>NA</td>
</tr>
<tr>
<td>random walk trend</td>
<td>0.630 (0.101)</td>
<td>0.192 (0.089)</td>
<td>0.604 (0.083)</td>
<td>0.115 (0.043)</td>
<td>NA</td>
</tr>
<tr>
<td>TVP</td>
<td>NA</td>
<td>NA</td>
<td>0.647 (0.068)</td>
<td>NA</td>
<td>tr(Q) = 0.006</td>
</tr>
</tbody>
</table>

**Notes:** The coefficients \(b_1\) and \(b_2\) refer to the slope coefficients of an AR(2) process. \(\sigma^2_v\) refers to the variance of the error term in the AR(2) model or \(\omega\) in the case of the local level model. In models with random walk trends, \(\sigma^2_n\) denotes the variance of innovations to trend. \(\psi\) denotes the trend in the AR(2) with a constant trend. \(Q\) is the variance-covariance matrix of innovations to the vector of AR(2) coefficients following a random walk process in the AR model with TVP.

### Table 2. Estimates of Model Parameters, 1960-2011:Q2 Sample

**Core PCE Models with Stochastic Volatility**

(Posterior means (standard deviations))

<table>
<thead>
<tr>
<th>model</th>
<th>(b_1) ((s_0.070))</th>
<th>(b_2) ((s_0.071))</th>
<th>(\phi) or (\phi_v) ((s_0.040))</th>
<th>(\phi_n) or (\sigma^2_n) ((s_0.034))</th>
<th>other</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant trend</td>
<td>0.683 (0.070)</td>
<td>0.264 (0.071)</td>
<td>0.083 (0.040)</td>
<td>NA</td>
<td>(\psi = 2.317 (0.979))</td>
</tr>
<tr>
<td>(\pi_{t-1}) trend</td>
<td>-0.338 (0.076)</td>
<td>-0.125 (0.072)</td>
<td>0.069 (0.037)</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>PTR trend</td>
<td>0.582 (0.073)</td>
<td>0.241 (0.072)</td>
<td>0.073 (0.034)</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>local level</td>
<td>NA</td>
<td>NA</td>
<td>0.031 (0.021)</td>
<td>0.124 (0.088)</td>
<td>NA</td>
</tr>
<tr>
<td>random walk trend</td>
<td>0.527 (0.119)</td>
<td>0.198 (0.099)</td>
<td>0.087 (0.059)</td>
<td>0.109 (0.039)</td>
<td>NA</td>
</tr>
<tr>
<td>TVP</td>
<td>NA</td>
<td>NA</td>
<td>0.057 (0.031)</td>
<td>tr(Q) = 0.005</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** The coefficients \(b_1\) and \(b_2\) refer to the slope coefficients of an AR(2) process. In all models except the local level-SV specification, \(\phi\) refers to the variance of innovations to the volatility of the AR(2) equation error. In the local level model, \(\phi_v\) is the variance of innovations to the volatility of the noise component, and \(\phi_n\) is the variance of innovations to the volatility of the noise component. In the random walk trend model, \(\sigma^2_n\) denotes the variance of innovations to trend. \(\psi\) denotes the trend in the AR(2) with a constant trend. \(Q\) is the variance-covariance matrix of innovations to the vector of AR(2) coefficients following a random walk process in the AR model with TVP.

### Table 3. Full-Sample Log Predictive Likelihoods and Implied Model Probabilities

<table>
<thead>
<tr>
<th>model</th>
<th>Core PCE PL</th>
<th>model probability</th>
<th>GDP price index PL</th>
<th>model probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant trend</td>
<td>-178.295</td>
<td>0.00000</td>
<td>-211.316</td>
<td>0.00000</td>
</tr>
<tr>
<td>(\pi_{t-1}) trend</td>
<td>-181.428</td>
<td>0.00000</td>
<td>-210.105</td>
<td>0.00000</td>
</tr>
<tr>
<td>PTR trend</td>
<td>-172.960</td>
<td>0.00000</td>
<td>-206.904</td>
<td>0.00000</td>
</tr>
<tr>
<td>local level</td>
<td>-181.104</td>
<td>0.00000</td>
<td>-214.505</td>
<td>0.00000</td>
</tr>
<tr>
<td>random walk trend</td>
<td>-179.499</td>
<td>0.00000</td>
<td>-210.385</td>
<td>0.00000</td>
</tr>
<tr>
<td>TVP</td>
<td>-176.980</td>
<td>0.00000</td>
<td>-209.390</td>
<td>0.00000</td>
</tr>
<tr>
<td>constant trend-SV</td>
<td>-165.252</td>
<td>0.00098</td>
<td>-192.069</td>
<td>0.09368</td>
</tr>
<tr>
<td>(\pi_{t-1}) trend-SV</td>
<td>-165.465</td>
<td>0.00792</td>
<td>-191.336</td>
<td>0.19491</td>
</tr>
<tr>
<td>PTR trend-SV</td>
<td>-161.884</td>
<td>0.28464</td>
<td>-191.246</td>
<td>0.21334</td>
</tr>
<tr>
<td>local level-SV</td>
<td>-161.191</td>
<td>0.56919</td>
<td>-192.901</td>
<td>0.04075</td>
</tr>
<tr>
<td>random walk trend-SV</td>
<td>-163.933</td>
<td>0.03670</td>
<td>-194.733</td>
<td>0.00653</td>
</tr>
<tr>
<td>TVP-SV</td>
<td>-163.017</td>
<td>0.09173</td>
<td>-190.498</td>
<td>0.45078</td>
</tr>
<tr>
<td>(\pi_{t-1}) trend with unemp. gap, SV</td>
<td>-166.816</td>
<td>NA</td>
<td>-194.173</td>
<td>NA</td>
</tr>
<tr>
<td>PTR trend trend with unemp. gap, SV</td>
<td>-161.470</td>
<td>NA</td>
<td>-196.700</td>
<td>NA</td>
</tr>
</tbody>
</table>

**Note:** The likelihoods are computed by summing 1-step ahead log predictive likelihoods for the period 1975:Q1-2011:Q2.
Table 4. Mean Forecast Errors, Core PCE Inflation, 1985:Q1-2011:Q2

<table>
<thead>
<tr>
<th>model</th>
<th>$h=1$</th>
<th>$h=2$</th>
<th>$h=3$</th>
<th>$h=4$</th>
<th>$h=8$</th>
<th>$h=12$</th>
<th>$h=16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant trend</td>
<td>-0.072</td>
<td>-0.148</td>
<td>* 0.214</td>
<td>** 0.277</td>
<td>*** 0.503</td>
<td>*** -0.698</td>
<td>*** -0.870</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend</td>
<td>-0.016</td>
<td>-0.048</td>
<td>-0.071</td>
<td>-0.098</td>
<td>-0.190</td>
<td>-0.287</td>
<td>-0.387</td>
</tr>
<tr>
<td>PTR trend</td>
<td>-0.069</td>
<td>-0.141</td>
<td>* 0.197</td>
<td>** 0.249</td>
<td>** 0.419</td>
<td>** -0.552</td>
<td>* -0.703</td>
</tr>
<tr>
<td>local level</td>
<td>-0.015</td>
<td>-0.049</td>
<td>-0.074</td>
<td>-0.097</td>
<td>-0.186</td>
<td>-0.286</td>
<td>-0.391</td>
</tr>
<tr>
<td>random walk trend</td>
<td>-0.060</td>
<td>-0.126</td>
<td>-0.179</td>
<td>** 0.230</td>
<td>** 0.398</td>
<td>* -0.548</td>
<td>* -0.694</td>
</tr>
<tr>
<td>TVP</td>
<td>-0.067</td>
<td>-0.129</td>
<td>-0.181</td>
<td>** 0.227</td>
<td>** 0.374</td>
<td>* -0.504</td>
<td>-0.637</td>
</tr>
<tr>
<td>constant trend-SV</td>
<td>-0.031</td>
<td>-0.075</td>
<td>-0.110</td>
<td>-0.144</td>
<td>-0.264</td>
<td>-0.382</td>
<td>-0.508</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend-SV</td>
<td>-0.018</td>
<td>-0.050</td>
<td>-0.072</td>
<td>-0.096</td>
<td>-0.190</td>
<td>-0.291</td>
<td>-0.393</td>
</tr>
<tr>
<td>PTR trend-SV</td>
<td>-0.064</td>
<td>-0.133</td>
<td>* 0.190</td>
<td>** 0.237</td>
<td>*** 0.403</td>
<td>** -0.536</td>
<td>* -0.688</td>
</tr>
<tr>
<td>local level-SV</td>
<td>-0.038</td>
<td>-0.071</td>
<td>-0.091</td>
<td>-0.110</td>
<td>-0.196</td>
<td>-0.281</td>
<td>-0.389</td>
</tr>
<tr>
<td>random walk trend-SV</td>
<td>-0.040</td>
<td>-0.093</td>
<td>-0.133</td>
<td>-0.169</td>
<td>* -0.291</td>
<td>-0.406</td>
<td>-0.522</td>
</tr>
<tr>
<td>TVP-SV</td>
<td>-0.050</td>
<td>-0.102</td>
<td>-0.143</td>
<td>-0.177</td>
<td>* -0.300</td>
<td>-0.413</td>
<td>-0.537</td>
</tr>
<tr>
<td>PL-weighted average</td>
<td>-0.038</td>
<td>-0.085</td>
<td>-0.115</td>
<td>-0.145</td>
<td>-0.254</td>
<td>-0.360</td>
<td>-0.482</td>
</tr>
<tr>
<td>simple average, all</td>
<td>-0.045</td>
<td>-0.097</td>
<td>-0.138</td>
<td>-0.177</td>
<td>** -0.308</td>
<td>* -0.429</td>
<td>-0.554</td>
</tr>
<tr>
<td>simple average, just SV</td>
<td>-0.039</td>
<td>-0.086</td>
<td>-0.121</td>
<td>-0.155</td>
<td>* -0.274</td>
<td>-0.385</td>
<td>-0.507</td>
</tr>
</tbody>
</table>

Notes: The forecast errors are defined as actual inflation rates less forecasts. Mean errors that are statistically different from zero are denoted by one, two, or three asterisks, corresponding to significance levels of 10%, 5%, and 1%, respectively. The underlying $p$-values are based on $t$-statistics computed with a serial correlation-robust variance, using a rectangular kernel, $h - 1$ lags, and the small-sample adjustment of Harvey, Leybourne, and Newbold (1997). The PL-weighted average forecast is computed in pseudo-real time, using weights at each forecast origin based on the prior 10 years of log predictive likelihood values, but not future information.

Table 5. Forecast RMSEs, Core PCE Inflation, 1985:Q1-2011:Q2

<table>
<thead>
<tr>
<th>model</th>
<th>$h=1$</th>
<th>$h=2$</th>
<th>$h=3$</th>
<th>$h=4$</th>
<th>$h=8$</th>
<th>$h=12$</th>
<th>$h=16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>local level-SV</td>
<td>0.578</td>
<td>0.625</td>
<td>0.652</td>
<td>0.644</td>
<td>0.781</td>
<td>0.918</td>
<td>0.994</td>
</tr>
<tr>
<td>constant trend</td>
<td>1.043</td>
<td>1.079</td>
<td>** 1.101</td>
<td>*** 1.139</td>
<td>*** 1.127</td>
<td>1.175</td>
<td>1.189</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend</td>
<td>1.043</td>
<td>1.075</td>
<td>** 1.083</td>
<td>** 1.088</td>
<td>1.021</td>
<td>1.046</td>
<td>* 1.011</td>
</tr>
<tr>
<td>PTR trend</td>
<td>0.998</td>
<td>1.003</td>
<td>0.990</td>
<td>1.013</td>
<td>0.992</td>
<td>0.983</td>
<td>1.062</td>
</tr>
<tr>
<td>local level</td>
<td>1.032</td>
<td>1.061</td>
<td>* 1.067</td>
<td>** 1.075</td>
<td>1.011</td>
<td>1.036</td>
<td>1.011</td>
</tr>
<tr>
<td>random walk trend</td>
<td>1.032</td>
<td>1.059</td>
<td>** 1.062</td>
<td>*** 1.087</td>
<td>*** 1.061</td>
<td>1.093</td>
<td>1.126</td>
</tr>
<tr>
<td>TVP</td>
<td>1.018</td>
<td>1.048</td>
<td>** 1.048</td>
<td>** 1.071</td>
<td>*** 1.053</td>
<td>1.082</td>
<td>1.119</td>
</tr>
<tr>
<td>constant trend-SV</td>
<td>1.037</td>
<td>1.063</td>
<td>** 1.064</td>
<td>* 1.070</td>
<td>0.993</td>
<td>1.011</td>
<td>0.979</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend-SV</td>
<td>1.036</td>
<td>1.056</td>
<td>** 1.070</td>
<td>** 1.066</td>
<td>1.013</td>
<td>1.028</td>
<td>1.018</td>
</tr>
<tr>
<td>PTR trend-SV</td>
<td>1.001</td>
<td>1.005</td>
<td>0.996</td>
<td>1.012</td>
<td>0.980</td>
<td>0.975</td>
<td>1.055</td>
</tr>
<tr>
<td>random walk trend-SV</td>
<td>1.037</td>
<td>1.072</td>
<td>** 1.074</td>
<td>*** 1.084</td>
<td>*** 1.015</td>
<td>1.030</td>
<td>1.055</td>
</tr>
<tr>
<td>TVP-SV</td>
<td>1.022</td>
<td>1.056</td>
<td>** 1.056</td>
<td>** 1.070</td>
<td>*** 1.020</td>
<td>1.041</td>
<td>1.081</td>
</tr>
<tr>
<td>PL-weighted average</td>
<td>1.010</td>
<td>1.019</td>
<td>1.022</td>
<td>1.019</td>
<td>0.982</td>
<td>0.994</td>
<td>0.993</td>
</tr>
<tr>
<td>simple average, all</td>
<td>1.019</td>
<td>1.035</td>
<td>1.037</td>
<td>* 1.045</td>
<td>0.989</td>
<td>1.003</td>
<td>1.021</td>
</tr>
<tr>
<td>simple average, just SV</td>
<td>1.014</td>
<td>1.034</td>
<td>1.030</td>
<td>1.035</td>
<td>0.986</td>
<td>0.990</td>
<td>1.005</td>
</tr>
</tbody>
</table>

Notes: To provide a rough gauge of whether the RMSE ratios are significantly different from 1, we use the Diebold- Mariano $t$-statistic for equal MSE, applied to the forecast of each model relative to the benchmark of the local level-SV forecast. Differences in accuracy that are statistically different from zero are denoted by one, two, or three asterisks, corresponding to significance levels of 10%, 5%, and 1%, respectively. The underlying $p$-values are based on $t$-statistics computed with a serial correlation-robust variance, using a rectangular kernel, $h - 1$ lags, and the small-sample adjustment of Harvey, Leybourne, and Newbold (1997). The PL-weighted average forecast is computed in pseudo-real time, using weights at each forecast origin based on the prior 10 years of log predictive likelihood values, but not future information.
Table 6. Average Log Scores, Core PCE Inflation, 1985:Q1-2011:Q2
(average score for local level-SV, difference relative to local level-SV for all other models)

<table>
<thead>
<tr>
<th>model</th>
<th>h=1</th>
<th>h=2</th>
<th>h=3</th>
<th>h=4</th>
<th>h=8</th>
<th>h=12</th>
<th>h=16</th>
</tr>
</thead>
<tbody>
<tr>
<td>local level-SV</td>
<td>-0.896</td>
<td>-0.998</td>
<td>-1.029</td>
<td>-1.067</td>
<td>-1.282</td>
<td>-1.433</td>
<td>-1.532</td>
</tr>
<tr>
<td>constant trend</td>
<td>-0.176 ***</td>
<td>-0.256 ***</td>
<td>-0.349 ***</td>
<td>-0.402 ***</td>
<td>-0.428 ***</td>
<td>-0.427 ***</td>
<td>-0.415 *</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend</td>
<td>-0.174 ***</td>
<td>-0.263 ***</td>
<td>-0.364 ***</td>
<td>-0.424 ***</td>
<td>-0.492 ***</td>
<td>-0.543 ***</td>
<td>-0.573 ***</td>
</tr>
<tr>
<td>PTR trend</td>
<td>-0.131 **</td>
<td>-0.171 ***</td>
<td>-0.227 ***</td>
<td>-0.251 ***</td>
<td>-0.172</td>
<td>-0.098</td>
<td>-0.071</td>
</tr>
<tr>
<td>local level</td>
<td>-0.212 ***</td>
<td>-0.302 ***</td>
<td>-0.404 ***</td>
<td>-0.458 ***</td>
<td>-0.530 ***</td>
<td>-0.574 ***</td>
<td>-0.603 ***</td>
</tr>
<tr>
<td>random walk trend</td>
<td>-0.181 ***</td>
<td>-0.260 ***</td>
<td>-0.345 ***</td>
<td>-0.395 ***</td>
<td>-0.397 ***</td>
<td>-0.394 ***</td>
<td>-0.389 **</td>
</tr>
<tr>
<td>TVP</td>
<td>-0.154 ***</td>
<td>-0.211 ***</td>
<td>-0.282 ***</td>
<td>-0.322 ***</td>
<td>-0.300 ***</td>
<td>-0.283 ***</td>
<td>-0.268</td>
</tr>
<tr>
<td>constant trend-SV</td>
<td>-0.040</td>
<td>-0.083 **</td>
<td>-0.091 ***</td>
<td>-0.128 ***</td>
<td>-0.086</td>
<td>-0.093</td>
<td>-0.088</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend-SV</td>
<td>-0.033</td>
<td>-0.086 **</td>
<td>-0.081 **</td>
<td>-0.105 ***</td>
<td>-0.088</td>
<td>-0.118</td>
<td>-0.127</td>
</tr>
<tr>
<td>PTR trend-SV</td>
<td>-0.008</td>
<td>-0.029</td>
<td>-0.053</td>
<td>-0.063</td>
<td>-0.029</td>
<td>-0.037</td>
<td>-0.083</td>
</tr>
<tr>
<td>random walk trend-SV</td>
<td>-0.033</td>
<td>-0.067 **</td>
<td>-0.126 ***</td>
<td>-0.136 ***</td>
<td>-0.130 *</td>
<td>-0.148 *</td>
<td>-0.158</td>
</tr>
<tr>
<td>TVP-SV</td>
<td>-0.023</td>
<td>-0.053 **</td>
<td>-0.073 ***</td>
<td>-0.084 ***</td>
<td>-0.046</td>
<td>-0.061</td>
<td>-0.069</td>
</tr>
<tr>
<td>PL-weighted average</td>
<td>-0.039 **</td>
<td>-0.047 **</td>
<td>-0.046 **</td>
<td>-0.061 **</td>
<td>-0.052</td>
<td>-0.057</td>
<td>-0.064 *</td>
</tr>
<tr>
<td>simple average, all</td>
<td>-0.058</td>
<td>-0.104 ***</td>
<td>-0.159 ***</td>
<td>-0.191 ***</td>
<td>-0.186 **</td>
<td>-0.183 **</td>
<td>-0.184 *</td>
</tr>
<tr>
<td>simple average, just SV</td>
<td>-0.011</td>
<td>-0.034</td>
<td>-0.059 ***</td>
<td>-0.076 **</td>
<td>-0.045</td>
<td>-0.053</td>
<td>-0.054</td>
</tr>
</tbody>
</table>

Notes: The average log scores are computed as averages of log predictive likelihoods (a larger number corresponds to a better model). To provide a rough gauge of the statistical significance of differences in average log scores, we use the Amisano-Giacomini t-test of equal means, applied to the log score for each model relative to the benchmark of the local level-SV forecast. Differences in average scores that are statistically different from zero are denoted by one, two, or three asterisks, corresponding to significance levels of 10%, 5%, and 1%, respectively. The underlying p-values are based on t-statistics computed with a serial correlation-robust variance, using a rectangular kernel, $h-1$ lags, and the small-sample adjustment of Harvey, Leybourne, and Newbold (1997). The PL-weighted average forecast is computed in pseudo-real time, using weights at each forecast origin based on the prior 10 years of log predictive likelihood values, but not future information.

Table 7. Forecast RMSEs, GDP Inflation, 1985:Q1-2011:Q2
(RMSE levels for local level-SV, ratio of RMSE to local level-SV RMSE for all other models)

<table>
<thead>
<tr>
<th>model</th>
<th>h=1</th>
<th>h=2</th>
<th>h=3</th>
<th>h=4</th>
<th>h=8</th>
<th>h=12</th>
<th>h=16</th>
</tr>
</thead>
<tbody>
<tr>
<td>local level-SV</td>
<td>0.778</td>
<td>0.832</td>
<td>0.863</td>
<td>0.925</td>
<td>1.107</td>
<td>1.254</td>
<td>1.285</td>
</tr>
<tr>
<td>constant trend</td>
<td>1.034</td>
<td>1.042</td>
<td>1.035</td>
<td>1.052</td>
<td>1.083</td>
<td>1.116</td>
<td>1.177</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend</td>
<td>1.013</td>
<td>0.997</td>
<td>1.010</td>
<td>1.007</td>
<td>1.019 *</td>
<td>1.007</td>
<td>1.005</td>
</tr>
<tr>
<td>PTR trend</td>
<td>1.007</td>
<td>1.007</td>
<td>0.993</td>
<td>0.986</td>
<td>0.945</td>
<td>0.928</td>
<td>1.012</td>
</tr>
<tr>
<td>local level</td>
<td>1.017</td>
<td>1.019</td>
<td>1.014</td>
<td>1.014</td>
<td>1.018 **</td>
<td>1.017 **</td>
<td>1.021 *</td>
</tr>
<tr>
<td>random walk trend</td>
<td>1.024</td>
<td>1.029</td>
<td>1.009</td>
<td>1.000</td>
<td>0.974</td>
<td>0.961</td>
<td>0.982</td>
</tr>
<tr>
<td>TVP</td>
<td>1.024</td>
<td>1.036</td>
<td>1.022</td>
<td>1.018</td>
<td>0.979</td>
<td>0.969</td>
<td>1.001</td>
</tr>
<tr>
<td>constant trend-SV</td>
<td>1.013</td>
<td>1.011</td>
<td>0.982</td>
<td>0.978</td>
<td>0.941</td>
<td>0.927</td>
<td>0.929</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend-SV</td>
<td>1.001</td>
<td>0.990</td>
<td>1.007</td>
<td>1.002</td>
<td>1.014 *</td>
<td>1.009</td>
<td>1.011</td>
</tr>
<tr>
<td>PTR trend-SV</td>
<td>1.005</td>
<td>1.002</td>
<td>0.984</td>
<td>0.973</td>
<td>0.939</td>
<td>0.917</td>
<td>0.997</td>
</tr>
<tr>
<td>random walk trend-SV</td>
<td>1.028</td>
<td>1.028</td>
<td>0.997</td>
<td>0.995</td>
<td>0.960 *</td>
<td>0.945</td>
<td>0.951</td>
</tr>
<tr>
<td>TVP-SV</td>
<td>1.017</td>
<td>1.019</td>
<td>0.992</td>
<td>0.988</td>
<td>0.952 *</td>
<td>0.940</td>
<td>0.950</td>
</tr>
<tr>
<td>PL-weighted average</td>
<td>1.008</td>
<td>1.005</td>
<td>0.991</td>
<td>0.972</td>
<td>0.936</td>
<td>0.912</td>
<td>0.917</td>
</tr>
<tr>
<td>simple average, all</td>
<td>1.007</td>
<td>1.004</td>
<td>0.989</td>
<td>0.979</td>
<td>0.948</td>
<td>0.939</td>
<td>0.955</td>
</tr>
<tr>
<td>simple average, just SV</td>
<td>1.004</td>
<td>0.998</td>
<td>0.981</td>
<td>0.975</td>
<td>0.950</td>
<td>0.932</td>
<td>0.939</td>
</tr>
</tbody>
</table>

Note: See the notes to Table 5.
<table>
<thead>
<tr>
<th>model</th>
<th>h=1</th>
<th>h=2</th>
<th>h=3</th>
<th>h=4</th>
<th>h=8</th>
<th>h=12</th>
<th>h=16</th>
</tr>
</thead>
<tbody>
<tr>
<td>local level-SV</td>
<td>-1.141</td>
<td>-1.236</td>
<td>-1.299</td>
<td>-1.380</td>
<td>-1.581</td>
<td>-1.718</td>
<td>-1.778</td>
</tr>
<tr>
<td>constant trend</td>
<td>-0.186</td>
<td>-0.245</td>
<td>-0.296</td>
<td>-0.310</td>
<td>-0.338</td>
<td>-0.332</td>
<td>-0.353</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend</td>
<td>-0.175</td>
<td>-0.230</td>
<td>-0.260</td>
<td>-0.285</td>
<td>-0.353</td>
<td>-0.381</td>
<td>-0.447</td>
</tr>
<tr>
<td>PTR trend</td>
<td>-0.154</td>
<td>-0.189</td>
<td>-0.216</td>
<td>-0.203</td>
<td>-0.135</td>
<td>-0.073</td>
<td>-0.072</td>
</tr>
<tr>
<td>local level</td>
<td>-0.214</td>
<td>-0.275</td>
<td>-0.332</td>
<td>-0.355</td>
<td>-0.426</td>
<td>-0.460</td>
<td>-0.521</td>
</tr>
<tr>
<td>random walk trend</td>
<td>-0.185</td>
<td>-0.251</td>
<td>-0.287</td>
<td>-0.288</td>
<td>-0.278</td>
<td>-0.256</td>
<td>-0.263</td>
</tr>
<tr>
<td>TVP</td>
<td>-0.176</td>
<td>-0.222</td>
<td>-0.268</td>
<td>-0.265</td>
<td>-0.238</td>
<td>-0.199</td>
<td>-0.205</td>
</tr>
<tr>
<td>constant trend-SV</td>
<td>-0.002</td>
<td>0.011</td>
<td>0.019</td>
<td>0.015</td>
<td>0.016</td>
<td>0.015</td>
<td>0.034</td>
</tr>
<tr>
<td>$\pi_{t-1}$ trend-SV</td>
<td>0.019</td>
<td>0.030</td>
<td>0.032</td>
<td>0.039</td>
<td>0.029</td>
<td>0.012</td>
<td>-0.010</td>
</tr>
<tr>
<td>PTR trend-SV</td>
<td>0.013</td>
<td>0.012</td>
<td>0.017</td>
<td>0.021</td>
<td>0.016</td>
<td>0.006</td>
<td>-0.046</td>
</tr>
<tr>
<td>random walk trend-SV</td>
<td>-0.026</td>
<td>-0.029</td>
<td>-0.010</td>
<td>-0.032</td>
<td>-0.030</td>
<td>-0.033</td>
<td>-0.044</td>
</tr>
<tr>
<td>TVP-SV</td>
<td>0.005</td>
<td>-0.005</td>
<td>0.025</td>
<td>0.024</td>
<td>0.035</td>
<td>0.043</td>
<td>0.030</td>
</tr>
<tr>
<td>PL-weighted average</td>
<td>-0.010</td>
<td>0.002</td>
<td>0.014</td>
<td>0.004</td>
<td>0.026</td>
<td>0.028</td>
<td>0.024</td>
</tr>
<tr>
<td>simple average, all</td>
<td>-0.049</td>
<td>-0.074 *</td>
<td>-0.097 **</td>
<td>-0.095 **</td>
<td>-0.104 **</td>
<td>-0.096</td>
<td>-0.116</td>
</tr>
<tr>
<td>simple average, just SV</td>
<td>0.003</td>
<td>0.011</td>
<td>0.023</td>
<td>0.023</td>
<td>0.031</td>
<td>0.018</td>
<td>0.014</td>
</tr>
</tbody>
</table>

Note: See the notes to Table 6.
Volatility estimate: AR(2), stochastic volatility, trend = PTR
(standard deviation)

Figure 1: Posterior estimates of time-varying volatility, PTR trend model, core PCE inflation
Figure 2: Cumulative log predictive likelihoods, relative to local level-SV model, core PCE inflation
Figure 3: Cumulative log predictive likelihoods, relative to local level-SV model, GDP deflator inflation
Figure 4: Model weights based on 10-year rolling predictive likelihoods, core PCE inflation
Figure 5: Posterior estimates of trend inflation, constant volatility models, core PCE inflation
Figure 6: Posterior estimates of trend inflation, stochastic volatility models, core PCE inflation
Figure 7: Model average estimates of trend inflation, core PCE inflation
Figure 8: Posterior estimates of trend inflation, stochastic volatility models, GDP inflation
Figure 9: Model average estimates of trend inflation, GDP inflation
Figure 10: Posterior estimates of deflation probabilities, core PCE inflation
Figure 11: Deflation probabilities from models with unemployment gap, core PCE inflation