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Foreword

For some time, the use of monetary and fiscal policies to smooth
business cycle fluctuations has taken a back seat to longer-term objec-
tives of restoring price stability and fiscal balance. Many policymakers
and academic economists have held the view that fiscal policy had lit-
tle or no short-run stabilization role and that monetary policy should
give priority to maintaining price stability. More recently, however,
weaker economic performance in some of the world�s economies,
most notably in Japan and the United States, has led to renewed inter-
est in the use of short-run stabilization policy.

The Federal Reserve Bank of Kansas City sponsored a symposium,
�Rethinking Stabilization Policy,� at Jackson Hole, Wyoming, on
August 29-31, 2002. The symposium brought together a distinguished
group of central bank officials, academic economists, and business
economists to discuss the potential scope for stabilization policy in
today�s new environment. Our goal for this symposium was straight-
forward, although hardly simple. It was to provide a forum to discuss
the roles of monetary and fiscal stabilization policies, their effective-
ness, and their limitations. And finally, so as not to lose sight of a con-
sensus from earlier meetings, we analyzed these stabilization policies�
compatibility with long-run price stability and fiscal sustainability,
which are critical to the success of any economy�industrial or emerging.
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Over the years, we believe the symposium has been valuable in illu-
minating key policy issues and in identifying solutions to complex
problems facing policymakers around the world.  Its success is due to
the important contributions made by participants and by the efforts of
the staff of the Federal Reserve Bank of Kansas City. We appreciate
the efforts of all those who took part in the symposium, including
authors, discussants, panelists, and audience members. Special thanks
go to Craig Hakkio, Gordon Sellon, and other members of the Bank�s
Research Division who helped develop the program.

Thomas M. Hoenig
President

Federal Reserve Bank of Kansas City
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Rethinking Stabilization Policy�
An Introduction to the Bank�s

2002 Economic Symposium

Gordon H. Sellon, Jr.

After a period of prominence in the 1960s, the view that fiscal and
monetary stabilization policies should be used to actively smooth busi-
ness cycles fell out of favor among many policymakers and academic
economists over the next two decades. Indeed, in many countries,
short-run economic stabilization was often overshadowed by longer
run objectives of restoring price stability and fiscal balance. Over time,
a new view emerged that fiscal policy had little or no short-run stabi-
lization role, and monetary policy, while it could be used for stabiliza-
tion purposes, should give priority to maintaining price stability.

Recently, however, there has been increased interest in and more
active use of discretionary, counter-cyclical monetary and fiscal poli-
cies in a number of countries, most notably in Japan and the United
States. At the same time, considerable controversy has surrounded the
use of these policies as policymakers have been criticized both for
policy actions taken in some situations and for the lack of action in
other situations. 

In light of these developments, the Federal Reserve Bank of Kansas
City sponsored a symposium �Rethinking Stabilization Policy,� at
Jackson Hole, Wyoming, on August 29-31, 2002. The symposium
brought together a distinguished group of central bankers, academics,
and business and financial economists to reexamine the role of
macroeconomic stabilization policy. The papers presented and ensuing
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discussion focused on a number of key issues including: reasons for a
renewed emphasis on stabilization policy, whether and when stabi-
lization policy can be effective, limitations on the use of stabilization
policy, and whether the use of stabilization policy to reduce business
cycle fluctuations conflicts with the pursuit of long-run price stability
and fiscal sustainability.

This introduction provides some brief background information on
how views about stabilization policy have evolved over time, high-
lights two key themes that emerged in the symposium discussion, and
summarizes some of the main points of agreement and disagreement
among symposium participants.

Evolving views about stabilization policy

The term �stabilization policy� has traditionally been used to
describe the use of monetary and fiscal policy to smooth business
cycle fluctuations. These policies generally encompass both discre-
tionary changes in fiscal and monetary policy resulting from specific
policy decisions and automatic stabilizers that occur when taxes and
spending respond to changes in economic activity. According to tradi-
tional views of stabilization policy, monetary and fiscal policy can
moderate the business cycle by offsetting changes in aggregate
demand by consumers and businesses that would otherwise cause
inflationary pressures or weaker economic activity.

In the late 1950s and early 1960s, belief in the efficacy of stabiliza-
tion policy to moderate business cycle fluctuations was widespread
among policymakers and academics and resulted in a number of
attempts to use fiscal policy to increase or slow the pace of economic
activity. By the early 1970s, however, optimism about stabilization
policy began to wane, and by the early 1980s, few policymakers or
academics remained enthusiastic about its use.

There are a number of possible explanations for this turn of events.
One reason is that, in practice, stabilization policy appeared to be less
effective than anticipated. For example, studies of the response of con-
sumer and business spending to discretionary tax changes in the 1960s
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and 1970s reached differing conclusions about the effectiveness of
these policies. Moreover, in the early 1970s, restrictive monetary pol-
icy did not appear to be successful in lowering inflation. A second rea-
son is that the nature of the shocks hitting the economy was somewhat
different in the early 1970s. Increases in food and energy prices and a
slowdown in productivity growth meant that aggregate supply factors
became more important determinants of economic activity. Such
shocks are not as amenable to traditional stabilization policies. A third
reason is that new academic research, in particular the development of
the literature on �rational expectations,� undercut some of the theoret-
ical justification for the active use of stabilization policy. Moreover, by
the early 1980s, the focus of fiscal policy had changed from short-run
stabilization to issues of growth and economic efficiency. Finally, pol-
icymakers faced a different set of policy challenges from the mid-
1970s on, as high inflation and rising government deficits and debt
levels caused policymakers to give priority to restoring price stability
and fiscal balance.

In light of these developments, it is perhaps surprising that there has
been a renewed interest in the use of stabilization policy over the past
decade, most notably in Japan and the United States. Monetary and fis-
cal policies have been aggressively employed in both countries in
recent years to counter persistent weakness in economic activity and
episodes of financial instability. The revival of stabilization policy has
not been universal, however. In contrast to the United States and Japan,
the countries in the European Monetary Union have been more reluc-
tant to endorse an active use of stabilization policy as a prescription for
weaker economic activity. Moreover, some other countries, such as
Canada, have made increased use of discretionary monetary policy
while continuing to eschew the use of discretionary fiscal policy.

Key themes 

A principal objective of this year�s symposium was to develop an
understanding of the renewed interest in stabilization policy and the
differing views as to its effectiveness. In the course of the discussion,
two key themes emerged: the relationship between short-run stabi-
lization policy and longer run objectives of price stability and fiscal



balance and the challenges for stabilization policy posed by a chang-
ing economic environment.

Consistency of stabilization policy with longer run objectives

Much of the symposium discussion revolved around the questions of
whether and how short-run stabilization policy can be reconciled with
maintaining price stability and fiscal balance. That is, does active use
of stabilization policy potentially compromise achievement of price
stability and fiscal balance? Alternatively, does maintaining price sta-
bility and fiscal balance constrain the scope for stabilization policy?

A general conclusion that emerged from the symposium papers and
discussion is that while there is still an important role for short-run
stabilization policy, its scope is definitely limited by the need to main-
tain price stability and fiscal balance over the longer term. Moreover,
the role that stabilization policy can play is likely to vary from coun-
try to country depending on the nature of shocks and the economic
structure, whether a country has a credible record of achieving price
stability and a sustainable fiscal policy, and the institutional form of
formal commitments to price stability and fiscal balance. 

A good illustration of the limited scope for stabilization policy can
be found in discussions about fiscal policy. Most symposium partici-
pants expressed a rather pessimistic view of the potential for discre-
tionary fiscal policy, except in cases of prolonged economic
stagnation, such as in Japan. In this situation, there are few alternative
options, and the weaknesses of discretionary fiscal policy are less
important. In addition, a number of participants noted that the scope
for stabilization policy was likely to be limited regardless of whether
a country had formal long-run inflation and fiscal constraints. Thus, a
country with inflation and fiscal imbalances might find itself unable
to employ expansionary fiscal and monetary policies because of the
potential negative reaction of financial markets and foreign exchange
markets. Moreover, a country in the process of building a credible
commitment to price stability and fiscal balance might be especially
constrained in its use of stabilization policy in the event of an economic
downturn for fear of losing credibility in its longer run objectives. 
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At the same time, several participants stressed that formal commit-
ments to price stability and fiscal balance do not eliminate a role for
stabilization policy. For example, a formal inflation-targeting regime
allows an easing of monetary policy in response to weaker economic
activity to the extent that there is an associated lessening of inflation-
ary pressures. Similarly, policy might respond to asset price move-
ments to the extent they are expected to influence future inflation.
Indeed, to the extent that inflation targets are viewed symmetrically, a
central bank would alter policy in response to both inflationary pres-
sures and to disinflationary or deflationary pressures. 

At the same time, participants noted that the specific institutional
form of long-run restrictions may constrain the use of stabilization
policy. For example, a country with an inflation-targeting framework
that includes a short and inflexible targeting horizon may have less
leeway for conducting stabilization policy. Similarly, a country with
an inflexible fiscal rule may reduce the scope for discretionary fiscal
policy and automatic stabilizers and may also place a heavier burden
on monetary policy to stabilize the economy.

Stabilization policy in a changing economic environment

A second theme that emerged in the course of the symposium dis-
cussion was the challenge of conducting stabilization policy in a
changing economic environment. Successful use of stabilization pol-
icy requires knowledge of the structure of the economy as well as an
understanding of the nature of the shocks hitting the economy. 

Several presentations highlighted the implications of a changing
economic structure for stabilization policy. In his opening remarks to
the symposium, Chairman Greenspan emphasized the need for struc-
tural changes in the economy to be incorporated into models used by
policymakers. He noted the U.S. economy had experienced much
greater stability in real variables and increased volatility in financial
variables in recent years, but these changes had not been adequately
incorporated into models used by policymakers. As a consequence,
policymakers have faced greater uncertainty in assessing the need for
stabilization policy and its likely effect on the economy. In another
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presentation, Otmar Issing discussed the challenges facing the
European Central Bank with the creation of the European Monetary
Union. According to Issing, successful implementation of monetary
policy by the ECB required an enormous undertaking in the measure-
ment, collection, and analysis of aggregate data for the new economic
entity. In addition, he argued that the ECB�s firm commitment to price
stability was necessary to establish policy credibility to help smooth
the transition to the new economic structure. A third presentation high-
lighting the importance of structural change was made by Bank of
Mexico Governor, Guillermo Ortiz. He noted that several emerging
economies, after adopting inflation targeting and flexible exchange
rates, had experienced a significant reduction in the pass through of
exchange rate changes to domestic prices. According to Ortiz, this
structural change has increased the flexibility of central banks in these
countries to conduct countercyclical monetary policy.

Stabilization policy also requires an understanding of the nature of
economic shocks affecting the economy. As noted earlier, traditional
stabilization policy is best-suited to dealing with large and persistent
aggregate demand shocks. In contrast, aggregate supply shocks and
financial market shocks pose more difficult issues for policymakers.
One problem is these shocks may be difficult to identify in a timely
fashion. A good example is the productivity slowdown in the U. S. and
some other countries in the 1970s and early 1980s. In their paper on
the history of U.S. stabilization policy, Christina and David Romer
argued that failure to identify this structural shift led policymakers to
overestimate potential output and underestimate inflationary pres-
sures. Furthermore, policymakers may not have a good understanding
of how these shocks are likely to affect the economy or how the econ-
omy might behave if policy responds to the shock. Bank of Canada
Governor, David Dodge, noted that a central bank might be able to
ignore small and temporary changes in energy and food prices but may
need to respond to large and persistent changes that feed into infla-
tionary expectations. Similarly, in discussing the appropriate policy
response to asset price bubbles, a number of symposium participants
emphasized the difficulties of identifying a bubble and determining an
appropriate policy response.
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Areas of agreement and disagreement

Over the course of the symposium, participants discussed and
debated a wide range of issues relating to the use of stabilization pol-
icy. This introduction concludes with a brief summary of some of the
main areas of agreement and disagreement.

Areas of agreement

As noted earlier, most participants did not believe that the passage
of time had improved the prospects for discretionary fiscal policy. In
additional to well-known difficulties in timing fiscal actions, partici-
pants also emphasized continuing uncertainty about the impact of fis-
cal actions on consumer and investment spending and interest rates. In
contrast, most participants viewed automatic stabilizers more favor-
ably because they avoid the timing problems faced by discretionary
policy. However, it was noted that the role of automatic stabilizers
could be reduced by restrictive fiscal balance rules, such as the deficit
limits embodied in the European Union�s Stability and Growth Pact.
In addition, institutional features of the tax system may complicate or
even reduce their usefulness as automatic stabilizers. For example,
Alan Auerbach pointed out that tax law asymmetries limited the stabi-
lization properties of the U.S. corporate income tax. In contrast to
fiscal policy, most symposium participants viewed monetary policy as
better suited to short-run stabilization policy, largely because mone-
tary policy actions can be implemented and removed more quickly.
The only case in which monetary policy is likely to be ineffective as a
stabilization device is the situation in which the zero bound on nomi-
nal interest rates is reached as in Japan.

Areas of disagreement

Although symposium participants generally agreed that monetary
policy could be used as a stabilization device, there was less consen-
sus about how monetary policy should be used. One controversial
issue was the weight that policymakers should place on short-run out-
put stabilization and whether this weight and other elements of policy
strategy should be publicly disclosed. A second issue was whether
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inflation targeting or a Taylor rule represents a better framework for
conducting monetary policy. A third issue was whether central banks
should respond systematically to factors other than inflation and out-
put, specifically to asset price bubbles or indicators of financial stress.

Participants also expressed differing views as to how stabilization
policy should be conducted when monetary policy was limited by the
zero bound on nominal interest rates. Some participants advocated
greater use of fiscal policy, while others recommended relying more
on exchange rate depreciation.

Finally, participants discussed how the relationship between fiscal
sustainability and price stability might affect the potential for stabi-
lization policy. There was general agreement that a responsible fiscal
policy was necessary for monetary policy to pursue both longer term
price stability and short-run stabilization objectives. However, partic-
ipants expressed differences of opinion about the necessity for formal
fiscal rules, the specific form that fiscal rules should take, and how
much of a constraint specific fiscal rules placed on monetary policy.
Consequently, while some countries were viewed as having overly
restrictive fiscal rules, others were seen as needing stronger restric-
tions on fiscal policy.
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Opening Remarks

Alan Greenspan

Over the past two decades we have witnessed a remarkable turn-
around in the U.S. economy. The aftermath of the Vietnam War and a
series of oil shocks had left the United States with high inflation, lack-
luster productivity growth, and a declining competitive position in
international markets. 

But rather than accept the role of a once-great, but diminishing eco-
nomic force, for reasons that will doubtless be debated for years to
come, we resurrected the dynamism of previous generations of
Americans. A wave of innovation across a broad range of technolo-
gies, combined with considerable deregulation and a further lowering
of barriers to trade, fostered a pronounced expansion of competition
and creative destruction. 

The result through the 1990s of all this seeming-heightened insta-
bility for individual businesses, somewhat surprisingly, was an appar-
ent reduction in the volatility of output and in the frequency and
amplitude of business cycles for the macroeconomy. While the empir-
ical evidence on the importance of changes in the magnitude of the
shocks impacting on our economy remains ambiguous, it does appear
that shocks are more readily absorbed than in decades past. The mas-
sive drop in equity wealth over the past two years, the sharp decline in
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capital investment, and the tragic events of September 11 might rea-
sonably have been expected to produce an immediate severe contrac-
tion in the U.S. economy. But this did not occur. Economic imbalances
in recent years apparently have been addressed more expeditiously
and effectively than in the past, aided importantly by the more wide-
spread availability and more intensive use of real-time information. 

But faster adjustments imply a greater volatility in expected corpo-
rate earnings. Although direct estimates of investors’ expectations for
earnings are not readily available, indirect evidence does seem to sup-
port an increased volatility in those expectations. Securities analysts’
expectations for long-term earnings growth, an assumed proxy for
investors’ expectations, were revised up significantly over the second
half of the 1990s and into 2000.1 Over that same period, risk spreads
on corporate bonds rose markedly on net, implying a rising probabil-
ity of default. Default, of course, is generally associated with negative
earnings. Hence, higher average expected earnings growth coupled
with a rising probability of default implies a greater variance of earn-
ings expectations, a consequence of a lengthened negative tail.
Consistent with a greater variability of earnings expectations, volatil-
ity of stock prices has been elevated in recent years. 

The increased volatility of stock prices and the associated quicken-
ing of the adjustment process would also have been expected to be
accompanied by less volatility in real economic variables. And that
does appear to have been the case. That is, after all, the purpose of a
prompter response by businesses: to prevent severe imbalances from
developing at their firms, which in the aggregate can turn into deep
contractions if unchecked. 

As might be expected, accumulating signs of greater economic sta-
bility over the decade of the 1990s fostered an increased willingness
on the part of business managers and investors to take risks with both
positive and negative consequences. Stock prices rose in response to
the greater propensity for risk-taking and to improved prospects for
earnings growth that reflected emerging evidence of an increased pace
of innovation. The associated decline in the cost of equity capital
spurred a pronounced rise in capital investment and productivity
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growth that broadened impressively in the latter years of the 1990s.
Stock prices rose further, responding to the growing optimism about
greater stability, strengthening investment, and faster productivity
growth. 

But, as weindicated in congressional testimony in July 1999,2 “... pro-
ductivity acceleration does not ensure that equity prices are not
overextended. There can be little doubt that if the nation’s productivity
growth has stepped up, the level of profits and their future potential
would be elevated. That prospect has supported higher stock prices.
The danger is that in these circumstances, an unwarranted, perhaps
euphoric, extension of recent developments can drive equity prices to
levels that are unsupportable even if risks in the future become rela-
tively small. Such straying above fundamentals could create problems
for our economy when the inevitable adjustment occurs.” 

Looking back on those years, it is evident that increased productiv-
ity growth imparted significant upward momentum to expectations of
earnings growth and, accordingly, to price-earnings ratios. Between
1995 and 2000, the price-earnings ratio of the S&P 500 rose from 15
to nearly 30. However, to attribute that increase entirely to revised
earnings expectations would require an upward revision to the growth
of real earnings of 2 full percentage points in perpetuity.3

Because the real riskless rate of return apparently did not change
much during that five-year period, anything short of such an extraor-
dinary permanent increase in the growth of structural productivity, and
thus earnings,4 implies a significant fall in real equity premiums in
those years. 

If all of the drop in equity premiums had resulted from a permanent
reduction in cyclical volatility, stock prices arguably could have stabi-
lized at their levels in the summer of 2000. That clearly did not hap-
pen, indicating that stock prices, in fact, had risen to levels in excess
of any economically supportable base. Toward the end of that year,
expectations for long-term earnings growth began to turn down. At
about the same time, equity premiums apparently began to rise. 
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The consequent reversal in stock prices that has occurred over the
past couple of years has been particularly pronounced in the high-tech
sectors of the economy. 

The investment boom in the late 1990s, initially spurred by signifi-
cant advances in information technology, ultimately produced an over-
hang of installed capacity. Even though demand for a number of high-
tech products was doubling or tripling annually, in many cases new
supply was coming on even faster. Overall, capacity in high-tech man-
ufacturing industries rose more than 40 percent in 2000, well in excess
of its rapid rate of increase over the previous two years. In light of the
burgeoning supply, the pace of increased demand for the newer tech-
nologies, though rapid, fell short of that needed to sustain the elevated
real rate of return for the whole of the high-tech capital stock. Returns
on the securities of high-tech firms ultimately collapsed, as did capital
investment. Similar, though less severe, adjustments were occurring in
many industries across our economy. 

Some decline in equity premiums in the latter part of the 1990s
almost surely would have been anticipated as the continuing absence
of any business correction reinforced notions of increased secular
stability. In such an environment, the relatively mild recession that we
experienced in 2001 might still have been expected to leave equity
premiums below their long-term averages. That apparently has not
been the case, as the tendency toward lower equity premiums created
by a more stable economy may have been offset to some extent recently
by concerns about the quality of corporate governance.

The struggle to understand developments in the economy and finan-
cial markets since the mid-1990s has been particularly challenging for
monetary policymakers. We were confronted with forces that none of
us had personally experienced. Aside from the then recent experience
of Japan, only history books and musty archives gave us clues to the
appropriate stance for policy. We at the Federal Reserve considered a
number of issues related to asset bubbles—that is, surges in prices of
assets to unsustainable levels. As events evolved, we recognized that,
despite our suspicions, it was very difficult to definitively identify a bub-
ble until after the fact—that is, when its bursting confirmed its existence. 
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Moreover, it was far from obvious that bubbles, even if identified
early, could be pre-empted short of the central bank inducing a sub-
stantial contraction in economic activity—the very outcome we would
be seeking to avoid. 

Prolonged periods of expansion promote a greater rational willing-
ness to take risks, a pattern very difficult to avert by a modest tighten-
ing of monetary policy. In fact, our experience over the past fifteen
years suggests that monetary tightening that deflates stock prices with-
out depressing economic activity has often been associated with sub-
sequent increases in the level of stock prices. 

For example, stock prices rose following the completion of the more
than 300-basis-point rise in the federal funds rate in the twelve months
ending in February 1989. And during the year beginning in February
1994, the Federal Reserve raised the federal funds target 300 basis
points. Stock prices initially flattened, but as soon as that round of
tightening was completed, they resumed their marked upward advance.
From mid-1999 through May 2000, the federal funds rate was raised
150 basis points. However, equity price increases were largely unde-
terred during that period despite what now, in retrospect, was the
exhausted tail of a bull market.5

Such data suggest that nothing short of a sharp increase in short-term
rates that engenders a significant economic retrenchment is sufficient
to check a nascent bubble. The notion that a well-timed incremental
tightening could have been calibrated to prevent the late 1990s bubble
is almost surely an illusion. 

Instead, we noted in the previously cited mid-1999 congressional
testimony the need to focus on policies “to mitigate the fallout when
it occurs and, hopefully, ease the transition to the next expansion.” 

It seems reasonable to generalize from our recent experience that no
low-risk, low-cost, incremental monetary tightening exists that can
reliably deflate a bubble. But is there some policy that can at least limit
the size of a bubble and, hence, its destructive fallout? From the evi-
dence to date, the answer appears to be no.6 But we do need to know
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more about the behavior of equity premiums and bubbles and their
impact on economic activity.7

The equity premium, computed as the total expected return on com-
mon stocks less that on riskless debt, prices the risk taken by investors
in purchasing equities rather than risk-free debt. It is a measure largely
of the risk aversion of investors, not that of corporate managers. An
increased appetite for risk by investors, for example, is manifested by
a shift in their willingness to hold equity in place of psychologically
less-stressful, but lower-yielding, debt. 

In this case, the cost of equity confronting corporate managers falls
relative to the cost of debt. With greater access to lower-cost equity,
managers are able to finance a higher proportion of riskier real assets
with a lessened call on cash flow and fear of default. 

Thus, it is generally the changing risk preferences of investors, not
of corporate managers, that govern the mix of risk investment in an
economy. Managers presumably employ market prices of debt and
equity coupled with the calculated rate of return on particular real
investment projects to determine the level of corporate investment. To
be sure, managers’ personal sense of risk aversion can sometimes
influence the capital investment process, but it is probably a second-
ary effect relative to the vagaries of investor psychology. 

Bubbles thus appear to primarily reflect exuberance on the part of
investors in pricing financial assets. If managers and investors per-
ceived the same degree of risk, and both correctly judged a sustainable
rise in profits stemming from new technology, for example, none of a
rise in stock prices would reflect a bubble. Bubbles appear to emerge
when investors either overestimate the sustainable rise in profits or
unrealistically lower the rate of discount they apply to expected prof-
its and dividends. The distinction cannot readily be ascertained from
market prices. But the equity premium less the expected growth of
dividends, and presumed earnings, can be estimated as the dividend
yield less the real long-term interest rate on U.S. Treasuries.8

If equity premiums were redefined to include both the unrealistic
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part of profit projections and the unsustainably low segment of dis-
count factors, and if we had associated measures of these concepts, we
could employ this measure to infer emerging bubbles. That is, if we
could substitute realistic projections of earnings and dividend growth,
perhaps based on structural productivity growth and the behavior of
the payout ratio, the residual equity premium might afford some evi-
dence of a developing bubble. Of course, if the central bank had access
to this information, so would private agents, rendering the develop-
ment of bubbles highly unlikely. 

Bubbles are often precipitated by perceptions of real improvements
in the productivity and underlying profitability of the corporate econ-
omy. But as history attests, investors then too often exaggerate the
extent of the improvement in economic fundamentals. Human psy-
chology being what it is, bubbles tend to feed on themselves, and
booms in their later stages are often supported by implausible projec-
tions of potential demand. Stock prices and equity premiums are then
driven to unsustainable levels. 

Certainly, a bubble cannot persist indefinitely. Eventually, unrealis-
tic expectations of future earnings will be proven wrong. As this hap-
pens, asset prices will gravitate back to levels that are in line with a
sustainable path for earnings. The continual pressing of reality on per-
ception inevitably disciplines the views of both investors and managers. 

As I noted earlier, the key policy question is: If low-cost, incremen-
tal policy tightening appears incapable of deflating bubbles, do other
options exist that can at least effectively limit the size of bubbles with-
out doing substantial damage in the process? To date, we have not
been able to identify such policies, though perhaps we or others may
do so in the future. 

It is by no means evident to us that we currently have—or will be
able to find—a measure of equity premiums or related indicators that
convincingly presage an emerging bubble. Short of such a measure, I
find it difficult to conceive of an adequate degree of central bank cer-
tainty to justify the scale of pre-emptive tightening that would likely
be necessary to neutralize a bubble. 
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As we delve deeper into the questions raised by the developments of
recent years, the interplay between structural productivity growth and
equity premiums, so evident during the past business cycle, is bound
to play a prominent role. We need particularly to determine whether
the periodic emergence of market bubbles, which have occurred so
often in the past, is inevitable going forward. As financial wealth
becomes an ever-more-important determinant of activity, we need also
to understand far better how changing equity premiums affect and
reflect real and financial investment decisions. If the equity premium
has so demonstrable an influence on our economies as it appears to
have, the value of further investigation of this topic is evident. 

In conclusion, the endeavors of policymakers to stabilize our
economies require a functioning model of the way our economies
work. Increasingly, it appears that this model needs to embody move-
ments in equity premiums and the development of bubbles if it is to
explain history. 

Any useful model needs to credibly simulate counterfactual alterna-
tives. We must remember that structural models that do a poor job of
explaining history presumably also will provide an incomplete basis
for policymaking. Often the internal structure of such models has been
employed to evaluate the effect of various stabilization policies. But
the results from models whose internal structure cannot successfully
replicate key features of cyclical behavior must be interpreted care-
fully. The recent importance of movements in equity premiums and
asset bubbles suggests the need to better understand and integrate
these concepts into the models used for policy analysis. 

I anticipate productive discussion of these and other issues related
to stabilization policy over the next couple of days. 
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Endnotes

1 These are earnings-weighted projections for S&P 500 corporations as reported by
securities analysts to I/B/E/S, a financial research firm. The roughly twenty-year his-
tory of this series confirms a pronounced upward bias in these long-term projections
of analysts of approximately 4 to 5 percentage points in annual expected growth.
There is little evidence, however, one way or the other, of bias to changes in the rate
of growth. 

2 Committee on Banking and Financial Services, U.S. House of Representatives,
July 22, 1999. 

3 For continuous discounting over an infinite horizon, k (E/P) = r + b – g, where k
equals the current, and assumed future, dividend payout ratio, E current earnings, P
the current stock price, r the riskless interest rate, b the equity premium, and g the
growth rate of earnings. The relationship holds for both real and nominal variables. If
k is assumed to be 0.6, the average over the second half of the 1990s (taking account
of payouts made through share repurchases), a rise in the P/E of the S&P 500 from 15
to 30, with r and b unchanged in real terms, implies an increase in g of 0.02 in real
terms. 

4 If earnings are a constant share of output in the long run, then real long-term earn-
ings growth is the product of productivity growth and growth in labor force hours. In
this exercise, the growth rate of hours, driven by demographics, is assumed not to
change; hence, the growth rates of earnings and productivity are the same. 

5 Stock prices peaked in March 2000, but the market basically moved sideways
until September of that year. 

6 Some have asserted that the Federal Reserve can deflate a stock-price bubble—
rather painlessly—by boosting margin requirements. The evidence suggests other-
wise. First, the amount of margin debt is small, having never amounted to more than
about 13/4 percent of the market value of equity; moreover, even this figure overstates
the amount of margin debt used to purchase stock, as such debt also finances short-
sales of equity and transactions in non-equity securities. Second, investors need not
rely on margin debt to take a leveraged position in equities. They can borrow from
other sources to buy stock. Or, they can purchase options, which will affect stock
prices given the linkages across markets. 

Thus, not surprisingly, the preponderance of research suggests that changes in mar-
gins are not an effective tool for reducing stock market volatility. It is possible that
margin requirements inhibit very small investors whose access to other forms of credit
is limited. If so, the only effect of raised margin requirements is to price out the very
small investor without addressing the broader issue of stock price bubbles. 
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If a change in margin requirements were taken by investors as a signal that the cen-
tral bank would soon tighten monetary policy enough to burst a bubble, then there
might be the appearance of a causal effect. But it is the prospect of monetary policy
action, not the margin increase, that should be viewed as the trigger. In a similar man-
ner, history tells us that “jawboning” asset markets will be ineffective unless backed
by action. 

7 The sharp stock market contraction on October 19, 1987, of more than one-fifth
requires especial further study. Equity prices rose sharply during the spring and sum-
mer, again despite the rise in short-term rates through late summer of that year. The
price collapse clearly had some of the characteristics of prolonged and far larger bub-
bles, but stock prices quickly stabilized without significant effect on economic activ-
ity. And, in line with later episodes, the failure of the collapse to have an economic
impact seems to have contributed to subsequent higher stock prices. 

8 From footnote 3, k(E/P) = D/P = r + b – g, where D is current dividends. Hence,
D/P – r = b – g. 
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The Evolution of Economic
Understanding and Postwar

Stabilization Policy

Christina D. Romer
David H. Romer

Introduction I

Over the past fifty years, there have been large changes in aggregate
demand policy in the United States, and, as a consequence, substantial
changes in economic performance. In the 1950s, monetary and fiscal
policy were somewhat erratic, but moderate and aimed at low infla-
tion. As a result, inflation was indeed low, and recessions were fre-
quent but mild. In the 1960s and 1970s, both monetary policy and fis-
cal policy were used aggressively to stimulate and support rapid eco-
nomic growth, and for much of the period unemployment was remark-
ably low. But inflation became a persistent problem, and periodic
severe recessions were necessary to keep inflation in check. In the
1980s and 1990s, aggregate demand policy became more temperate
and once again committed to low inflation. Not surprisingly, inflation
has been firmly under control for almost twenty years now, and the
American economy experienced two decade-long expansions at the
end of the twentieth century, interrupted only by one of the mildest
postwar recessions.

Given the consequences of these changes in policy, it is important to
understand what has caused them. Our contention is that the funda-
mental source of changes in policy has been changes in policymakers�
beliefs about how the economy functions. We find that while the basic
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objectives of policymakers have remained the same, the model or
framework they have used to understand the economy has changed
dramatically. There has been, as our title suggests, an evolution of eco-
nomic understanding. However, the evolution of economic under-
standing that has occurred is not one of linear progression from less
knowledge to more. Rather, it is a more interesting evolution from a
crude but fundamentally sensible model of how the economy worked
in the 1950s, to more formal but faulty models in the 1960s and 1970s,
and finally to a model that was both sensible and sophisticated in the
1980s and 1990s.

The evolution of economic understanding fundamentally changed
what policymakers believed aggregate demand policy could accom-
plish. In the 1950s, policymakers had a sensible view of potential out-
put and a model of the economy in which inflation certainly did not
lower long-run unemployment and quite possibly raised it. As a result,
they believed that the most aggregate demand policy could do was
keep output close to potential and inflation low. In the early 1960s,
policymakers adopted the view that very low unemployment was an
attainable long-run goal and that there was a permanent tradeoff
between inflation and unemployment. This view led them to believe
that expansionary policy could permanently reduce unemployment
with little cost. In the 1970s, monetary and fiscal policymakers
acknowledged the fundamental insight of the Friedman-Phelps natu-
ral-rate hypothesis�in the long run, expansionary policy only pro-
duces higher inflation; it does not lower unemployment below the nat-
ural rate. But for much of the decade, estimates of the natural rate were
so low that policymakers continued to believe that further expansion
would improve economic performance. Also, policymakers were so
pessimistic about the ability of high unemployment to reduce inflation
that they largely disavowed the conventional inflation-control policies
of monetary and fiscal contraction. Only at the end of the decade was
the Friedman-Phelps framework coupled with a realistic view of the
natural rate and faith that slack would eventually reduce inflation. As
a result, policymakers in the last two decades of the twentieth century
believed that policy could bring inflation down, and then keep it low
by holding output close to potential.
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We document this evolution of economic understanding in two
ways. First, we consider narrative evidence. In particular, we use the
records of the Council of Economic Advisers (CEA) and the Federal
Reserve to examine the model of the economy underlying the actions
of fiscal and monetary policymakers in various eras. We find strong
evidence that the model used by policymakers changed dramatically
over the postwar era. In particular, there were fundamental changes in
the 1960s and 1970s. However, perhaps the most interesting charac-
teristic of this evolution of beliefs is that core beliefs ended the cen-
tury at much the same point that they began the postwar era. 

Second, we look at the Federal Reserve�s internal forecasts, the
�Greenbook� forecasts. We examine both the forecast errors for infla-
tion and the estimates of the natural rate of unemployment implicit in
the forecasted behavior of inflation and unemployment. We find that
the forecasts of inflation were consistently too low in the 1960s and
1970s, but improved dramatically in the 1980s and 1990s. Even more
tellingly, we find that the Federal Reserve�s forecasts of inflation and
unemployment in the late 1960s and the 1970s are consistent with a
natural-rate model only if one assumes an extremely low natural rate,
while the implicit estimates of the natural rate in the Volcker and
Greenspan years are much more reasonable. This suggests that the
Board staff in the 1960s and 1970s (and presumably the policymakers
for whom they worked) had implausible estimates of the natural rate,
or, for at least part of the period, little concept of a natural rate at all.

We then consider the link between this evolution of economic under-
standing and policy. We look at two key measures of aggregate-
demand policy�the real federal funds rate and the high-employment
surplus. We present narrative evidence that movements in these policy
indicators in key periods were motivated by the economic model being
used by policymakers at the time. We find, for example, that policy-
makers in the late 1950s undertook aggressive monetary contraction
because they felt that inflation was very costly. On the other hand, pol-
icymakers in the late 1960s and early 1970s adopted very expansion-
ary policies because they were convinced that unemployment was
above its sustainable level. And later in the 1970s, policymakers
looked to non-standard remedies for inflation, such as wage and price
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controls and incomes policies, because they were so pessimistic about
the effectiveness of slack in reducing inflation. In contrast, after 1979 pol-
icymakers pursued very tight policy because they were convinced that the
natural rate of unemployment was relatively high, that slack was neces-
sary to reduce inflation, and that the costs of inflation were substantial.

We supplement this narrative analysis of the link between beliefs
and policy actions with estimates of a simple monetary policy rule. We
compare the predicted values of a rule estimated over the post-1979
period with what actually happened in the first three decades of the
postwar era. The estimates suggest that had Paul Volcker or Alan
Greenspan been confronted with the inflation of the late 1960s and
1970s, they would have set the real federal funds rate nearly 4 per-
centage points higher than did Arthur Burns and G. William Miller. On
the other hand, William McChesney Martin set interest rates on aver-
age in the 1950s in much the same way Volcker or Greenspan would
have, though with substantially larger variation. This suggests that the
economic beliefs of the 1960s and 1970s resulted in policy choices
very different from those that came either before or after.

The idea that policymakers� beliefs affect the conduct of policy is
obviously an old one. The previous studies most directly related to
ours are those by DeLong (1997) and Mayer (1998). Both authors use
historical evidence to investigate the causes of the inflation of the late
1960s and the 1970s. DeLong argues that the legacy of the Great
Depression imparted an expansionary bias to views of appropriate pol-
icy, and thereby made it inevitable that there would be inflation at
some point. Mayer argues that the influence of academic economists�
ideas on monetary policymakers� views was central to the inflation.1

Our focus is both narrower and broader than DeLong�s and Mayer�s.
It is narrower in that we concentrate on documenting policymakers�
beliefs and their impact on policy choices, but do not attempt to
address the issue of the sources of those beliefs. Our evidence supports
DeLong�s and Mayer�s contentions that policymakers had highly opti-
mistic views of sustainable output and unemployment in the 1960s and
early 1970s, and that they were skeptical of the ability of aggregate
demand policies to combat inflation for much of the 1970s. Our focus
is broader than DeLong�s and Mayer�s in that we look at the entire
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postwar period and examine the beliefs of fiscal as well as monetary
policymakers. In doing so, we put the beliefs of monetary policymak-
ers in the late 1960s and 1970s in context, and provide wider evidence
of the impact of beliefs on policy choices.

Narrative evidence on the evolution of economic beliefs II

Perhaps the best way to determine what policymakers in different
eras believed about how the economy worked is to examine the
narrative record. Policymakers are often required (or simply desire) to
explain the motivations for their policy actions. By analyzing their
views about the economic conditions and relationships that warranted
policy actions, it is often possible to get a sense of policymakers� under-
standing of the economy at the time decisions were made.

Sources A

Contemporaneous discussions of economic relationships are typi-
cally a better indicator of the framework being used at the time than
interviews or memoirs written years later. Subsequent economic devel-
opments and changes in economic theory cannot help but alter recol-
lections of the economic models that were used in the past. For this rea-
son, we restrict our analysis to policy discussions around the times that
actions were taken. The two main contemporaneous sources that we
examine are the Economic Report of the President and the Minutes of
the Federal Open Market Committee. 

The Economic Report of the President (abbreviated in subsequent cita-
tions as EROP) is available twice a year in the early 1950s and annually
thereafter. Since the executive branch plays a crucial role in setting the
fiscal policy agenda, the Economic Reports can provide evidence of the
model of the economy being used by fiscal policymakers in different
eras. And indeed, we find that the Economic Reports are often quite
detailed in their discussion of economic relationships. The key disadvan-
tage of the Economic Reports is that they are designed for public distribu-
tion, and so they surely contain elements of selectivity and circumspec-
tion. But, the prospect of public scrutiny may also tend to limit the pub-
lication of economic claims that policymakers did not actually believe.
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The Minutes of the Federal Open Market Committee (abbreviated as
Minutes in subsequent citations) are detailed summaries of the discus-
sions at FOMC meetings. The Minutes were kept through mid-1976,
and were replaced with verbatim Transcripts of Federal Open Market
Committee meetings (abbreviated as Transcripts). The Transcripts are
currently available for 1981 to 1996. These two sources obviously pro-
vide insight regarding what members of the Federal Reserve�s key pol-
icymaking committee believed about economic relationships in various
eras. While members of the FOMC rarely frame their remarks in terms
of economic models or theories, their statements often provide informa-
tion about how they believe the economy works. One obvious benefit of
the Minutes is that they were not intended for broad public dissemina-
tion. For the first part of the postwar period, the FOMC intended them to
be confidential; later the Committee adopted a policy of releasing the
Minutes with a five-year lag. Thus, members of the FOMC could be
fairly frank in their comments. We also use the brief, rapidly released
summaries of FOMC meetings contained in the Record of Policy
Actions of the Federal Open Market Committee (abbreviated as RPA).2

These short summaries are helpful for directing our reading of the
Minutes and for giving a sense of what contemporary observers and par-
ticipants thought were the key issues and the essence of the discussion.

The 1950s B

Monetary and fiscal policymakers in the 1950s held similar views
about how the economy worked. One feature of the 1950s model was
a realistic view of capacity and full employment. Policymakers
believed that inflation began to rise at moderate rates of overall unem-
ployment. A more important feature of the model was a definite belief
that attempting to push the economy above full employment would be
self-defeating. Such policies would lead to inflation, which would in
turn lower long-term growth and possibly precipitate a recession.
Thus, if anything, the 1950s model held that there was a positive long-
run relationship between inflation and unemployment.3

The notion that there was a level of production and employment
above which wages and prices started to rise was well accepted in the
1950s. For example, in 1955 one FOMC member said, �The economy
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was moving nearer capacity in many respects, and as this point
approached less efficient means of production would be utilized and
prices would tend to rise.� (Minutes, October 4, 1955, p. 8.) Similarly,
the 1957 Economic Report stated: �When production, sales, and
employment are high, wage and price increases in important industries
create upward pressure on costs and prices generally.� (EROP, 1957,
p. 44.) In describing what happened in 1955, the 1956 Economic
Report gave a detailed description of why prices rise at high employ-
ment. It stated:

The increase of overtime at premium rates of pay, higher wage
rates and fringe benefits, greater resort by business firms to
older and less efficient units of equipment in order to meet the
pressing requirements of their customers, and the growing dif-
ficulties in finding suitable workers, all served to increase unit
labor costs. Their advance ... exerted persistent and increasing
pressure on both profit margins and prices. (EROP, 1956, p. 23.)

The level of unemployment at which 1950s policymakers thought
these effects would result was not particularly low. In August 1955,
one member of the FOMC indicated that at the current rate of unem-
ployment rate of 4 percent:4

We can all agree that the economic situation is ebullient and
presses on the comfortable capacity of the economy. It can
thus be concluded that the apparent present trends in the econ-
omy simply extend themselves to over-reach comfortable
capacity and that, accordingly, an inflation is inevitable.
(Minutes, August 2, 1955, p. 23.)  

The 1956 Economic Report suggested a similar view when it dis-
cussed �the attainment of practically full employment in the Nation at
large� during the previous year. (EROP, 1956, p. v.) �Practically full
employment� was the term used in the 1950s Economic Reports for
the lowest sustainable rate of unemployment, and in 1955 the average
unemployment rate was 4.4 percent. In 1959, the chief economist of
the Board of Governors said that �[t]he economy is approaching the
limits of resource utilization� when the current unemployment rate was
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5 percent. (Minutes, June 16, 1959, p. 6.) The 1958 Economic Report,
while not giving a specific number, expressed a particularly cogent view
of full employment. It discussed the likely scenario �[w]hen economic
resources are close to being fully used, even though there may be slack
in some sectors of the economy.� (EROP, 1958, p. 3.)

More interesting than the realistic notion of capacity are the beliefs
policymakers in the 1950s held about what would happen if aggregate
demand policy tried to push unemployment below its full employment
level. The most optimistic belief was that the effort would have no
impact on unemployment and would only cause inflation to increase.
The 1958 Economic Report, after giving the sensible definition of full
employment above, continued: �Efforts to accelerate growth under
these conditions may succeed only in generating inflationary pres-
sures.� (EROP, 1958, p. 4.) 

A much more common view was that the inflation that would result
from overexpansion would eventually raise unemployment, not lower
it. Federal Reserve Chairman William McChesney Martin said in 1958: 

If inflation should begin to develop again, it might be that the
number of unemployed would be temporarily reduced to four
million [from the current level of five million], or some figure
in that range, but there would be a larger amount of unem-
ployment for a long time to come. If inflation should really get
a head of steam up, unemployment might rise to ten million or
fifteen million. (Minutes, August 19, 1958, p. 57.)

The chief economist of the Board of Governors was even more direct
in seeing a link between over-expansion and downturn. He said: 

Increasing demands after mid-1955 resulted in relatively small
increases in output but marked advances in prices ....
Distortions such as undue inventory accumulation, too hasty
capital expansion in some areas, too rapid a rise in debt bur-
den, and consumer resistance to price increases undermined
the prevailing high activity and led to the recession of 1957-
58. (Minutes, September 22, 1959, p. 8.)
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Fiscal policymakers expressed a similar view. The 1956 Economic
Report stated: 

As a Nation, we are committed to the principle that our econ-
omy of free and competitive enterprise must continue to grow.
But we do not wish to realize this objective at the price of infla-
tion, which not only creates inequities, but is likely, sooner or
later, to be followed by depression. (EROP, 1956, p. 28.) 

The 1958 Economic Report stated: �we must be continuously on guard
against resort to measures that might provide a spurt in activity at the
cost of impairing the long-run health of the economy.� (EROP, 1958,
p. 3.) The 1959 Economic Report provided a discussion of the mech-
anisms by which inflation hurt economic growth. It stated: 

A persistent upward movement of prices would ... narrow mar-
kets at home for important groups of goods, lower our capa-
bility to compete in the world�s markets, and by requiring
restrictive fiscal and monetary policies, lessen our chances of
fully realizing our potential for economic growth. (EROP,
1959, p. 48.)

In addition to this firm belief that overexpansion would have detri-
mental effects, monetary policymakers in the 1950s also had a rela-
tively modern view of the process of disinflation. There was much dis-
cussion of inflationary expectations and the persistence of inflation,
especially late in the decade. For example, in February 1959, one
member of the FOMC spoke of the �rampant inflationary psychol-
ogy.� (Minutes, February 10, 1959, p. 22.) Also, there was a sense that
tight policy and slack were necessary to reduce inflation. In 1958,
Chairman Martin noted that �[h]e did not know how to deal with the
specifics of the problem [of inflationary psychology] except by mov-
ing in the right direction within the System.� (Minutes, August 19,
1958, p. 59.) In 1959, Martin was much more direct about the costs of
disinflation. He said that �[h]e hoped that inflation would not get out
of hand to such an extent that a very serious price would have to be
paid for its correction.� (Minutes, January 6, 1959, p. 37.)
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The 1960s C

There was a marked shift in policymakers� view of the economy in
the 1960s. Policymakers in the 1960s adopted a highly optimistic view
of the levels of output and employment that could be reached without
triggering inflation. Also, in stark contrast to policymakers in the
1950s, policymakers in the 1960s came to believe in a long-run trade-
off between unemployment and inflation.

The shift was clearest and sharpest among fiscal policymakers. The
1962 Economic Report, the first under the Kennedy Administration,
identified 4 percent as a �reasonable and prudent� unemployment rate
that aggregate demand policy should aim for given the structure of the
economy. (EROP, 1962, pp. 46, 48.) This assessment did not change
noticeably throughout the 1960s.5 The 1962 Economic Report esti-
mated that potential output was growing at an annual rate of 3.5 per-
cent. (EROP, 1962, p. 113.) This figure was gradually raised, and by
1967 the estimate was 4 percent. (EROP, 1967, p. 44.)

Fiscal policymakers in the 1960s were sufficiently confident of their
estimates of the sustainable rate of unemployment that they consis-
tently attributed inflation that arose before unemployment reached this
level to sources other than excess demand. In discussing the inflation
of 1955 to 1957�a period when unemployment averaged 4.3 per-
cent�the 1962 Economic Report argued that �[a] simple explana-
tion running in terms of over-all excess demand is not satisfactory. If
aggregate excess demand prevailed at all, it existed only briefly
toward the end of 1955.� (EROP, 1962, p. 171.) The Report went on
to blame the inflation on the concentration of the boom in durables
and on union and corporate power. (EROP, 1962, pp. 171-172, 175.)
The inflation of 1965 (when unemployment was 4.5 percent) was
attributed to idiosyncratic changes in food and commodity prices
and was not expected to continue. (EROP, 1966, pp. 65-67, 87-88.)
The inflation of 1966 (when unemployment was 3.8 percent) was
ascribed to the economy approaching potential too fast, not to an
excessive level of economic activity, and to idiosyncratic factors,
and was again not expected to continue. (EROP, 1967, pp. 72-73,
97-98.) And in discussing the further rise in inflation in the second
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half of 1967 (when unemployment was 3.9 percent), the Economic
Report stated:

Demand was not yet pressing on productive capacity�over-all
or in most major sectors. The period of slow expansion [from
mid-1966 to mid-1967] had created enough slack so that pro-
duction could respond to increasing demand without signifi-
cant strain on productive resources. (EROP, 1968, p. 105.)

Fiscal policymakers in the 1960s also came to believe that there
was a long-run tradeoff between inflation and unemployment. In the
early part of the decade, they felt that there was a large margin of
slack in the economy, and so discussed the long run relatively little.
Nevertheless, there were certainly hints that they perceived a long-
run tradeoff. (For example, EROP, 1962, pp. 46-47; 1963, p. 84;
1964, p. 117.) Later in the decade, when they believed the economy
was close to potential, policymakers expressed this view clearly. The
1967 Economic Report stated that �the economy is now in the range
of trade-off between falling unemployment and rising prices,� and
that one must therefore ask: �how should we rank the advantages of
fuller employment against the disadvantages of rising prices?�
(EROP, 1967, p. 99.) The 1969 Report began its discussion of infla-
tion by presenting a scatter plot of inflation and unemployment over
the years 1954 to 1968 and noting that �[i]t reveals a fairly close asso-
ciation of more rapid price increases with lower rates of unemploy-
ment.� (EROP, 1969, p. 94.) It also said that �the choice of the ideal
level of utilization is a social judgment that requires a balancing of
national goals of high employment and reasonable price stability.�
(EROP, 1969, p. 62.)6

The views of monetary policymakers in the 1960s are somewhat
harder to discern. It is clear that monetary policymakers, like the
Administration, were very optimistic about the sustainable levels of
output and employment. As described above, in the late 1950s normal,
sustainable rates of unemployment were thought to be 5 percent or
even higher. But in the early 1960s, with unemployment between 5
and 6 percent, there was general consensus that there was a wide mar-
gin of unutilized resources and that inflation was not a concern. In
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January 1963, for example, the Committee perceived a �continuing
underutilization of resources.� (RPA, January 29, 1963, p. 63.) In May
1964, the Committee described the nominal GNP growth of 7.5 per-
cent over the previous four quarters as �a moderate, sustainable pace.�
(RPA, May 5, 1964, p. 84.) And in 1968, when industrial production
had been growing at an average annual rate of 7 percent over the
past seven years, the Committee saw �relative slack� in capacity uti-
lization, though not in the labor market. (Minutes, February 6, 1968,
p. 36.)

The narrative record does not provide explicit statements of a belief
in a long-run tradeoff on the part of monetary policymakers in the
1960s. Indeed, in 1966 Chairman Martin continued to take the opposite
position. (Minutes, January 11, 1966, p. 82.) And monetary policymak-
ers were quicker than their fiscal counterparts to attribute inflation to
high levels of economic activity: beginning in late 1966, they often
took the view that the economy was at or near capacity, and that this
was leading to inflation. In December 1967, for example, they felt that
�[i]t now appeared highly probable ... that upward pressures on prices
would persist as the effects of higher costs were reinforced by those of
rapidly expanding demands.� (RPA, December 12, 1967, p. 199.)

Crucially, however, monetary policymakers did not view the high
levels of activity as unsustainable. The policy discussions and direc-
tives for the first half of 1968 provide considerable insight regarding
their thinking. At the beginning of the year, unemployment was 3.7
percent, and real GNP growth was expected to increase from its esti-
mated pace of 4.4 percent per year in the fourth quarter of 1967. (RPA,
February 6, 1968, p. 117.) Yet, policymakers� central concern was
merely that inflation might continue, not that it would rise. A typical
statement was that �prospects are for further rapid growth and persist-
ing inflationary pressures� (for example, RPA, January 9, 1968, p.
115), or that �unit labor costs would remain under upward pressure.�
(RPA, March 5, 1968, p. 123.) Indeed, although monetary policy-
makers were less optimistic about inflation than the Council of
Economic Advisers, they nonetheless expected inflation to fall.
(Minutes, February 6, 1968, p. 45.) In June, Congress enacted a tax
surcharge, which the FOMC expected to slow real growth but not to
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lead to any significant decline in capacity utilization or rise in unem-
ployment. Yet, the Committee believed the surcharge would lead �to a
gradual lessening of inflationary pressures.� (RPA, May 28, 1968, p.
154.) It expected inflation to fall (RPA, June 18, 1968, p. 162; July 16,
1968, p. 167), and it replaced the reference to �persisting inflationary
pressures� in the policy directive with milder language about price
increases. (RPA, July 16, 1968, p. 173.) In short, although monetary
policymakers did not spell out their worldview explicitly, it appears to
have been consistent with that of fiscal policymakers.

The 1970s D

The narrative record suggests that there was another sea change in
economic beliefs early in the 1970s. Both fiscal and monetary policy-
makers adopted the Friedman-Phelps natural-rate framework remark-
ably rapidly. Throughout the decade, policymakers believed that the
change in inflation depended on the deviation of the unemployment
rate from its normal level. However, the 1970s saw considerable
swings in both the estimates of the natural rate and in views about the
downward sensitivity of inflation to economic slack.

Early 1970s. The first evidence that policymakers adopted the natu-
ral-rate framework came in their view of what it would take to reduce
inflation. The 1970 Economic Report (the first under the Nixon
Administration) stated that �inflations have seldom ended without a
temporary rise in unemployment� (EROP, 1970, p. 21), and that a
policy of aggregate demand restraint 

should ultimately produce high employment with much less
inflation than we have recently experienced. During the tran-
sition, we may find both unemployment and inflation to be
higher than would have been desirable if the inflation had not
been allowed to persist so long. This is the price we must pay
for having long pursued inflationary policies. Once inflation
has been set in motion, there is no way of correcting it without
some costs. (EROP, 1970, p. 22.)

The Report went on to say that �a GNP gap places a downward pressure
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on the rate of inflation� (EROP, 1970, p. 58), and that policymakers
expected that at the end of the year, 

output will be below its potential and the rate of inflation,
while declining, will probably still be too high. The transition
to an economy growing along the path of potential output at
full employment with reasonable price stability will not have
been completed. (EROP, 1970, p. 65.)

This view that the change in inflation depends on the deviation of
unemployment from the natural rate is the centerpiece of standard for-
mulations of the natural-rate hypothesis. The obvious corollary to the
view that inflation falls when unemployment is above its normal level
is that inflation rises when unemployment is below its normal level.
This view presents a striking contrast to that of just one Economic
Report before. The 1969 Report had stated that the level of inflation
depended on the unemployment rate and that a society could choose
from the feasible combinations of inflation and unemployment. The
1970 Economic Report suggested instead that there was a long-run
vertical Phillips curve and that society could have any inflation rate it
wanted at the natural rate of unemployment.

The acceptance of the natural rate framework at the Federal Reserve
appeared principally in the form of a new emphasis on expectations.
Expected inflation plays a crucial role in the natural-rate framework:
inflation differs from its expected value when employment is different
from the natural rate. And, expected inflation, which had been virtu-
ally absent from policymakers� discussions during most of the 1960s,
suddenly began to play a key role in policymaking at the end of 1968.
In December, the FOMC felt that �[e]xpectations of continued infla-
tionary pressures appeared to be widespread,� and the Committee
referred to �the persistence of inflationary pressures and expectations�
and �the prevailing inflationary psychology.� (RPA, December 17,
1968, pp. 219, 224; see also Minutes, December 17, 1968, passim.)
This suggests that monetary policymakers no longer believed that
inflation simply depended on the unemployment rate, but also on past
behavior and other determinants of expectations.
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While policymakers quickly adopted the natural-rate framework,
their views about the level of the natural rate and the sensitivity of the
change in inflation to deviations from the natural rate were initially
very optimistic. The 1970 Economic Report estimated the natural rate
of unemployment at 3.8 percent and the growth rate of potential out-
put at 4.3 percent per year. (EROP, 1970, pp. 79, 81.) And, it projected
that an average shortfall of output from potential of about 2 percent
over a three-year period would bring inflation down by about 3 per-
centage points. (EROP, 1970, pp. 66, 84-85.) Monetary policymakers
were similarly optimistic. For example, in early 1970, with the unem-
ployment rate around 4 percent and only a very mild recession
expected, policymakers expected inflation to begin falling by the end
of the year. (RPA, February 10, 1970, p. 99; March 10, 1970, p. 106.)
In March 1971, the FOMC was interested in what type of stimulus
would be needed to bring unemployment down to 4 percent by the end
of 1972, and the staff reported that this could be done with a consid-
erable fall in inflation. (Minutes, March 9, 1971, pp. 33-35.)

When inflation failed to fall as quickly as policymakers had hoped,
however, they responded by becoming dramatically more pessimistic
about the downward responsiveness of inflation to slack. The 1972
Report raised the possibility of 

[a] tendency to an unsatisfactorily high rate of inflation which
persists over a long period of time and is impervious to varia-
tions in the rate of unemployment, so that the tendency cannot
be eradicated by any feasible acceptance of unemployment.
(EROP, 1972, p. 113.) 

At the Federal Reserve, Chairman Arthur Burns was sympathetic to
this new, pessimistic view of inflation from the beginning of his term
in February 1970. The Minutes of the June 8, 1971, meeting report that
in Burns�s judgment,

the old rules were no longer working. ... Years ago, when busi-
ness activity turned down, prices would respond�with some
lag�not by rising more slowly but by declining; and wages
would follow. That kind of response had become progressively
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weaker after World War I, and of late one found that at a time
when unemployment was increasing prices continued to advance
at an undiminished pace and wages rose at an increasing pace. ...
Time and again economists had hoped that the old business cycle
would reassert itself in the sphere of prices and wages ....
However, he had now come to the conclusion that the response
had changed. (Minutes, June 8, 1971, p. 50.)

Burns went on to suggest that the rise of public sector unions, the
impact of that rise on the labor movement in general, welfare, and
other factors might be responsible for the change. (Minutes, June 8,
1971, p. 51.) He concluded that:

monetary policy could do very little to arrest an inflation that
rested so heavily on wage-cost pressures. In his judgment a
much higher rate of unemployment produced by monetary
policy would not moderate such pressures appreciably.
(Minutes, June 8, 1971, p. 51.)

Such views were common at the Federal Reserve in this period. (For
example, Minutes, January 12, 1971, p. 25; May 11, 1971, pp. 28-29;
June 29, 1971, pp. 34-35.)

Mid-1970s. In the middle part of the 1970s, policymakers gradually
reverted to more conventional views of the dynamics of inflation. The
1974 Economic Report, for example, although warning that the course
of reducing inflation would be �long and difficult,� painted a standard
picture of the impact of aggregate demand restraint on inflation.
(EROP, 1974, pp. 21-23, 27-28.) Similarly, the 1975 Economic Report
said that �a shift to policies of restraint first exerts an adverse influ-
ence on output and the desired price deceleration effect materializes
only with a lag.� (EROP, 1975, pp. 128-129.) The 1977 Economic
Report stated: �Nor can one deny that a slack economy with low uti-
lization of capital and labor resources is usually a moderating influ-
ence on prices and wages.� (EROP, 1977, p. 57.) The Report did cau-
tion that �because of an economy-wide persistence in price and wage
inflation, these excess demand and excess supply effects sometimes
seem to work very slowly, with their influence spread over a long
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period.� (EROP, 1977, p. 57.) But these persistence effects were
thought to be symmetric. On the monetary side, policymakers con-
cluded at the same time that the appropriate antidote to inflation was
conventional monetary tightening.7 And in March 1977, one member
of the FOMC �noted that the substantial margin of unused capacity
and the high rate of unemployment at this time should tend to limit the
rate of increase in wage rates and in the broad measures of prices.�
(RPA, March 15, 1977, pp. 198-199.) 

Similarly, policymakers� views concerning sustainable output and
unemployment became steadily less optimistic over the early and mid-
1970s. In 1971, fiscal policymakers suggested that the natural rate of
unemployment might be 4 percent or somewhat higher. (EROP, 1971,
pp. 76-78.) In 1972, they calculated that demographic changes might
have added percentage point to the natural rate relative to the 1950s.
(EROP, 1972, pp. 113-116.) And in 1974, they argued that the econ-
omy might have been at potential in 1973, when unemployment aver-
aged 4.9 percent, and that the growth rate of potential output might be
below 4 percent per year. (EROP, 1974, pp. 58-65.) The views of mon-
etary policymakers underwent a similar evolution. For example, the
Minutes for June 1972 report:

As to the method of measuring potential output, [Chairman
Burns] noted that the calculations the staff had presented ...
were based on the assumption of a 3.8 per cent rate of unem-
ployment. It was desirable for the Committee to have such cal-
culations, since they were widely employed elsewhere. At the
same time, it would be useful also to have supplementary cal-
culations based on a more realistic unemployment rate�per-
haps 4.5 per cent. (Minutes, June 19-20, 1972, pp. 80-81.)

This trend toward a higher estimate of the natural rate reached a
peak in early 1977. The CEA devoted a substantial portion of the final
Ford Administration Economic Report to discussing the natural-rate
framework and providing new lower estimates of potential output and
higher estimates of �full-employment� unemployment. The definition
of the full-employment rate of unemployment given in the 1977
Report is textbook-perfect��the lowest rate of unemployment attain-
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able, under the existing institutional structure, that will not result in
accelerated inflation.� (EROP, 1977, p. 48.) The Report went on to say
that the CEA of the 1960s selected 4 percent for this measure, but that
the 1977 CEA thought it was substantially higher. The CEA estimated
that accounting for straightforward demographic changes raised this
number to 4.9 percent. And, if other changes more difficult to quantify
were taken into account, �it is likely that they have raised the full-
employment unemployment rate even higher than the current estimate,
perhaps closer to 5 percent.� (EROP, 1977, p. 51.)

The records of the Federal Reserve make it clear that their estimate
of the natural rate had also risen substantially by 1977. In July:

concern was expressed that the lag in growth of productive
facilities so far in this business expansion might result in the
development of pressure against available capacity while the
unemployment rate was still relatively high. (RPA, July 19,
1977, p. 249.)  

In September, it was suggested that the estimated unemployment rate
of 7.1 percent �was still significantly above the level that might be
regarded as �full employment,� even if that level were judged for struc-
tural reasons to be considerably higher than in the past.� (RPA,
September 20, 1977, p. 276.) And then in December, when the most
recent unemployment rate was estimated to be 6.9 percent:

one member questioned whether the over-all rate might not be
about as low as could be expected, given the rapid growth in the
labor force. He suggested that the high rate of unemployment
was a structural problem that could not be solved with monetary
policy instruments. (RPA, December 19-20, 1977, p. 319.)

In the mid-1970s, supply shocks were also incorporated into policy-
makers� model of the economy. The 1975 Economic Report, for exam-
ple, had a cogent discussion of how an oil price rise could both depress
output and lead to inflation. (EROP, 1975, pp. 73-75, 190-192.)
Similarly, from the very start of the 1973 oil embargo, the FOMC
believed that �[a] further weakening in activity and an appreciable rise
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in prices are in prospect because of the curtailment in oil supplies.�
(RPA, December 17-18, 1973, p. 220.) However, throughout the mid-
1970s, supply shocks were not given a central role. For example, the
1975 Economic Report argued that supply shocks were not the key
source of inflation in the early and mid-1970s. It stated: 

Supply reductions also contributed to imbalances between
aggregate supply and demand, particularly in the past few
years: crop failures and reduced oil supplies are the most
notable examples. Without neglecting specific features, the
U.S. inflation since the mid-1960�s can nevertheless be ana-
lyzed in terms of a general conception of the inflationary
process that emphasizes the role of monetary and fiscal poli-
cies. (EROP, 1975, p. 128.)

Likewise, while the FOMC mentioned food and energy prices period-
ically, such shocks were typically mentioned as an aside rather than as
a key determinant of macroeconomic conditions. (See, for example,
RPA, August 20, 1974, pp. 193-194; January 17-18, 1977, p. 167.)

Late 1970s. In the late 1970s, the trends toward a more realistic
model were reversed somewhat. First, estimates of the natural rate
were reduced, at least among some policymakers. This change was
most noticeable in President Carter�s signed section of the 1978
Economic Report. It stated that: �Over the next several years I believe
we can increase our real output by 4 to 5 percent per year, and reduce
unemployment by about one-half of a percentage point each year.�
(EROP, 1978, p. 5.) Given that the unemployment rate at the time was
7.1 percent, the belief that such sustained reductions in unemployment
were possible suggests either that the President�s estimate of the natu-
ral rate was quite low, or that he did not accept the natural rate frame-
work at all.  

The CEA�s analysis in the 1978 and 1979 Economic Reports shows
much less of a change. The Council�s section of the 1978 Economic
Report certainly endorsed the Friedman-Phelps framework and devoted
an entire chapter to discussing the natural rate and its implications for
policy. Of the 1977 revision of potential GNP and high-employment
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unemployment, the 1978 Report stated: �The present Council has
reviewed the new estimates and concluded that they are a major
improvement.� (EROP, 1978, p. 83.) It is true that while the 1977
Report emphasized that the new estimates were still surely too opti-
mistic, the 1978 Report treated 4.8 percent as a plausible estimate of the
natural rate. (EROP, 1978, p. 84.) But the 1978 CEA did discuss the
possibility that �the overall unemployment rate at which inflation is
likely to accelerate has risen by 1 percentage points rather than 1 per-
centage point over the past 20 years.� (EROP, 1978, p. 171.) And, the
1979 Report concluded that �under current labor market conditions the
danger of accelerating wages begins to mount as the rate of unemploy-
ment falls significantly below 6 percent.� (EROP, 1979, p. 65.)

The prevailing estimate of the natural rate appears to have fallen at
the Federal Reserve during 1978 and 1979. G. William Miller was
appointed Federal Reserve chairman in March 1978. Over the next
year and a half, there were numerous debates within the FOMC about
the level of the natural rate. For example in April 1978, with the unem-
ployment rate slightly above 6 percent, two members suggested that:

the unemployment rate was approaching the level where
unused labor resources of many kinds might be limited. A third
member expressed disagreement with that view of the unem-
ployment situation [and] ... suggested that it was not widely
held. (RPA, April 18, 1978, p. 162.)

This optimistic view of the natural rate was reiterated by another
member, who felt that �slack still existed in the utilization of indus-
trial capacity and of the labor force.� (RPA, April 18, 1978, p. 162.)
There was a similar discussion in March 1979. With unemployment
slightly below 6 percent, some members expected a �significant eas-
ing from the rapid rise [of prices] of recent months� because �recent
increases in prices represented temporary [supply] factors.� (RPA,
March 20, 1979, p. 139.) That this more optimistic view of the natu-
ral rate carried the day is evidenced by the fact that at this meeting
four members dissented because they felt that there were �strong
inflationary forces reinforced by pressure on capacity in some indus-
tries.� (RPA, March 20, 1979, p. 142.) 
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Policymakers in the late 1970s also put more emphasis on supply
shocks than they had in the middle years of the decade. For example,
in May 1978, several members of the FOMC �expressed the view that
the rise [in inflation] was likely to be more rapid than projected by the
staff� because �the supply-related increase in prices of foods over the
remainder of 1978 would exceed the staff projection.� (RPA, May 16,
1978, pp. 175-176.) Similarly, in early 1979, the rise in oil prices and
the resulting general inflation led many members of the FOMC to feel
that the probability of a recession had increased. (RPA, March 20,
1978, p.138.) At the CEA, supply shocks were given a substantial role
in explaining recent macroeconomic developments. The 1978
Economic Report, for example, said that fluctuations in consumer
prices in the period 1975 to 1977 �were principally due to erratic vari-
ations in food and energy prices.� (EROP, 1978, p. 142.) Perhaps more
importantly, whereas the 1975 Economic Report emphasized the role
of excess demand in causing the inflation of the early and mid-1970s,
both the 1978 and 1979 Economic Reports took the position that �the
dominant influence was the rise in fuel and food prices.� (EROP,
1978, p. 141; see also, EROP, 1979, pp. 38, 55.) 

An even more important change in beliefs in the late 1970s was the
resurgence of Arthur Burns�s view that slack had little impact on infla-
tion. The President�s section of the 1978 Economic Report stated:

Recent experience has demonstrated that the inflation we have
inherited from the past cannot be cured by policies that slow
growth and keep unemployment high. ... The human tragedy
and waste of resources associated with policies of slow growth
are intolerable, and the impact of such policies on the current
inflation is very small. ... Economic stagnation is not the
answer to inflation. (EROP, 1978, p. 17.) 

In reviewing the inflation experience of the previous ten years, the
Report said: 

The inflation would not have persisted during the 1970 reces-
sion if wages and prices were very sensitive to economic
slack. On the basis of the experience of that period, and the
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similar one more recently, estimates of the size and duration
of the demand restraint and output loss that it takes to slow
inflation have been revised sharply upward. (EROP, 1978,
p. 140.)  

There was an extended discussion that �some longer-term decrease in
downward flexibility, especially of wages, seems evident.� (EROP,
1978, p. 145.) The Council concluded that �an attempt to purge infla-
tion from the system by sharp restrictions on demand would require
a long period of very high unemployment and low utilization of
capacity.� (EROP, 1978, p. 150.) Similarly, the 1979 Report stated:
�The stubborn resistance of inflation to the traditional remedies
reflects the fact that the rate of wage and price increase is relatively
inflexible in the face of slack demand,� and that �[r]eductions in out-
put and major increases in unemployment are no longer as effective
in slowing the rate of wage and price increase.� (EROP, 1979, p. 78.)

The FOMC, under Chairman Miller, also showed some of the
increased pessimism about the ability of tight policy to reduce infla-
tion evident in the early Carter Administration Economic Reports. For
example, in August 1978:

One negative element in this pattern, which seriously con-
cerned all members of the Committee, was the unexpectedly
high recent rate of inflation in prices and wages and the related
possibility that an appreciable slowing of inflation would
prove more difficult to achieve than previously had been antic-
ipated. (RPA, August 15, 1978, p. 210.)

As late as May 1979 it was noted that:

There was evidence that over time the rate of inflation had
been less variable in the United States than in other industrial
countries, suggesting that it would be more difficult to reduce
the rate here. According to a number of economic projections,
moreover, deceleration of inflation would be a slow and
lengthy process. (RPA, May 22, 1979, pp. 161-162.)
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The 1980s and 1990s E

The Modern Consensus. The end of the 1970s and the beginning of
the 1980s saw the emergence of an important new consensus among
policymakers about the functioning of the economy and the effects of
policy. The natural-rate hypothesis, with its rejection of a long-run
tradeoff between unemployment and inflation, provided the guiding
framework of the consensus. The first Economic Report of the Reagan
Administration stated: �The average rate of unemployment and the
average rate of inflation are best regarded as unrelated in the long
term.� (EROP, 1982, p. 52.) Or, as the 1983 Economic Report put it: 

In the 1960s, many economists believed that the Federal
Government could keep unemployment down permanently by
accepting a higher rate of inflation. ... During the 1970s these
views proved to be incorrect. (EROP, 1983, p. 18.)

The Report went on to say:

Historical experience suggests that the change in the rate of
inflation depends both on the rate at which economic activity
is expanding and on the level of economic slack. If the slack
in the economy declines too rapidly, or capacity utilization is
held at too high a level, inflation will tend to increase. The
lower limit on unemployment below which inflation will tend
to increase is referred to as the inflation threshold unemploy-
ment rate. (EROP, 1983, p. 37, emphasis in the original.)

The new consensus of beliefs had four critical elements beyond the
central place of the natural-rate hypothesis. First, policymakers in the
early 1980s had substantially higher estimates of sustainable unemploy-
ment than many of their predecessors over the previous two decades.
The 1982 Economic Report argued that capacity constraints had caused
inflation to rise in 1978 to 1979, a period when unemployment averaged
6.0 percent. (EROP, 1982, p. 51.) The next year�s Report stated:

While it is not easy to pinpoint the inflation threshold unem-
ployment rate precisely, it probably lies between 6 and 7 percent.
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Econometric studies of historical data suggest that when
unemployment is close to 6 percent, the rate of inflation tends
to accelerate. (EROP, 1983, p. 37.)

Second, policymakers returned to the view that aggregate demand
policies did provide a means of reducing inflation. The early Economic
Reports of the Reagan Administration contained standard discussions
of how in the short run, restrictive aggregate demand policies would
push output below its sustainable level and unemployment above its
natural rate, and bring about reductions in inflation. The 1982 Report
stated, �policies designed to reduce inflation significantly will tem-
porarily increase unemployment and reduce output growth.� (EROP,
1982, p. 58; see also pp. 24-25, 47.) Similarly, the 1983 Report stated,

the historical experience of the United States and other coun-
tries suggests that disinflation is generally associated with lost
output and increased unemployment. During periods of disin-
flation and recession, the measures available to reduce the pain
of the transition from accelerating inflation to price stability
are limited. Greater fiscal or monetary stimulus might increase
employment, but only at the risk of igniting inflation. (EROP,
1983, p. 37.)

Monetary policymakers shared these views that economic slack would
tend to bring about reductions in inflation, but that unemployment above
the range of 6 to 7 percent was needed to do so. For example, in March
1980, when the unemployment rate was in the vicinity of 6 percent,
FOMC members felt that �the underlying inflation rate would not be
reduced very much in the short run by the rather moderate contraction
in activity generally being projected.� (RPA, March 18, 1980, p. 108.) In
July 1981, when unemployment was slightly over 7 percent, 

[w]hile expecting the rate of inflation to remain high by his-
torical standards, nearly all members anticipated some
improvement. A number ... felt that significant and sustained
progress in reducing the underlying rate of inflation would
take time and might not be consistent with an early and strong
rebound in economic activity. (RPA, July 6-7, 1981, p. 116.)
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And in October 1982, with unemployment in the vicinity of 10 per-
cent, the Committee felt that:

further moderation in labor cost and price pressures and also
in inflationary expectations was a reasonable anticipation,
given an environment of moderate expansion in output and
employment, relatively low levels of resource utilization, and
prospects for improvements in productivity. (RPA, October 5,
1982, p. 124.)

Indeed, at virtually every meeting in this period, the staff and members
expected gradual declines in underlying inflation as the result of eco-
nomic slack.

The third important element of the new consensus was agreement
that means other aggregate demand policies were not viable cures for
inflation. Much of the evidence of this shift comes from what is not in
the policy record: After the presentation of a proposal for tax-based
incomes policies in the final Economic Report of the Carter
Administration (EROP, 1981, pp. 14, 57-68), discussion of wage and
price controls, guideposts, incomes policies, and voluntary wage and
price cooperation virtually disappeared from the narrative record of
stabilization policy. But there is also some direct evidence of this shift
in beliefs. For example, the 1982 Economic Report stated, �Neither
guideposts nor price controls ... have succeeded in stopping inflation.�
(EROP, 1982, p. 49.)

The final element of the consensus was agreement that the costs of
inflation were substantial. The 1982 Economic Report referred to �the
acute costs of rising inflation,� (EROP, 1982, p. 47.) and the 1983
Report stated:

Of all the economic problems that this Administration inher-
ited when it came to office in 1981, the most urgent was the
problem of rising prices. Double-digit inflation had created
serious economic distortions. (EROP, 1983, p. 19.)

Monetary policymakers appear to have had similar views. For example,
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in February 1980, �Committee members continued to express great
concern about the inflationary environment and its role in generating
distortions and instability.� (RPA, February 4-5, 1980, p. 101.)

Another fundamental change that occurred in the 1980s concerned
the beliefs relevant to fiscal policy. In the first three decades of the post-
war era, the aggregate demand implications of budget policy were seen
as crucial. Starting with the beginning of the Reagan Administration,
however, the impact of budget deficits on aggregate demand became of
secondary importance. Instead, the key beliefs motivating fiscal policy
concerned two long-run issues: the appropriate size of government, and
the importance of the incentive effects of taxes relative to the govern-
ment�s direct impact on national saving. Since the beliefs underlying
fiscal policy in the 1980s and 1990s no longer concerned the issues of
aggregate demand management that are the focus of this paper, we do
not review the evolution of those beliefs here.

Continuity and change in the 1990s. The central features of policy-
makers� beliefs have undergone remarkably little change over the past
twenty years. Monetary policymakers have remained passionate in
their views of the harms of inflation. In 1997, for example, Federal
Reserve Chairman Alan Greenspan stated:

the evidence is compelling that low inflation is necessary to
the most favorable performance of the economy. Inflation, as
is generally recognized throughout the world, destroys jobs
and undermines productivity gains .... Low inflation is being
increasingly viewed as a necessary condition for sustained
growth. (Greenspan, 1997, p. 1.)

A natural-rate framework has continued to be a core element of pol-
icymakers� beliefs in the 1990s.  The first Economic Report of the
George H. W. Bush Administration referred to:

the widely accepted view that, when inflationary expectations
are stable, the economy has a minimal rate of unemployment
consistent with nonaccelerating inflation. The nonaccelerating
inflation rate of unemployment, often referred to as the
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NAIRU or natural rate of unemployment, is an important
guide for policymakers. (EROP, 1990, p. 177.)

Similarly, the NAIRU featured prominently throughout the Economic
Reports of the Clinton Administration. (See, for example, EROP,
1994, pp. 109-112; 2001, pp. 73-74.) At the FOMC, policy discussions
focused on the relation between actual output and the economy�s nor-
mal capacity, and there was broad agreement that a situation where
output persistently exceeded capacity was unsustainable because of its
inflationary consequences. In February 2000, for example, the FOMC
felt that: 

The economy�s potential to produce goods and services had
been accelerating over time, but the demand for output had been
growing even more strongly. If this imbalance continued, infla-
tionary pressures were likely to build that would interfere with
the economy�s performance. (RPA, February 1-2, 2000, p. 204.)

During the decade, policymakers gradually raised their assessment
of the path of potential output. There was considerable uncertainty and
some divergence of views both about the magnitude of the change and
about its implications for the natural rate of unemployment. Fiscal pol-
icymakers were the most cautious. They argued that it was difficult to
know how long-lasting the increase in productivity growth would be,
and that a reasonable estimate was that some of it was transitory.
(EROP, 2001, pp. 28-29, 77.) They also believed that:

The new, higher trend growth of productivity since 1995 has
temporarily lowered the NAIRU (the nonaccelerating-infla-
tion rate of unemployment ...), because it can take many years
for firms and workers to recognize this favorable development
and incorporate it into their wage setting. (EROP, 2001, p. 73.)

Because of this belief that the increased productivity growth was tem-
porarily reducing the natural rate, fiscal policymakers concluded that
an unemployment rate in the vicinity of 4 percent was clearly below
its sustainable long-run level. (EROP, 2001, p. 74.)
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At least some monetary policymakers, on the other hand, felt that the
changes in the 1990s were more significant. For example, in June
1999 the Federal Reserve argued that �a further pickup in productiv-
ity growth is a distinct possibility.� (Monetary Policy Report to the
Congress, July 20, 2000; in Annual Report, 2000, p. 63.) With regard
to the labor market, there were clearly two distinct positions within the
FOMC. Some members shared the CEA�s view that the increase in
productivity growth had merely lowered the natural rate temporarily.
In June 2000, for example, with unemployment at 4.0 percent, some
members felt that �labor markets were already operating at levels of
utilization that were likely eventually to produce rising labor costs ...
even if productivity growth remained high or rose somewhat further.�
(RPA, June 27-28, 2000, p. 232.) Similarly, in August 2000, �a number
of members� felt that �a flattening out of the rate of increase in produc-
tivity, even at a high level, could well pose at some point a risk to con-
tinued favorable inflation performance.� (RPA, August 22, 2000, p.
240.)8 But other members do not appear to have seen the changes in the
labor market as temporary. At the meeting in June 2000, when some
members thought prevailing labor market conditions were not sustain-
able, �[o]ther members were more optimistic .... To date, unit labor costs
had been quite subdued, leaving open the question of what was a sus-
tainable level of labor resource use.� (RPA, June 27-28, 2000, p. 232.)
And, in December 2000, there was considerable sentiment that recently
prevailing patterns of the relation between labor utilization and inflation
provided a good guide for the future. (RPA, December 19, 2000, p. 264.)

A final change in beliefs in the 1980s and 1990s concerned the
importance of acting to prevent inflation by moving preemptively. In
the years immediately after its shift in operating procedures in October
1979, the Federal Reserve put considerable emphasis simply on bring-
ing about a gradual reduction in money growth in order to ensure a
gradual decline in inflation. But in the 1990s, monetary policymakers
viewed their job as more subtle:

Too often in the past, policymakers responded late to unfold-
ing economic developments and found they were far behind
the curve .... Those who wish for us ... to await clearly visible
signs of emerging inflation before acting are recommending
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we return to a failed regime of monetary policy that cost jobs
and living standards. 

I wish it were otherwise, but there is no alternative to
basing policy on what are, unavoidably, uncertain forecasts.
(Greenspan, 1997, p. 2.)

Despite these changes at the end of the century, the analysis of the
narrative record for the postwar era fundamentally leaves one with the
sense that policymakers� beliefs have almost come full circle.  Both in
the 1950s and in the 1980s and 1990s, the key features of policymak-
ers� model of the economy were a realistic view of sustainable unem-
ployment and a conviction that inflation was very costly. In between
these two points, however, there was an extended detour in policy-
makers� beliefs toward very optimistic estimates of sustainable unem-
ployment and deep pessimism about the ability of economic slack to
reduce inflation.

Evidence of changes in beliefs from Federal Reserve forecasts III

One way to see if the evolution of economic beliefs apparent in the
narrative record is genuine and meaningful is to look at the Federal
Reserve�s internal forecasts. These forecasts provide a window into
the model of the economy held by the staff of the Board of Governors.
To the degree that the staff�s model reflects or influences the frame-
work held by members of the FOMC, the forecasts can provide a win-
dow into the economic beliefs of the actual monetary policymakers.
Unfortunately, a similarly regular and confidential forecast from the
Council of Economic Advisers does not exist to provide insight
regarding the thinking of fiscal policymakers.

The Greenbook forecasts A

The Federal Reserve�s staff forecast is contained in the �Greenbook�
prepared before each meeting of the FOMC. These forecasts begin in
November 1965 and are available to the public through December
1996. Because the forecasts begin in the mid-1960s, we can only use
them to investigate changes in beliefs between the 1960s and today;
we cannot use them to verify the large changes in beliefs between the
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1950s and the 1960s apparent in the narrative record. The horizon of
the forecasts has lengthened over time. In the late 1960s and early
1970s, the forecasts typically went out only one or two quarters; in the
Volcker and Greenspan eras, they have typically gone out six to eight
quarters. Therefore, for consistency we can only look at changes in
medium-term forecasts over time. While the staff forecasts a plethora
of variables, we consider only the forecasts for the change in the
GNP/GDP deflator and the unemployment rate.

There is no question that the staff forecasts play a crucial role in
monetary policymaking. A reading of the Minutes and the Record of
Policy Actions of the FOMC for different eras shows that the staff
forecasts are typically the starting point for discussions of policy.
While individual members of the FOMC may express disagreement
with the forecast, it is rare that the majority of the Committee chal-
lenges it or disregards it. Much more often, the FOMC chooses policy
on the basis of how it wants inflation and real output growth to move
relative to the forecast. Therefore, it is plausible that the model
implicit in the forecasts reflects, or is at least not wildly at odds with,
the model held by the majority of the FOMC.

Forecast errors for inflation B

We first analyze the forecast errors for inflation. Economic beliefs
are likely to be reflected in the overall accuracy of the forecasts. A
more realistic model, all else equal, is likely to produce smaller fore-
cast errors. More importantly, beliefs are likely to affect the bias of the
forecasts. For example, if the forecasts in a period were based on an
overly optimistic view of the natural rate or of the ease of reducing
inflation, they would tend to systematically underpredict inflation. The
same would be true if the forecasts were based on a belief in a long-
run tradeoff and unemployment was below the natural rate. 

Method. To calculate forecast errors for inflation, one obviously
needs a series for comparison. We use a nearly real-time, unrevised
version of the NIPA data on the GNP/GDP deflator. In particular, we
use the �final� revision for each quarter, which is typically available at
the end of the subsequent quarter.9 This series represents the most
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This implied natural rate is calculated for each Greenbook forecast.
We then convert the results to a monthly series by assigning the
implied natural rate to the month in which the forecast occurred. For
the few months when two forecasts were conducted, we calculate the
monthly value by averaging the two observations.

Results. Chart 2 graphs the implied natural rates for 1967:10 to
1996:12.13 The series is clearly quite variable, even in recent years.
This presumably reflects the fact that the Federal Reserve staff has
other information about likely influences on inflation, such as supply
shocks. Because our simple calculation assumes that the only deter-
minant of changes in inflation is the departure of unemployment from
the natural rate, the inclusion of these other influences in the forecasts
of inflation reveals itself as gyrations in our implicit natural rate series.

The much more important finding apparent in chart 2 is that the
implicit estimates of the natural rate were much lower in the late 1960s
and early 1970s than in the Volcker and Greenspan eras. Table 2 gives
the summary statistics for the implied estimates of the natural rate for
different eras. The average implied estimate for 1967:10 to 1975:6 is
just 2.9 percent, while for the Volcker and Greenspan years (1979:8 to
1996:12) it is 7.3 percent. That is, fitting the forecasts for the 1960s and
early 1970s into a natural-rate framework requires using an extremely
low estimate of the natural rate. This finding is consistent with the nar-
rative evidence, which shows that policymakers in this era either
believed in a permanent tradeoff between inflation and unemployment,
or were highly optimistic in their estimates of achievable long-term
unemployment. The forecasts for the Volcker and Greenspan periods, in
contrast, are quite consistent with a natural-rate framework with a rea-
sonable (though slightly high) estimate of the natural rate. Again, this is
precisely what the narrative evidence suggests should be the case.

As with the forecast errors, the implicit estimates of the natural rate
in the mid- and late 1970s show interesting variation. The implicit
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estimates were remarkably high in the late Burns era (1975:7 to
1978:2).14 They then took an equally remarkable dip back toward to
1960s levels during the Miller years (1978:3 to 1979:7). This latter
finding is consistent with the narrative evidence that at least some
members of the FOMC during the Miller years were unrealistic in
their estimates of the natural rate. 

Narrative evidence on the relationship between policymakers�
beliefs and postwar stabilization policy IV

The previous two sections have shown that the framework policy-
makers used to understand the economy evolved over time. What
remains to be done is to show that this evolution of beliefs was
reflected in the policy choices that were made in different eras. One
way to do this is to again consider narrative evidence. Do the records
of the Federal Reserve and the Council of Economic Advisers suggest
that key policy decisions were motivated by policymakers� model of
the economy?
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Chart 2
Natural Rate of Unemployment Implicit

in Greenbook Forecasts
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Measures of policy A

Before one can see if policy changes were motivated by beliefs, one
needs to know what policy actions were taken in various eras. To this
end, we consider two standard measures of aggregate demand policy.
The stance of fiscal policy is well summarized by the ratio of the high-
employment surplus to potential GDP. The high-employment surplus
shows what the federal budget stance would be if GDP were at poten-
tial. Normalizing by potential GDP removes the trend caused by
growth in the economy over time. We use quarterly data on the high-
employment surplus and potential GDP from 1950 to the present from
the Congressional Budget Office.15 The high-employment surplus to
GDP ratio is graphed in chart 3.

An appropriate summary statistic for monetary policy is more con-
troversial. We use an estimate of the real federal funds rate as our
measure. At various points in its history the Federal Reserve has tar-
geted different indicators�free reserves in the 1950s, non-borrowed
reserves and monetary aggregates in the late 1970s and early 1980s,
the federal funds rate in the mid-1970s and the late 1980s and the
1990s. But in all eras, some short-term interest rate was at least a sup-
plementary target. More fundamentally, a short-term interest rate is a
consistently good indicator of money market conditions in virtually all
eras. Since the funds rate is the most commonly targeted short-term
rate, we choose that as our indicator.16

Because inflation has varied so substantially over time, we construct
an estimate of the ex ante real federal funds rate. To do this, we cal-
culate the ex post real rate using the GDP deflator to measure inflation.
We then use a Mishkin (1981) procedure to estimate the ex ante real
rate. In particular, we regress the ex post real rate on a constant, a
trend, and four lags of each of the nominal funds rate, the deviation of
log output from trend, and inflation.17 The fitted values of this regres-
sion are our estimates of the ex ante real funds rate. This series is
graphed in chart 4.  

The next step in the analysis is to examine whether key movements
in these policy indicators were motivated by policymakers� beliefs

The Evolution of Economic Understanding 

and Postwar Stabilization Policy 49



about how the economy worked. In this analysis we consider the same
sources as before�the Economic Report of the President and the
Minutes, Transcripts, and Record of Policy Actions of the Federal
Open Market Committee.

The 1950s B

An early commitment to aggregate demand management. The first
thing to notice about the policy indicators in the 1950s is that they
moved around substantially in response to macroeconomic conditions.
For example, when inflation began to rise in late 1954 and 1955, both
the high-employment surplus and the real federal funds rate rose.
Similarly, in the 1957-1958 recession, both indicators declined sub-
stantially, indicating a switch to expansionary policy. This is important
because there is a tendency to think that aggregate demand policy only
started to be used in the 1960s and that policymakers in the 1950s did
not feel a responsibility for managing the economy. But the narrative

50 Christina D. Romer and David H. Romer

Chart 3
Ratio of High-Employment Surplus to Potential GDP
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and empirical records show that the commitment to activist aggregate
demand management was already in place in the early 1950s. Thus,
the fundamental shift in attitudes about the role of government in man-
aging the economy occurred at or before the start of the postwar era.

The narrative evidence that both fiscal and monetary policymakers
felt a commitment to real output stabilization in the 1950s is substan-
tial. The 1956 Economic Report, for example, stated: �we have also
come to believe that progress need not proceed as irregularly as in the
past, and that the Federal Government has the capacity to moderate
economic fluctuations.� (EROP, 1956, p. iii.) It also referred to �a
responsibility on the Government to pursue policies that will help to
keep the private economy strong and growing� by �acting promptly
and resolutely when either recessionary or inflationary influences in
the general economy become evident.� (EROP, 1956, p. 8.) The
Federal Reserve clearly felt a similar, if somewhat less strong, respon-
sibility toward real stability. For example, at the start of the 1953-1954
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recession, the Federal Reserve adopted a program of �active ease� in
September 1953 (Minutes, September 8, 1953, p. 12), and had as the
primary goal of monetary policy �avoiding deflationary tendencies.�
(Minutes, September 24, 1953, p. 29.) 

As the reference above to avoiding both �recessionary or inflation-
ary influences� makes clear, policymakers in the 1950s also felt a
responsibility to maintain price stability. The 1958 Economic Report
stated: �A clear responsibility rests on Government to pursue policies
that will help prevent inflation.� (EROP, 1958, p. 4.) Earlier, the 1956
Economic Report recounted that:

the unfolding of prosperity generated a degree of exuberance
which, if left to itself, could have led to widespread increases
in prices, speculative buying, new price increases, and eventual
economic recession. The Federal Government, keenly aware of
its responsibilities under the Employment Act, moved res-
olutely to prevent such developments. (EROP, 1956, p. 28.)

The 1959 Economic Report discussed the Eisenhower Administra-
tion�s proposal �to amend the Employment Act of 1946 to make rea-
sonable price stability an explicit goal of Federal economic policy.�
(EROP, 1959, p. vi.)

Such a feeling of responsibility toward inflation control was, if any-
thing, more evident at the Federal Reserve. For example, when indus-
trial prices started to rise in the summer of 1955, Chairman Martin said,
�Inflation is a thief in the night and if we don�t act promptly and deci-
sively we will always be behind.� (Minutes, August 2, 1955, p. 13.)
Again in 1958, when the FOMC feared inflation was about to rise
again, one governor said that �the country was going to have inflation
and that there must be serious shock treatment.� (Minutes, September
9, 1958, p. 27.) Perhaps the most telling statement of what the Federal
Reserve took to be its responsibilities in this era was made in 1959. One
member of the FOMC expressed the view that: �The System, of course,
wanted growth as well as [price] stability, but if temporarily there had
to be a choice between growth and arresting inflationary psychology
he would favor the latter course.� (Minutes, February 10, 1959, p. 22.)
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This sense of responsibility toward managing the economy is partic-
ularly evident if one looks at the Record of Policy Actions of the FOMC
during the 1950s. Far from being unconcerned or unresponsive to eco-
nomic conditions, the FOMC frequently changed what it said it was
trying to accomplish in response to economic conditions. Consider, for
example, the fairly typical year of 1956. The FOMC met nineteen times
during the year. The policy directive given to the open market manager
was changed at five of those meetings. For example, in January, �there
had been a slight�perhaps almost imperceptible�change in the state
of the economy� toward cooling off. (RPA, January 24, 1956, p. 20.) In
response, the FOMC changed the directive, which had been aimed at
�restraining inflationary developments,� to also include taking �into
account any deflationary tendencies.� (RPA, January 24, 1956, p. 19.)
In March, when �economic activity ... had moved on a plateau during
the first quarter of 1956,� but �key prices were firm to rising,� the
directive was modified to take out the concern about deflationary ten-
dencies. (RPA, March 27, 1956, pp. 25-26.) This tweaking of the direc-
tive and policy in response to current and prospective economic condi-
tions was repeated in May, August, and November. There can be no
doubt that the Federal Reserve felt a responsibility toward managing
the economy in the 1950s and consciously moved aggregate demand to
stabilize output and prices.

This evidence of a feeling of responsibility toward real stabilization
and inflation control among policymakers in the 1950s is relevant to
the hypothesis of this paper. We argue that changes in economic beliefs
were a key source of changes in aggregate demand policy. Showing
that policymakers were already committed to managing the economy
in the 1950s eliminates the possibility that a changing attitude toward
the role of government was a key source of policy changes.

It is also important to point out that as early as the 1950s, policy-
makers not only felt a responsibility toward managing aggregate
demand, but were able to do so. On the fiscal side, the fact that the
high-employment surplus declined substantially in the recessions of
1953-1954 and 1957-1958 is evidence that policymakers were able to
negotiate tax and spending changes in response to macroeconomic con-
ditions. On the monetary side, the implementation of policy was also
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perfectly adequate from the early 1950s on. The Federal Reserve of the
1950s and 1960s has sometimes been criticized for using the imperfect
target of free reserves. However, in a previous paper (Romer and Romer,
2002), we show that monetary policymakers in the 1950s not only com-
plemented their free reserves targets with concern about interest rates,
but frequently changed their free reserves target to achieve their interest
rate objectives. We also find, contrary to the common assertion, that
monetary policymakers in the 1950s understood the distinction between
real and nominal interest rates. Our finding that fiscal and monetary pol-
icymakers in the United States were able to manipulate aggregate
demand effectively starting in the 1950s suggests that improvements in
operating procedures could not have been the source of the gross
changes in aggregate demand policy that we observe.

Motivation for policy actions. The particular aggregate demand
policies that monetary and fiscal policymakers took in the 1950s
reflected their beliefs about the economy, though with some margin
of error. The policy indicators shown in charts 3 and 4 were quite
volatile in the 1950s, suggesting that policymakers may have overre-
acted to economic developments. And, there were certainly times in
the 1950s when policy was expansionary to the point of inflation.
This happened, not surprisingly, during the Korean War. Both mone-
tary and fiscal policy were quite loose through late 1952.18 It also
happened following the 1953-1954 recession. Both monetary and fis-
cal policy reacted forcefully to the downturn in the fourth quarter of
1953 and policy remained loose for a number of quarters. As a result,
the unemployment rate fell as low as 4 percent in 1955 and inflation
began to rise.

But, the key feature of the model of the economy held by 1950s pol-
icymakers was a belief that there were no long-run benefits to overex-
pansion and very high costs to the inflation that would inevitably
result. As a result, periods of overexpansion like those in the early and
mid-1950s were quickly corrected. And, because inflation was never
allowed to get seriously out of hand, the recessions needed to bring
inflation down in the 1950s were relatively mild. 

There are several examples of aggregate demand policy being used
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to keep inflation low in the 1950s. The 1956 Economic Report
described how fiscal policy was used to fight inflation in 1953:

In the spring of 1953, when inflation was still a real danger, a
Message to the Congress recommended that the excess profits
tax, which was then in effect, be extended six months beyond its
expiration date of June 30, 1953. The decision to extend this
burdensome and unpopular tax was taken because it would have
been imprudent to increase the deficit and the public debt under
the conditions prevailing at the time. (EROP, 1956, p. 73.)

Likewise, in the mid-1950s, when inflation reached 4 percent, the
Federal Reserve took contractionary actions. In 1955, one member of
the FOMC said, �I feel that there are inflationary pressures present
which should be checked now by a firmer monetary policy�one firm
enough to curtail spending and thus dampen price pressures.� (Minutes,
November 16, 1955, p. 20, emphasis in the original.) Though our esti-
mate of the ex ante real federal funds rate rises only for a short period
in this episode, monetary contraction in the mid-1950s is widely
thought to have been a key cause of the 1957-1958 recession.

Perhaps the policy response most reflective of the economic frame-
work of the 1950s was the tightening in the third quarter of 1958.
Chairman Martin and several other members of the FOMC felt that the
Federal Reserve had not been quick enough to tighten after the recov-
ery from the 1953-54 recession and that, as a result, inflation had re-
emerged in the mid-1950s. One member stated that he �hoped that the
System might stay ahead of the situation better than it did following
the 1953-54 recession, with a view to forestalling the results that came
to pass later.� (Minutes, September 1, 1959, p. 20.) Determined not to
repeat that mistake, the FOMC tightened aggressively soon after the
trough of the 1957-1958 recession was reached. The strength of this
action can be seen clearly in the rise in the real federal funds rate in
late 1958 and 1959 shown in chart 4. This action, taken in the face of
virtually constant actual inflation and anemic real growth, was the
result of the Committee�s belief that inflation had high costs and no
benefits. As one member said: �The Committee was sitting on the
edge of what might be almost a volcano. ... Therefore, he felt that it
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would be a mistake to wait ... before moving to a more restrictive posi-
tion.� (Minutes, September 1, 1959, p. 20.) 

This monetary policy response was clearly supported and aug-
mented by the Eisenhower Administration. The 1959 Economic
Report talked approvingly of the �[s]hifts in monetary and credit pol-
icy during 1958, and the changes in the underlying economic condi-
tions that called for them.� (EROP, 1959, p 106.) The 1959 Report
also called for fiscal tightening to help restrain inflation. It stated that: 

Acceptance by the Congress of the expenditure level of the
1960 budget would be the most important single step in dis-
charging Government�s responsibility to help preserve the sta-
bility of prices and costs through prudent management of its
own financial affairs. (EROP, 1959, p. 51.)  

As chart 3 shows, fiscal policy did turn noticeably contractionary in
early 1960. Like the monetary contraction, the fiscal contraction was
motivated by policymakers� model of the economy. The Eisenhower
Administration certainly believed that inflation �would do great harm
to our economy,� and supported lowering aggregate demand as a
means of ensuring price stability. (EROP, 1959, p. 48.)

The 1960s C

The macroeconomic beliefs of the 1960s affected both what policy-
makers chose to do and what they chose not to do. The effects on what
they chose to do were strongest on the fiscal side. Policymakers� belief
that the economy could operate at a high level without generating
inflation led to the adoption of a wide range of expansionary fiscal
measures in 1961 and 1962, the enactment of a major multi-year tax
cut in early 1964, and further modest stimulus in 1965. All of these
actions were explicitly motivated by the desire to expand economic
activity. (EROP, 1962, pp. 82-83; 1963, pp. 18-19; 1965, pp. 65-66;
1966, pp. 52-53.) In making the case for the 1964 tax cut, which was
by far the largest of these measures, the 1964 Economic Report argued
that fiscal expansion was necessary because the current unemploy-
ment rate was above its normal, sustainable level. It stated:
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� But now, when demand and incentives are not strong enough
to make full use of our manpower and machines, the tax brake
is set far too tight. 
� We need to release that brake quickly to put billions of dol-
lars of new consuming and investing funds into the hands of
the private economy. (EROP, 1964, p. 7.)

The Report went on to say:

early enactment of the tax bill and enactment of the President�s
budget for fiscal 1965 will bring a sharp and needed reduction
in the full-employment surplus. The tax and expenditure pro-
gram will ... provide a strong, fresh impetus to the expansion.
(EROP, 1964, p. 46.)

The combined effect of these actions, together with the initial spend-
ing increases resulting from the Vietnam War, reduced the ratio of the
high-employment surplus to GDP from 1.6 percent at the end of 1960
to �1.8 percent at the end of 1965.19

On the monetary side, concern about the balance of payments pre-
vented the FOMC from undertaking any substantial easing in the early
1960s. Thus, changes in economic beliefs do not appear to have had a
large impact on monetary policy in this period. But in response to this
difficulty, policymakers undertook a variety of programs to directly
reduce the balance of payments deficit, including the adoption of an
�interest equalization tax� in 1963. (EROP, 1962, pp. 13-15; 1964, pp.
127-130; 1966, pp. 165-167.) In part because of these programs and
expansionary fiscal policy, the constraints on monetary policy stem-
ming from the balance of payments eased considerably by the middle
of the 1960s. Once this occurred, the FOMC loosened moderately in
1966 and 1967. The real federal funds rate fell by 1.5 percentage points
from 1965:3 to 1967:4. This is certainly consistent with the Federal
Reserve�s belief that unemployment could be reduced substantially
without triggering inflation.

The more important impact of the new beliefs on monetary policy
in the second half of the 1960s, however, is in what they caused the

The Evolution of Economic Understanding 

and Postwar Stabilization Policy 57



FOMC not to do: despite high output, low unemployment, and rising
inflation, the Federal Reserve kept real interest rates low throughout
this period. In retrospect, the meetings in the mid- and late 1960s are
remarkable in the degree to which members of the FOMC debated
nuances of wording in the directive and small changes in policy, yet
failed to address the substantial rise in inflation. The beliefs prevalent
at the time of a very optimistic level of normal unemployment and a
permanent tradeoff appear to have been the source of this inaction.
For example, in early 1968, when inflation was over 4 percent and
rising, there was still little support for aggressive monetary restraint.
One member of the FOMC expressed the common view that:

he did not think the Committee should change its position.
There was considerable evidence that the main thrust of exist-
ing inflationary pressures might be of a short-run nature, and
that those pressures might end by the middle of 1968.
(Minutes, January 9, 1968, pp. 68-69.)

The model at the time convinced many members of the FOMC that
inflation would disappear on its own if output growth merely returned
to normal.

The 1970s D

As described in section II, the 1970s were a period of rapidly fluctu-
ating beliefs about the macroeconomy. The result was rapidly fluctuating
macroeconomic policies.

The triumph of the natural-rate model at the end of the 1960s led to
tightening of both monetary and fiscal policy. Policymakers chose to
contract aggregate demand because they believed that slack was neces-
sary to reduce inflationary expectations. The real federal funds rate rose
from 1.5 percent in 1968:4 to 3.3 percent a year later. Throughout 1969,
the FOMC was willing to accept a level of output below potential to
bring inflation down. In October, for example, despite projections of lit-
tle growth through the middle of 1970, the Committee �decided that a
relaxation of monetary restraint would not be appropriate at this time in
light of the persistence of inflationary pressures and expectations.�
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(RPA, October 7, 1969, pp. 185-186.) Similarly, the ratio of the high-
employment surplus to GDP rose from -1.7 percent in 1968 to -0.3 per-
cent in 1969, as a result of a variety of deliberately contractionary fiscal
measures aimed at controlling inflation. (EROP, 1970, pp. 31-33.)

The rapid spread of pessimism about the power of aggregate demand
policy to reduce inflation soon led to more radical policy changes,
however. Policymakers concluded that the economy was operating
well below potential, but that inflation was not falling because it was
structural or self-fulfilling. This led them to pursue a two-pronged
strategy. One prong was �highly expansionary fiscal policy� (EROP,
1972, p. 108) that resulted in a sharp swing in the high-employment
surplus toward deficit in 1971. Since policymakers had come to
believe that slack would do little to reduce inflation, they saw no rea-
son to tolerate unemployment above the natural rate. The other prong
was wage and price controls 

to give the country a period of enforced stability in which
expectations, contracts, and behavior will become adapted to
the fact that rapid inflation is no longer the prospective condi-
tion of American life. (EROP, 1972, p. 108.)

The loss of faith in aggregate demand policies led policymakers to
adopt unconventional policies aimed at forcibly reducing inflation. 

The move to expansionary policy in this period was certainly sup-
ported by the Federal Reserve. Our estimate of the real interest rate
fell substantially in early 1971 and remained very low through early
1973. The motivation for the Federal Reserve�s actions during this
period is a matter of substantial debate, and many have suggested
that political considerations were paramount. Part of the debate
surely stems from the fact that the narrative record is less informa-
tive than usual in this period. Nevertheless, we find some evidence
that beliefs about how the economy operated were important. For
example, in December 1971,

a number of members expressed the view that more aggressive
actions to stimulate monetary growth were needed at this time
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in the interest of fostering the desired expansion of economic
activity and employment. In their judgment the risk of rekin-
dling inflationary pressures and expectations by such actions
was considerably less now than it had been earlier in the year.
(RPA, December 14, 1971, p. 199.)

This statement suggests that members of the FOMC favored expan-
sion because they believed that they could lower unemployment
without generating inflation. This is certainly consistent with the very
optimistic estimates of the natural rate that prevailed among mone-
tary policymakers in the early 1970s.

Policymakers in the middle of the 1970s increased their estimates of
the natural rate and began to believe once more that aggregate demand
contraction could lower inflation. This change in beliefs was clearly
reflected in the switch to contractionary policy that occurred in the
middle years of the decade.  The real interest rate increased, remaining
high well into the 1973-1975 recession. Similarly, the high-employ-
ment surplus rose until the third quarter of 1974. Policymakers seemed
to almost welcome substantial unemployment because they believed
unemployment above the natural rate would eventually reduce infla-
tion. This view was expressed by Chairman Burns, who stated in
September 1974 that he �would not wish to see a prompt recovery in
economic activity. If recovery began promptly, economic activity
would turn up at a time when inflation was continuing at a two-digit
rate.� (Minutes, September 10, 1974, p. 65.)20

The Carter-era belief that supply shocks were an important source
of inflation had little bearing on policy choices in the late 1970s.
Once inflation existed, what policymakers chose to do depended on
their beliefs about the natural rate and the effectiveness of slack in
reducing inflation. And, their belief in this era that the natural rate
was relatively low and that inflation was unresponsive to slack was
clearly reflected in the policy choices of this period. As charts 3 and
4 show, both fiscal and monetary policy were noticeably expan-
sionary in 1977 and 1978. The high-employment surplus to GDP
ratio fell about of a percentage point during this period. The real
federal funds rate also fell about of a percentage point between1

2

1
2
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late 1976 and mid-1977, and remained very low during much of the
Miller era. 

The fiscal expansion was a deliberate attempt to lower unemploy-
ment. The 1978 Economic Report stated: 

Soon after the new Administration came into office, it proposed
a series of measures intended to raise the rate of growth in real
output in 1977 and 1978 to a pace that would lead to significant
reductions in the unemployment rate. (EROP, 1978, p. 50.)

The 1978 Report also discussed the motivation for the personal income
tax reduction that was proposed in 1978 and took effect in January 1979.
It said, �without additional fiscal measures, economic growth would
slow below the rate necessary to maintain satisfactory progress toward
our goal of returning to high employment.� (EROP, 1978, p. 73.) These
policies were clearly motivated by the belief that the current unemploy-
ment rate was substantially above the natural rate. There was virtually
no discussion in the 1978 Economic Report that such expansion could
have adverse inflation consequences. Indeed, the Report stated: �forces
at work in the economy are not likely to produce an acceleration of
inflation in the next year or two.� (EROP, 1978, p. 152.)

The low real interest rates in the late 1970s were largely the result of
Federal Reserve inaction, similar to that of the late 1960s. Monetary
policymakers in 1978 and 1979 were certainly worried about inflation.
For example, in May 1978, �Committee members were deeply con-
cerned about the recent acceleration of inflation and about prospects
for prices.� (RPA, May 16, 1978, p. 175.) But throughout this period
they were also concerned about real growth and exceedingly cautious
in raising interest rates.  In early 1978, for example, there was discus-
sion of the desirability of �helping to resist inflationary pressures
while simultaneously encouraging continued economic expansion.�
(RPA, March 21, 1978, p. 150.) A typical discussion from this period
ended with a decision like the following: �the Committee concluded
that it would be appropriate to await some further evidence on the eco-
nomic outlook� before deciding �whether further firming at this point
would be desirable.� (RPA, April 18, 1978, p. 169.) This extremely
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cautious behavior in the context of inflation rates near double digits
and rising is certainly consistent with the low and conflicting estimates
of the natural rate among members of the FOMC in this period.

The extreme pessimism about the usefulness of slack in dealing with
inflation that dominated the Carter-era model showed up in a rejection
of aggregate demand contraction to deal with high and accelerating
inflation. The Economic Report for 1979 declared: 

We will not try to wring inflation out of our economic system
by pursuing policies designed to bring about a recession. That
course of action ... would be ineffective. Twice in the past
decade inflation has accelerated and a recession has followed,
but each recession brought only limited relief from inflation.
(EROP, 1979, p. 7, emphasis in the original.)

Instead, as in the early 1970s, the Administration sought to control infla-
tion through a wide range of non-aggregate-demand-based policies.
Among the proposals were voluntary wage and price standards, regula-
tory reform, sales-tax changes, and �real-wage insurance.� (EROP,
1978, pp. 18-20, 150-152; 1979, pp. 80-91.) A similar view may explain
the inaction of monetary policymakers as well. Rather than tighten
enough to reduce inflation, some members of the FOMC felt that
�prospects for unemployment and prices indicated that active public
discussion of some form of an incomes policy would be appropriate.�
(RPA, September 20, 1977, p. 276.)  Similarly, in early 1978, �[i]t was
noted that an effective program to reduce the rate of inflation had to
extend beyond monetary policy.� (RPA, March 21, 1978, p. 150.)21

The 1980s and 1990s E

The Volcker disinflation provides one of the most striking examples
of the impact of economic beliefs on the conduct of aggregate demand
policy. The FOMC undertook a massive and long-lasting shift to
tighter monetary policy in October 1979. By our measure, the real fed-
eral funds rate rose 6.8 percentage points from 1979:3 to its peak in
1981:3, and it remained high through the mid-1980s. 
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This policy was unquestionably motivated by the prevailing belief
among policymakers that inflation was very costly and that unem-
ployment above the natural rate was the only way to reduce it. At the
first meeting of the FOMC after Paul Volcker became Chairman of
the Federal Reserve, the Committee discussed �the problems posed
by emerging recession and its potential for substantial increases in
unemployment,� but agreed that �modest measures should be taken to
direct policy toward slowing growth of the monetary aggregates� in
light of �the fundamental objective of reducing inflation.� (RPA,
August 14, 1979, p. 183.) Over the next several years, the Committee
repeatedly expressed its willingness to accept high unemployment to
bring inflation down. (For example, RPA, July 6-7, 1981, p. 116;
February 1-2, 1982, p. 89.)

The extreme size of the monetary contraction was clearly influenced
by the belief at the time that the natural rate was substantial. In
February 1980, when unemployment was already 6.3 percent, �[m]ost
members thought that a moderate contraction in real GNP was likely
in 1980, bringing a substantial increase in unemployment.� (RPA,
February 4-5, 1980, p. 100.) Yet, they �agreed that monetary growth
should slow further in 1980 ... in line with the continuing objective of
curbing inflation.� (RPA, February 4-5, 1980, p. 102.) Members of the
FOMC felt that unemployment had to reach substantial levels to bring
about the desired reduction in inflation.

The Federal Reserve had the full support of the Reagan
Administration in pursuing this policy of disinflation. (EROP, 1982,
pp. 8, 63-64; 1983, pp. 3, 23.)22 Fiscal policymakers agreed that infla-
tion was very costly and that a reduction in aggregate demand was the
appropriate policy for reducing it. This is consistent with our finding
that fiscal policymakers and monetary policymakers both adopted the
modern framework at the start of the 1980s.

The Federal Reserve�s continuing concern about inflation, and its
continuing belief that substantial unemployment was needed to reduce
inflation, led it to react aggressively in the late 1980s to combat a mild
resurgence of inflation. Unemployment was in the vicinity of 5.5 per-
cent in 1988. Yet, as documented by Romer and Romer (1994), the
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Federal Reserve tightened policy in 1988 and 1989 in an active effort
to bring inflation down, and believed that higher unemployment and a
chance of a recession were the necessary costs of doing so. The real
funds rate rose from 3.5 percent in 1988:1 to 5.5 percent in 1989:1.

The Federal Reserve�s belief that it was important to be forward-
looking in conducting policy certainly influenced its behavior in the
1990s. For example, it tightened moderately in 1994 and 1997 in
response to risks of inflation that had not yet materialized (see, for
example, RPA, February 3-4, 1994, pp. 131, 134, 137; March 25, 1997,
pp. 118-121), and loosened in 1998 in response to the potentially con-
tractionary effects of turbulence in foreign financial markets. (RPA,
September 29, 1998, pp. 178-181; November 17, 1998, pp. 189-193.)
These actions were consistent with the Federal Reserve�s belief that it
was better to counteract developments before they occurred than after.

The evolution of beliefs continued to affect the conduct of monetary
policy in the late 1990s. As is well known, the FOMC�s conclusion
that changes in the economy had raised the growth rate of potential
output and at least temporarily lowered the natural rate of unemploy-
ment led it to raise the federal funds rate only moderately in the face
of rapid output growth and low unemployment. Furthermore, the
Committee�s perception of substantial changes in the economy made
it more uncertain about the level of potential output, causing it to
become less aggressive in moving preemptively. In February 2000, for
example, the Committee moved to tighten �in an effort to avert rising
inflationary pressures.� However, �[f]or a number of reasons, includ-
ing uncertainties about the outlook for the expansion of aggregate
demand in relation to that of potential supply, ... a majority of the
members expressed a preference for a limited policy move at this
time.� (RPA, February 1-2, 2000, p. 208.)23

Policymakers� beliefs and departures from a modern
monetary policy rule V

It is possible to supplement the narrative analysis of policy choices
with a more systematic examination of the conduct of monetary policy.
In particular, we can examine how the response of monetary policy to a
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given set of economic conditions has changed over time, and ask
whether the changes appear to be related to changes in economic beliefs.

Method A

To implement this idea, we begin by estimating a monetary policy
rule over the period since October 1979. As described in section II, the
central features of monetary policymakers� views of the economy have
been quite stable over this period. As a result, estimates from this
period should provide a reasonable description of how modern mone-
tary policymakers respond to economic conditions. We then compare
the implications of this rule with the actual conduct of policy not just
over the period since 1979, but over the entire period since the early
1950s. We ask whether there are systematic differences between the
actual conduct of policy and the rule�s predictions in periods when
policymakers� views of the economy differed substantially from mod-
ern views.24

A standard modern prescription for monetary policy, following
Taylor (1993), relates the central bank�s choice of the real interest rate
relative to its equilibrium level to the departure of inflation from the
central bank�s target level and the deviation of output from its normal
or trend level. A linear version of this prescription is:

(3)

Here, r is the ex ante real interest rate, rEQ is the equilibrium real rate,
π is inflation, π* is target inflation, Y is the log of output, and is the
log of normal or trend output. a and b are positive parameters.

There are several issues that must be addressed before equation 3
can be estimated. The first issue is the measurement of the equilibrium
real interest rate. Chart 4 shows that the ex ante real rate has been
trending up over the postwar period; this trend presumably mainly
reflects movements of the equilibrium real rate. To deal with this, we
estimate the equilibrium real rate by interpolating linearly between
two periods when output was close to trend and the real interest rate
was fairly stable: 1962 (when the deviation of output from trend aver-

Y

r r a b Y Yt t
EQ

t t t= + −( ) + −( )π π * .
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aged -0.1 percent and the real interest rate averaged 1.1 percent), and
1997 to 1998 (when the deviation of output from trend averaged 0.1
percent and the real interest rate averaged 3.6 percent). We then work
with the deviation of the ex ante real interest rate from this trend.

The second issue is the measurement of inflation, actual output, and
trend output. Following Taylor, in our baseline specification we meas-
ure inflation as the change in the log GDP deflator over the previous
four quarters and actual output as log real GDP in the current quarter.
We compute trend output using a Hodrick-Prescott filter applied to log
real GDP over the period 1952:1 to 2000:4.

The third issue is that the Federal Reserve typically adjusts the real
interest rate gradually. We therefore include the lagged dependent
variable in the equation. Without this modification there would be
severe serial correlation in the errors.

With these changes, equation 3 becomes

(4)

where rDT is the detrended ex ante real interest rate and α reflects the
target rate of inflation. 

Results B

We estimate this equation over the post-Volcker sample period of
1979:4 to 2000:3 using ordinary least squares.25 The estimated equa-
tion is:

(5)
(0.17) (0.05)   (0.06)             (0.05)

where the numbers in parentheses are standard errors. The R2 of the
regression is 0.88 and the standard error of the estimate is 0.76.

Equation 5 implies that over the post-1979 period, the real interest
rate has responded positively and significantly to inflation and output.

r Y Y rt
DT

t t t t
DT= − + + −( ) + −0 39 0 17 0 14 0 83 1. . . . ,π

r Y Y rt
DT

t t t t
DT= + + −( ) + −α βπ γ ρ 1 ,
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With a lagged dependent variable in the equation, the implied long-run
responses of the real interest rate to inflation and output are given by
β/(1�ρ) and γ/(1�ρ), respectively. Thus, because of the high estimate
of ρ, the long-run responses of the real interest rate implied by equa-
tion 5 are substantial: a rise in inflation of 1 percentage point leads to
a rise in the detrended real rate of 0.97 percentage points, and a rise in
the deviation of output from trend of 1 percentage point leads to a rise
in the detrended real rate of 0.81 percentage points.

Chart 5 compares the predictions of the estimated rule with the actual
(detrended) real interest rate over the entire postwar period. The predic-
tions of the rule shown in the figure are the implied long-run responses.
That is, the value shown for quarter t is /

As many authors have noted, the actual funds rate tracks the rule
fairly closely during the post-1979 period. The largest in-sample
departures are early in the Volcker era. Even after the regime shift in
October 1979, the real interest rate remained well below the value
implied by the rule for a considerable period. The gap narrowed sub-
stantially from the extremely high levels of the years immediately pre-
ceding the regime shift. But the estimates in equation 5 imply that had
policymakers responded to the very high inflation rates of late 1979
and 1980 in a manner typical of their behavior during the entire post-
1979 period, they would have pursued even more contractionary poli-
cies. It was not until 1981:2 that the actual rate was within 2 percent-
age points of the value prescribed by the rule. There were large depar-
tures from the rule in the opposite direction in 1982 and 1983. During
this period, the actual funds rate was more than 4 percentage points
above the value implied by the rule for six quarters in a row. 

These early departures from the estimated rule may have been the
result of policymakers� emphasis on monetary aggregates in this
period. Another possibility is that they stemmed from policymakers�
uncertainty about the strength of the measures needed to accomplish
their anti-inflationary objectives. The departures in 1979 and 1980
could also have arisen in part from a belief among monetary policy-
makers that there were political constraints on how quickly and
strongly they could act, particularly just before a Presidential election. 

ρ−( ).1α βπ γ+ + −( )[ ]t t tY Y
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A final modern period when actual behavior departed significantly
from the predictions of the rule was 1992 to 1993, when the actual rate
was quite low relative to the predicted values. This presumably
reflects the Federal Reserve�s concern about the �credit crunch� of the
early 1990s.

The more important message of chart 5, however, concerns the
period before the emergence of the modern beliefs about stabilization
policy. Between the fourth quarter of 1965 and the third quarter of
1979, the actual real rate was below the rate implied by the rule in
every quarter except one. The average gap during the period 1965:4 to
1979:3 was 4.0 percentage points. Thus, monetary policy was sub-
stantially more expansionary than a modern rule would predict for
nearly fifteen years.

While the gap is substantial in virtually all of the years, it is largest
in the 1970s. To a large extent, this reflects the fact that inflation was
higher in the 1970s. Policymakers in the 1960s were faced with high

68 Christina D. Romer and David H. Romer

Chart 5
Actual Real Federal Funds Rate and

Predicted Rate from a Post-1979 Monetary Rule
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output and low or moderate inflation. They chose to keep the real
interest rate near its equilibrium level, and so departed moderately
from the prescriptions of the rule. Policymakers in the 1970s were
faced with high inflation and output fluctuating around its sustainable
level. They chose to keep the real interest rate low, and so departed
dramatically from the rule�s prescription that the appropriate response
to high inflation is a very high real rate.

That the deviations from what a post-1979 rule predicts are so large
and so persistent in the 1960s and 1970s casts doubt on the plausibil-
ity of some alternative explanations for policymakers� behavior. For
example, individual personalities, idiosyncratic political forces, and
imperfect monetary targets are all factors that could influence policy
for perhaps a few quarters or even a few years at a time, but not
decades. Similarly, an unnoticed productivity slowdown or supply
shocks might be able to explain inflationary aggregate demand policy
for a few years in the 1970s, but cannot explain the large and persist-
ent shifts that occurred. Fundamentally, running very expansionary
policy for nearly fifteen years almost surely had to be a conscious
decision, not an accident or miscalculation. 

The decision to run expansionary policy in the 1960s and 1970s was
completely consistent with the beliefs held by policymakers at the time.
As shown in section II, for most of this time policymakers had very
optimistic views about sustainable output growth and the ease of reduc-
ing inflation (and, at times, about the prospects for achieving perma-
nently low unemployment). As a result, when faced with a given level
of output and inflation, they followed dramatically more expansionary
monetary policy than their modern counterparts would have. Also, in the
early and late 1970s, policymakers came to believe that tightening
would do little to reduce inflation. As a result, when faced with infla-
tion they chose not to raise rates, as a modern rule would call for.

Finally, chart 5 shows that the real rate did not depart systematically
from the predictions of the rule in the 1950s and early 1960s. Policy
was noticeably tighter than the rule�s prescriptions in 1954, noticeably
looser in 1956 and 1957, and noticeably tighter again in 1963 and
1964. On average, the actual real interest rate in the period 1953:1 to
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1965:4 was higher than that predicted by the modern rule, but only by
0.4 percentage points. Similarly, over the shorter period 1953:1 to
1960:4, the actual real rate was on average lower than the rule�s pre-
diction, but again only by 0.4 percentage points. 

This fundamental similarity between monetary policy actions in the
1950s and those in the 1980s and 1990s is exactly what one would
expect, given the fundamental similarity in policymakers� beliefs in
the two periods. Like their modern counterparts, monetary policy-
makers in the 1950s had a realistic estimate of sustainable unemploy-
ment and a firm belief that overexpanding to the point of inflation
would have adverse consequences. As a result, they pursued policies
designed to keep inflation in check, while counteracting short-run
deviations of output from trend, just as modern policymakers have. 

That there were more substantial departures from the prescriptions
of a modern rule in the 1950s and early 1960s than in the post-1979
period could just reflect changes in economic relationships between
the 1950s and the last two decades of the twentieth century. One would
expect out-of-sample prediction errors to be larger than in-sample
errors. But, the larger departures in the early period are also consistent
with the fact that the model used by policymakers in the 1950s was
cruder and less carefully calibrated than the model used today. The
cruder model, together with the early Federal Reserve�s use of imper-
fect policy indicators, could easily have caused substantial transitory
deviations from the prescriptions of a modern rule. But, the funda-
mental similarity in the early and late frameworks made the departures
average roughly zero over the decade. That policymakers in the 1950s
chose aggregate demand policies that look like modern choices but
with a large random error is exactly what one would expect given the
evolution of beliefs that has occurred.

Conclusion VI

There have been large changes in the conduct of stabilization policy
in the United States during the past half century. In the 1950s, policy-
makers cautiously balanced concerns over inflation and real activity;
in the 1960s, they focused vigorously on increasing real activity; in the
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1970s, they pursued policies ranging from rapid expansion to full-
fledged contraction to grudging tolerance of inflation; in the early
1980s, they followed a policy of aggressive disinflation; and since that
time, they have again cautiously balanced the pursuit of real growth
with concern about the possibility of inflation.

It is tempting to attribute these large variations in policy to varia-
tions in politics, ideology, or policymakers� underlying objectives. The
evidence in this paper suggests, however, that an alternative hypothe-
sis explains the main changes in macroeconomic policy. Our evidence
shows that changes in economic understanding have been central to
the evolution of stabilization policy. Throughout the postwar period,
policymakers� fundamental goals have been the same: high growth,
low inflation, and stability. But as policymakers� understanding of the
economy evolved, the policies they adopted in pursuit of those funda-
mental objectives evolved. 

In the 1950s, policymakers believed that the economy�s capacity
was clearly limited, that efforts to push the economy beyond that
capacity would quickly produce inflation, and that inflation had sub-
stantial and rapid costs. As a result, while seeking to avoid downturns,
they were extremely concerned about inflation and acted aggressively
to try to prevent it. In the 1960s, policymakers thought that the econ-
omy�s capacity was large, that expansion would have at most only
moderate inflationary effects, and that modest inflation would not pre-
vent the economy from operating at high levels. As a result, they
moved aggressively to attempt to stimulate the economy to high lev-
els of activity. In both the early and late 1970s (though less so in the
middle of the decade), policymakers believed that inflation was almost
impervious to slack in real activity. They therefore refrained from
using significant aggregate demand restraint to attempt to control
inflation and pursued a variety of nontraditional policies. Finally, in
the 1980s policymakers concluded that nontraditional policies would
not work, that traditional policies would, and that inflation was very
harmful. They therefore moved aggressively to reduce inflation, and
then tried to promote real activity while acting quickly to prevent or
reverse even moderate resurgences of inflation.
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Our analysis has focused on the role of policymakers� beliefs in
explaining the evolution of aggregate demand policy in the United
States.  It is certainly the case, however, that similar gross changes in
stabilization policy occurred in most industrialized countries.
Throughout much of the industrialized world, policy developed an
expansionary bias in the 1960s that continued into the 1970s, but ended
by the 1980s. That these changes were so universal is strong evidence
that idiosyncratic factors, such as politics and institutions, were not key.
At the same time, beliefs about how the economy works tend to be cor-
related across countries, and so could provide an explanation for the
worldwide changes that occurred. The obvious test of this conjecture
would be to examine narrative evidence from other countries to deter-
mine whether the evolution of economic understanding that we observe
in the United States was indeed an international phenomenon.

Our findings about the key role of economic understanding in the
evolution of policy suggest both a note of optimism and a note of cau-
tion about the future of stabilization policy. The optimistic note is that
because changes in economic understanding have been important to
changes in the conduct of policy, policy should on average improve
over time. If changes in policy were the result of changes in objectives
and ideologies, we would expect to observe continual fluctuations in
the conduct of policy as the political process produced leaders and pol-
icymakers with different goals and values. But accumulated experi-
ence, additional data, and new insights should lead to improvements
in economic understanding over time, and thus to improvements in
policy. For example, it seems very unlikely that modern policymakers
faced with economic circumstances like those of the 1960s and 1970s
would advocate the expansionary policies that were pursued then.

The note of caution is that while knowledge on average improves
over time, its progress is not uniform. The history of policymakers�
beliefs in the postwar era shows that there have been some twists and
turns in economic understanding that have led to undesirable policies
and outcomes. Policymakers in the 1950s appear to have had a more
accurate assessment of the economy�s capacity than their successors in
the 1960s and 1970s, and a view of the effects of inflation that led
them to more appropriate policies. Thus, we cannot be confident that
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economic beliefs and the policies derived from them will continue to
improve, or even that they will not worsen at times. Future policy-
makers therefore face the difficult task of distinguishing between gen-
uine advances in economic understanding and appealing, but ulti-
mately flawed, new ideas.

Authors� note: We are grateful to Stanley Fischer, Donald Kohn, Laurence Meyer,
Michael Prell, Thomas Sargent, Lawrence Summers, and Janet Yellen for helpful
comments and suggestions, and to the National Science Foundation for financial
support.

Endnotes

1 In his discussion of DeLong�s paper, Taylor (1997) makes an argument similar to
Mayer�s.

2 In a most confusing development, these brief summaries were renamed the
Minutes of Federal Open Market Committee Meetings in 1993. To avoid confusing
these brief summaries with the detailed Minutes for the pre-1976 period, we continue
to cite the shorter summaries as the Record of Policy Actions. The Record of Policy
Actions for a year is reproduced in that year�s Annual Report of the Board of
Governors of the Federal Reserve System. In the citations to the Record of Policy
Actions that follow, the page numbers refer to the Annual Report. Because neither the
detailed Minutes nor the Transcripts are currently available for the period 1976 to
1980 or 1997 to the present, we use only the Record of Policy Actions for these years.

3 The discussion of monetary policymakers� beliefs in the 1950s in this section and
in section IV draws heavily on Romer and Romer (2002).

4 In describing the situations that policymakers found themselves in, for simplicity
we cite modern data in cases (such as this one) where they are similar to the estimates
that policymakers had at the time. Whenever the difference between the contempora-
neous and modern figures is non-negligible, however, we use the contemporaneous
figure and make clear that it was the estimate available at the time.

5 The 1966 Economic Report argued that changes in the labor market had lowered
the feasible unemployment rate to well below 4 percent. (EROP, 1966, pp. 42, 75-76.)
Later Economic Reports reverted to the 4 percent figure, however.

____________ 
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6 Policymakers in the 1960s did acknowledge that current inflation depended not
just on unemployment, but on the inherited inflation rate as well. For example, poli-
cymakers at the beginning of 1967, with unemployment at 3.9 percent, stated: �A
healthy advance of demand in pace with the growth of potential output would permit
gradual restoration of price stability.� (EROP, 1967, p. 38.) Similarly, for 1968 they
expected �the unemployment rate to remain below 4 percent� with �a gradual slow-
ing down of price increases.� (EROP, 1968, p. 11.)

7 See especially the discussion of discount rate policy in the 1974 Annual Report of
the Board of Governors of the Federal Reserve System, pp. 107-110.

8 Governor Meyer (2000) provided a particularly clear statement of this view.

9 We obtain this series from the Survey of Current Business (typically from the
March, June, September, and December issues). We calculate the inflation rate using
data on both the quarter in question and the previous quarter from the same issue of
the Survey. We switch from GNP data to GDP data in November 1991, when the
Federal Reserve switched what it forecasts.

10 Missing values are dealt with in the chart by interpolating between available
observations. These values are not used in calculating the summary statistics in table 1.

11 The pessimism about the sensitivity of inflation to slack in the early and late
1970s could have caused the Federal Reserve to overpredict inflation if it had been
coupled with a realistic estimate of the natural rate and contractionary policy. But,
because estimates of the natural rate were very optimistic and serious contractionary
policies were not attempted in these periods, one would not expect to in fact observe
overprediction.

12 See, for example, Dornbusch, Fischer, and Startz (2001, p. 109). Reasonable
variations in the assumed sensitivity of inflation have little impact on the results.

13 Missing values are again dealt with in the chart by interpolating between available
observations. The interpolated values are not used in computing summary statistics.

14 The high implicit estimates of the natural rate in the mid-1970s could be due to
forecasts of supply shocks. As described in section II, policymakers in this period
began to believe that supply shocks were important. Since our calculation of the
implicit estimate of the natural rate is done under the simplifying assumption that all
forecasted movements in inflation are due to deviations of unemployment from the
natural rate, forecasts of unfavorable supply shocks could make our deduced estimates
of the natural rate larger than the actual beliefs of the forecasters. One piece of evi-
dence that such forecasts of supply shocks could have been present in some forecasts
in this period comes from the Record of Policy Actions for September 16, 1975. At this
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meeting, �Staff projections continued to suggest ... a somewhat faster rise in average
prices than in the first half, mainly reflecting increases in prices of food and energy
products.� (RPA, September 16, 1975, pp. 224-225.)

15 The unpublished quarterly values are derived by interpolating the CBO�s annual
figures.

16 The funds rate data that we use are quarterly averages from Citibase (August
2001). These data are available from 1954:1 to the present. We extend this series back
to 1950:1 using data from Martens (1958). The data in Martens are given only in a fig-
ure. We deduced the estimates from the graph and then calibrated and checked our
estimates using a period of overlap between the Martens data and the Citibase series. 

17 The data on real GDP and the GDP implicit price deflator are also from Citibase
(August 2001). The funds rate data that we use are quarterly averages. Therefore, one
wants inflation over the same quarter. To construct this, we average the GDP deflator
from a given quarter (t) and the quarter before. The rate of inflation between t and t+1
derived from this averaged series approximately reflects inflation from the start to the
end of a given quarter.  We calculate trend output for 1952:1 to 2000:4 by applying a
Hodrick-Prescott filter to log real GDP.

18 We cannot calculate the ex ante real rate for the very early 1950s because we use
lags of the federal funds rate in the estimation and our data on the funds rate do not
start until 1950. However, the ex post real rate was extremely low (substantially neg-
ative) in 1950 and 1951, when nominal rates were low and inflation was high.

19 The slight additional fall in this ratio over the next few years was largely the
result of the war, however, and not of deliberate fiscal stimulus.

20 See also the many similar statements by participants in the September 10, 1974,
FOMC meeting quoted by Mayer (1998, p. 131).

21 Orphanides (2000) argues on the basis of statistical evidence that the major shifts
in monetary policy in the period 1965 to 1993 were due largely to changes in policy-
makers� estimates of the path of actual output relative to the economy�s potential. Our
narrative evidence confirms Orphanides�s conclusion that changing views about the
output gap were important to the conduct of policy. But it shows that other aspects of
policymakers� beliefs�the belief in a long-run tradeoff in the 1960s and, especially, the
pessimism about the responsiveness of inflation to slack at various times in the
1970s�were also important to the conduct of policy. In addition, it seems unlikely that
policymakers� estimates of the economy�s potential were independent of other aspects
of their beliefs. For example, during most of the 1960s and 1970s, estimates of the nat-
ural rate of unemployment were 4 percent or below. Since actual unemployment only
rarely reached those levels, policymakers with a modern natural-rate framework and
the information available at the time almost surely would have had higher estimates.
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22 The final Economic Report of the Carter Administration was more circumspect:
although it stated the Administration�s support for the Federal Reserve�s policies, it
focused mainly on the dangers of rigid adherence to money targets. (EROP, 1981, pp.
13-14, 50-57.)

23 As described in section II, the evolution of the high-employment surplus over the
last twenty years largely reflected policymakers� views about the proper size of gov-
ernment and the supply-side effects of tax cuts, not their beliefs about aggregate
demand policy.

24 Taylor (1999) performs a similar exercise. Rather than using an estimated rule
for comparison with actual policy, however, he imposes coefficient values a priori. In
addition, he does not account for the upward trend in the equilibrium real interest rate,
and he does not consider the 1950s. He reaches broadly similar conclusions to ours
about monetary policy since 1960.

25 The results are robust to two natural variations. The first, following Clarida, Galí
and Gertler (2000), is to estimate a forward-looking variant of equation 4.
Specifically, we replace the measures of inflation and the output gap in equation 4
with inflation from quarter t to quarter t+1and the deviation of output from trend in
quarter t+1. We then estimate the equation by instrumental variables, instrumenting
with variables known at time t; we use the current value and two lags of inflation and
of the deviation of output from trend (plus the lagged dependent variable and the con-
stant) as the instruments. The results are quite similar to those in equation 5. The sec-
ond variation, following Rudebusch (2001), is to replace the lagged dependent vari-
able in the equation with an assumption that the error term follows an AR-1 process.
The idea behind this specification is that the serial correlation of the departures of the
funds rate from the predictions of a rule based on output and inflation may reflect not
gradual adjustment by the Federal Reserve, but the presence of additional factors
influencing the Federal Reserve�s choice of the real rate that are serially correlated.
This approach implies somewhat smaller responses of the real rate to inflation and
output, but yields very similar conclusions about the relationship between the actual
and prescribed real rate over the postwar era.
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Commentary: The Evolution of
Economic Understanding and

Postwar Stabilization Policy

Thomas J. Sargent

�You can get your information about the economy from admittedly
fallible statistical relationships, or you can ask our uncle. I, for one,
have never hesitated over this choice. But I fear there may be alto-
gether too much uncle-asking in government circles in general, and in
central banking circles in particular.��Central Banking in Theory and
Practice, Alan Blinder, p. 9.

A new rendition of the �Berkeley story� 1

The topic of this session is �Changing Views about Stabilization
Policy: A Historical Perspective.� The Romers contribute to this topic
by narrowing it. Mostly they use a narrative approach to buttress,
refine, and extend the �Berkeley story� about post-World War II U.S.
monetary policy.1 The Berkeley story is that the monetary policy
authorities knew an approximately correct model of the macroecon-
omy in the 1950s, forgot it in the late 1960s and early 1970s, made bad
policy as a result, then relearned the correct model in the 1980s and
thereupon improved policy. The Romers say that by 1970 the Fed
accepted the natural rate hypothesis2 and had appropriately modified
its preferences by aiming to sustain unemployment at its best estimate
of the natural rate of unemployment.3 But the natural rate is, at best, a
slowly moving hidden variable obscured in noise. Adopting a theme
of Athanasios Orphanides (2003, 2002), the Romers attribute the Fed�s
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policy mistakes of the 1970s to its inaccurate estimates of the natural
unemployment rate (or potential GDP). The Romers say that better
estimates in the 1980s and 1990s facilitated better policy.

The Romers put changing ideas about the exploitability of the
Phillips curve front and center. They assign Samuelson and Solow�s 1960
paper an important role in creating the intellectual foundations for the
policy mistakes that led to America�s biggest peacetime inflation:

In the early 1960s, policymakers adopted the Samuelson-
Solow (1960) view that held that very low unemployment was
an attainable long-run goal and suggested that there was a per-
manent tradeoff between inflation and unemployment (page 2).

The Romers� story is all about how policymakers temporarily went
astray by forsaking a good model of the Phillips curve for a worse one,
but eventually returned to the correct view:

� perhaps the most interesting characteristic of this evolution
of beliefs is that core beliefs ended the century at much the
same point that they began the postwar era (page 3).

Omitted ideas 2

Interesting as the Romers� account is, it is particularly striking for
how it neglects some of what I think were the most important and use-
ful ideas that macroeconomists contributed to policy debates since
WWII, including but not limited to these salient ones:4 (1) rational
expectations, (2) commitment and time consistency problems, (3) rep-
utation as a substitute for commitment, (4) the disturbing multiplicity
of reputational equilibria, (5) the development of systematic evidence
that shock distributions widened then narrowed over the postwar
period, (6) the subtle difficulties in empirically distinguishing time-
invariant models from models with coefficient drift, especially with
respect to low-frequency movements, and (7) uncertainty about model
specification. The absence of these ideas from the Romers� account
contrasts with the analysis of the art of central banking by former Vice
Chairman Alan Blinder (1997). Blinder�s book draws the reader into
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considered arguments about aspects of almost all of these issues and
how they inform or constrain monetary policy decisions.

I will briefly take up these ideas that are missing from the Romers�
narration, and then make some comments about the advantages and
disadvantages of a narrative approach to evaluating policy.

Rational expectations 2.1

Friedman�s and Phelps�s natural rate theory is incomplete without a
theory about expectations. Friedman and Phelps both assumed adap-
tive expectations, an assumption that left open the possibility that
there is considerable scope to exploit a Phillips curve. The natural rate
hypothesis acquired its full power in limiting the scope of feasible
counter policy only when Robert E. Lucas coupled it with the assump-
tion of rational expectations.5

Time inconsistency and commitment 2.2

The assumption of rational expectations led to Kydland and
Prescott�s analysis of a time consistency problem that occurs when the
natural rate hypothesis is true. They showed that when the public has
rational expectations, a benevolent and fully informed monetary pol-
icy authority will choose a suboptimal policy if it cannot tie the hands
of its successors. Choosing sequentially (i.e., holding Fed meetings
recurrently and deciding meeting by meeting) worsens outcomes rela-
tive to what can be achieved if the Fed could precommit once and for
all to a plan. The problem is not that the Fed has the wrong model or
the wrong objectives but that it has to choose sequentially.

Reputation 2.3

The time-consistent equilibrium of Kydland and Prescott restricts
the strategy of the monetary authority not to depend on histories of
actions and outcomes. This rules out reputational effects that can oper-
ate when strategies depend on histories. In response to the time-con-
sistency problem, macroeconomists adapted ideas from game theory
and showed that it is possible for the Fed�s time-consistency problem



to be overcome if the public comes to have a system of expectations
about the Fed�s actions�a Fed reputation that the Fed wants to con-
firm because failure to do so would cause the Fed to acquire a reputa-
tion associated with worse outcomes.6 The theory carries some good
news and some bad news. The good news is that self-sustaining repu-
tations exist that give rise to optimal outcomes and, thus, solve the
time-consistency problem. The bad news is that the theory contains
self-sustaining bad reputations, some of which actually give worse
than time-consistent outcomes. In these bad self-sustaining equilibria,
the Fed has incentives to confirm expectations that it will choose bad
policy. In these bad equilibria, the Fed is caught in what Chari,
Christiano, and Eichenbaum (1998) call an �expectations trap.� These
authors have strung together compelling quotations from Arthur Burns
that convince them that Chairman Burns understood the natural rate
hypothesis but thought of himself as caught in an expectations trap.

Coefficient drift and changing distributions of shocks 2.4

Lucas� 1976 critique of econometric policy evaluation procedures
adduced drift in macroeconometric specifications as evidence of mis-
specification, especially ways of modelling the public�s expectations
formation. After Lucas, an important split has developed about
whether macroeconometric relations have actually drifted and contin-
ued to drift. Some important researchers7 offer evidence for the
hypothesis that although the variances of shocks have evolved over
time, the coefficients in VARs and monetary policy decision rules
seem to have been stable over the post-WWII period.8 Their evidence
buttresses the view that it wasn�t Fed behavior that changed between
the late 1960s-1970s period and the Volcker-Greenspan era, but rather
the distribution of shocks. The evidence says that shock variances for
inflation increased markedly during the Burns period then came back
down.9 (Chart 1 contains estimates of the drifting-shock innovation
variances and correlations for a three-variable VAR for the unemploy-
ment rate, a short-term nominal interest rate, and CPI inflation. The
source is Cogley and Sargent (2002)). However, other researchers who
fit alternative models have provided evidence that the coefficients of
VARs and monetary policy decision rules have also drifted over the
post-WWII period.10 I would summarize the current state of the
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debate between the no-drift in VARs versus the drift in VARs school
as follows: While there is convincing evidence about the post-WWII
drift in shock variances, the evidence for or against coefficient drift is
more tenuous and controversial because of the low statistical power
that most tests of time invariance have against the kinds of drift that
seems to be in post-WWII VARs. To me, this empirical literature
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Drifting Innovation Variances and Correlations
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seems very relevant to the questions about the Fed�s learning, forget-
ting, and changing behavior that are taken up by the Romers.

Drifting persistence of inflation and inference about the natural
unemployment rate hypothesis 2.5

Advocates of the drift-in-coefficients view have sought and found
evidence that the persistence of inflation has drifted during the post-
WWII period, with inflation not having much persistence during the
Bretton-Woods subperiod, acquiring considerable persistence during
the 1970s and early 1980s, then becoming less persistent recently. This
drift in persistence is important in light of some formulations of the
natural unemployment rate hypothesis.11 See John Taylor (1998) for a
discussion of the role of how evolving persistence in inflation can
interact with an imperfect specification of the natural rate hypothesis
to yield inferences about the natural rate hypothesis that unnecessarily
depend on the persistence of inflation.

Difficulties in detecting trend breaks in productivity growth 2.6

Breaks and drifts in the trend rate of productivity growth are statis-
tically difficult to detect and to disentangle from higher-frequency
movements. For example, application of two-state Markov switching
models that have aimed to detect and estimate breaks in trend produc-
tivity growth have instead detected higher frequency shifts between
booms and recessions. This literature has much to say about evaluat-
ing estimates of the natural rate of unemployment and potential GDP
using real time data together with one-sided filters.

Model uncertainty 2.7

Academic authorities from Milton Friedman to Alan Blinder have
wrestled with how to respond to the fact that there is not a single
macroeconomic model that they or other experts trust. Uncertainty
about models, which is typically symptomized by wanting to bring
multiple plausible models to bear in decision-making, naturally creates
a desire for decisions that are cautious or robust to model specifica-
tion.12 When there are multiple models in play, it is a subtle question
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about how to learn as new data become available. Economists� and
statisticians� usual prescription for learning, which is to apply Bayes
Law, presumes that a unique, but possibly very uncertain, model has
been formulated.13 One possible sense of Friedman�s theme �long and
variable lags� refers to model uncertainty in the sense of multiple
models, because lags typically do vary across models.

The Romers� narrative 3

The Romers� narrative is fascinating, and I am very sympathetic to
their story. But I think that a more nuanced and qualified view of the
evidence would take into account some of the neglected ideas that I
listed above. I have already mentioned Chari, Christiano, and
Eichenbaum�s (1998) work on expectations traps. In addition to the
passages from Arthur Burns that these authors cite, distinguished mon-
etary authorities like Blinder have written about the struggle about
whether to confirm or disappoint what the market expects them to do.
A credible government plan is an expectations trap, e.g., a system of
expectations about the Fed�s decision that the Fed has every incentive
to confirm. By way of discussing credibility, chapter 3 of Blinder
(1997) contains a compelling discussion of whether the monetary
authority should always confirm the market�s expectations. Blinder is
talking about expectations traps and about how to cope with them.14

A second reason for being cautious about the Romers� narrative
interpretation that it is literary and not tight enough to subject to sta-
tistical verification. The Romers write about the process of the Fed�s
forgetting and learning, but they don�t specify a model of learning.
When Chung (1990) and Sargent (1999) did write down and imple-
ment particular models of the Fed�s learning process, they found that
the Berkeley story has trouble fitting the facts because, by applying
statistical procedures much like Samuelson and Solow�s, the Fed
would have learned to stop trying to exploit the Phillips curve at least
by the early 1970s. That feature of the learning process diminishes the
statistical fit of the story. One might come out of such statistical exer-
cises with less confidence about the Berkeley story than the Romers�
narrative conveys.
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Hindsight and the unavoidable subjectivity 
of a narrative approach 4

Morris Zapp�s dictum that �every decoding is another encoding�
warns us that a narrative approach is treacherous.15 The narrator must
filter the historical record, and any sensible filter is based on a model,
so that the narrative has to reflect the narrator�s own model. To illus-
trate some of the inherent difficulties of the narrative approach, I offer
my own commentary on a string of quotations from a pair of promi-
nent macroeconomists and policy advisers who wrote during the early
1960s. Before asking you to guess who they are, I will refer to these
authorities as Professors X and Y. My commentary unfolds.

Ahead of their time: warnings about instability of the 
Phillips curve 4.1

Professors X and Y convey a keen awareness that macroeconomics
had not settled upon a commonly accepted model for interpreting out-
put-inflation dynamics:

Rather than pronounce on the terribly difficult question as to
exactly which is the best model to use in explaining the recent
past and predicting the likely future, we shall try to emphasize
the types of evidence which can help decide between the con-
flicting theories. (p. 177.)

As was typical at that time, Professors X and Y started from a bench-
mark model that asserted that monetary expansions would have no
effect on real variables if they were engineered in a way to make them
purely equivalent to changes in units of account. However, Professors
X and Y emphasize that empirically most changes in money don�t sat-
isfy those neutrality conditions:

But as Hume had early recognized, the periods of rising prices
seemed to give rise to at least transient stimulus to the econ-
omy as active profit seekers gained an advantage at the
expense of the more inert fixed-income, creditor, and wage
sectors. (p. 178.)
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They, thus, caution that: 

�This illustrates the danger of going from the innocent
hypothesis, that a balanced change in all prices in the long run
be consistent with no substantive changes in real relations, to
an overly simple interpretation of a complicated change that is
actually taking place in historical reality. (p. 179.)

Professors X and Y are cautious about using data to make inferences
about competing views of inflation:

What appear at first to be subtle and reliable ways of distin-
guishing cost-induced from demand-induced inflation turn out
to be far from airtight. In fact we are driven to the belief that
aggregate data, recording the ex post details of completed
transactions, may in most circumstances be quite insufficient.
It may be necessary to disaggregate. (p. 182.)

Professors X and Y understand that expectations about the future
shape current decisions, which means that inflation, output cross-cor-
relations have a dynamic structure that must be interpreted carefully:

�in a closely interdependent economy, effects can precede
causes. Prices may begin to ease up because wage rates are
expected to. (p. 183.)

�a period of high demand and rising prices molds attitudes,
expectations, even institutions in such a way to bias the future
in favor of future inflation. (p. 185.)

Professors X and Y were ahead of their time in being skeptical about
the permanence of an observed tradeoff between inflation and unem-
ployment:

�there is a suggestion that in this country it might take 8 to
10 percent unemployment to stabilize money wages. But
would it take 8 to 10 percent unemployment forever to stabi-
lize the money wage? Is not this kind of relationship one
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which depends heavily on remembered experience? We sus-
pect that this is another way in which a past characterized by
rising prices, high employment, and mild, short recessions is
likely to breed an inflationary bias�(p. 187.)

Furthermore, Professors X and Y point out that long enough time
series of U.S. data don�t reveal much of a tradeoff anyway:

A first look at the scatter [of U.S. unemployment versus the
increase in the money wage] is discouraging; there are points
all over the place. (p. 188.)

They go on to note that it is only by focusing on short enough
subsamples that they can spot a tradeoff between inflation and unem-
ployment, and they emphasize the past instability of those short-period
tradeoffs:

What is most interesting is the strong suggestion that the rela-
tion [between unemployment and money wage increases],
such as it is, has shifted upward slightly but noticeably in the
forties and fifties. (p. 189.)

Professors X and Y go on to emphasize the prospective instability of
such a tradeoff should policymakers attempt to exploit it:

All of our discussion has been phrased in short-run terms,
dealing with what might happen in the next few years. It
would be wrong, though, to think that our figure 2 menu that
relates obtainable price and unemployment behavior will
maintain its shape in the longer run. What we do in a policy
way during the next few years might cause it to shift in a def-
inite way. ...it might be that the low pressure demand would so
act upon wages and other expectations as to shift the curve
downward in the longer run�so that over a decade, the econ-
omy might enjoy higher employment than our present day
estimate would indicate.16 (p. 193.)

Although this passage was written a number of years before Edmund
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tive history that you wrote is that the words �real interest rate� do not
appear until very late in the 1970s. A big part of the problem in the
1960s and the 1970s was that Martin and other people, including peo-
ple in the academic profession, believed that nominal interest rates of
6 or 7 percent were really very high rates. And even though they had
learned to think about expectations, they had not learned to think
about real interest rates and they don�t use the words �real interest
rates� until very, very late in the period. So, that was a big thing. That
was the same problem they had in the 1920s. They just didn�t believe
that interest rates of 6 or 8 percent were politically acceptable.

Second, I think it is very difficult to explain the 1950s and 1960s
without recognizing that Chairman Martin was there during both peri-
ods. If there is anything that I know from having met with him and his
consultants at various meetings and reading what he had to say in the
minutes, it is that he certainly did not have a macroeconomic model.
He would have been the first to deny that he had anything like a
macroeconomic model. He didn�t like macroeconomic models. I am
not even sure whether he liked economists. So, you need to explain
how this same person�Martin�could have had a low-inflation strat-
egy, and very decidedly so, in the 1950s and then given it up in the
1960s. How did he happen to help finance the Vietnam War? 

I would say that for most of the 1950s, the dominant personality in
terms of thinking about how the Fed reacted was Winfield Riefler. He
did not have an economic model. He had not had an economic model in
the 1920s, except for a very short-term relationship between member
bank borrowing, or free reserves, and what the Fed was doing. What
Winfield Riefler had in his head, which he says many times in those
minutes is, �You have to look at the relationship between money growth
and the rate of growth of output.� And that got lost. Martin didn�t really
believe much in monetarism. In fact, he didn�t believe in it at all. But
Winfield Riefler did and, to a considerable extent, so did Thomas, who
took his place after Riefler retired in the late 1950s. That is an important
part, and you need to explain something about how Martin changed.

The third thing I would add, which I think is missing in your
account, is the role of politics. You have Eisenhower at one end and
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Reagan at the other. That makes a considerable difference to what is
going to happen both to fiscal policy and to the kinds of pressures that
the Fed is going to be under. Then, you have people in between, like
Johnson and Nixon. Nixon never tired of telling Arthur Burns,
�Arthur, you warned me about the 1960s but cost it me the election.
You are not going to do that again, are you Arthur?� Or, you have
Lyndon Johnson who tells Walter Heller, �Call up Robertson and say,
�If you are going to be reappointed, will you follow your president or
will you work against your president?�� And Robertson, according to
Heller, says, �Of course, I�ll follow my president.� So, Johnson says
to Heller, �Okay, tell him we are going to reappoint him.� Politics
makes a big difference. And politics doesn�t play a role in your story
but it certainly played a role in the pressures that were on the Fed in
the 1960s and the 1970s�from Lyndon Johnson, Richard Nixon, and
probably the Carter Administration. And finally, of course, what got
lost in the late 1960s and the 1970s was the belief that money growth
had something to do with inflation.

Mr. Fischer: Thanks very much, Allan. Just to clarify, Allan is also
writing a history of the Fed, so he has taken a close look at the record.
We will turn now to the Romers for a quick response. We then have
four more questions. I would ask the next questioners to be brief. 

Ms. Romer: I will be brief too. I want to make one thing clear: We
are very much not about where policymakers� beliefs came from. One
of the ways that we limited our paper is to only look at what policy-
makers believed not why they believed it. The role of academics and
the role of learning are at some level outside our story. It is not that we
don�t think these issues are important, it is just that they are beyond
the scope of this study. 

Likewise, on the role of politics, the way we envisioned our question
is�how far can we get in explaining the changes in stabilization policy
with only the change in policymakers� beliefs. Again, I agree that an ele-
ment of politics is certainly important. What I think surprised us is how
far we could get in explaining the evolution of policy with only views.

On Chairman Martin, one thing to say is he may have not said that
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he had a macro model, but he had a framework. He was making deci-
sions, he had views about how the economy worked, and what infla-
tion did to the economy. You can�t make policy without some view
about how the economy works. On this idea about how quickly the
framework changes, and how Martin changes, it is not necessarily that
a particular person�s view changes. Rather, what may change is the
belief carrying weight within the FOMC. Our view of Martin is that at
some point�and again this is speculating and something we are work-
ing on�loses faith in his own framework, the framework that had
inflation being very costly.

In response to Allen Sinai�s comment on the Greenbooks, again
we�re looking for data. We were trying to get some indicator of poli-
cymakers� beliefs other than narrative evidence. When the Fed staff
members make their forecast, does that reflect the Board? Does it
influence the Board? I guess my naive view is that if the staff were
coming in with a wacky model that wasn�t being supported by the
members of the FOMC, they wouldn�t be there for long. So, I would
still stand by this notion that there is some relationship between the
model inherent in the staff forecast and the beliefs of actual policy-
makers. And, whether the modern Federal Reserve rejected the natu-
ral rate hypothesis in the 1990s, I think the much more plausible view
of what happened is that they kept the framework and they greatly
lowered the estimate of the natural rate. So, I don�t think you have to
say they threw away the whole model.

Mr. Romer: Two very brief things. Alan cited the standard error for
estimates of the natural rate. That was a paper published in roughly
1997. It was a stunning result. Reading especially the Economic
Reports of the 1960s, you expect from their tone to see the second and
third decimal places on their estimates of the natural rate. They really
think they understand what is going on, and they are willing to dis-
count evidence that goes against it. They are willing to work very hard
to move the economy to what they think is the natural rate.

Regarding politics, Tom Mayer had a line that I found very persua-
sive. He said, �If the political story were really central, what you
would see in reading the records of the Fed, is that the Fed is straining
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at the leash all the time.� You occasionally see a Fed that is in conflict
with the White House. You don�t see a Fed that for two decades is try-
ing to do something that it wants to do but feels grossly constrained by
outside pressures. 

Mr. Fischer: Thanks. 

Mr. Cotis:  I think this paper is fascinating, but it�s empirical part
may be less convincing than it could be. I think one big omission is
supply-side shocks and more specifically oil shocks. This omission
has an impact on some of your empirical findings, and it might lead
you to overstate a little bit your case increased knowledge of the econ-
omy leading to better performance of policy makers over time.

Let�s look at two or three illustrations�accuracy of the Fed forecast,
for instance. If we look at chart 1 in your paper, we see that errors are
massively concentrated during the oil shock period. Like everyone
else, Fed forecasters were taken by surprise and their forecasts were
too inert. After that, we moved to a much steadier inflation regime,
and the accuracy of the forecast got much better�basically because
the task was much easier too.

The second illustration deals with the natural rates of unemployment
implicit in the Fed forecasts. Had you controlled for variations in the
terms of trade in your calculations, you would have ended up with a
much smoother series and a lot less hiccups to explain away through
political considerations.

The third illustration is distance to the Taylor rule in terms of inter-
est rate setting. The period where the mismatch is the biggest by far is
the oil-shock period. I�m not sure that a very simple version of the
Taylor rule provides us with the best gauge to assess the accuracy of
monetary policy. In these very special circumstances, we need to dis-
entangle between underlying and actual inflation. So, maybe you are
overstating a little bit your case by really not taking into account the
changing in the nature of shocks hitting the economy over the period.

Mr. Fischer: Thanks very much. The final three questions or com-
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ments will be from Bill Poole, Philippa Malmgren, and Larry
Summers. 

Mr. Poole: I think the paper should give more emphasis to the
debates on monetarism. I would comment on two aspects of it.
Certainly, the debate over the role of money was continuous during
this period. It had an important bearing on Fed policy and on market
behavior. As the 1970s went on, you saw more and more market
responses�interest rate responses�to the weekly announcements of
money growth clearly was important in the policy turn in 1979. So, it
had a real bearing on what happened in monetary policy.

Secondly, there was a big debate over the relative roles of monetary
and fiscal policy. In the 1960s particularly, monetary policy within the
Federal Reserve was thought to be almost a sideshow, and the critical
issue the Fed saw at that time was the need for fiscal response to the
Vietnam War. That was part of the reason why the Fed�s response was
so delayed. Here again, this was an important academic debate�the
relative role of money and monetary and fiscal policy. The Fed was on
the wrong side of that�certainly in the mid- to late 1960s.

Ms. Malmgren:  I thought the central idea of your paper�that the
objectives of policy have not changed over the years: high growth, low
inflation, stability�are all there. But the relative mix of them has
changed at times. There were three pieces that could be added that
would help explain the change in the mix.

One is (and I�ll pose it in the form of a question): Has the quality of
the data that the policymakers are working with changed sufficiently
over time to help explain why certain decisions were made? In other
words, the absence of certain information, or low quality of it, perhaps
is an important factor. 

That feeds into a second point, which is the speed at which policy
influenced the economy. Has that changed over time? Is that an impor-
tant feature of that relative mix?

And third, something you hinted at but did didn�t go into, is whether
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the personal and recent experiences of policymakers influence that rel-
ative mix as well. In other words, it is that old idea that somehow cen-
tral bankers can sometimes be dominated by looking in the rearview
mirror at the last accident that occurred. I am wondering whether there
might be a role for that to play in the analysis that you undertake.

Mr. Summers: I thought the paper was terrific. The first comment I
was going to make was on Allan Meltzer�s comment about nominal
and real interest rates, which feels like a major issue to me. Part of
what was terrific about the paper was that it stayed away from the
explanation of specific events in terms of political factors. An impor-
tant argument for that approach is that if you looked at the broad his-
tory of England and, I suspect, much of Europe through much of this
period�low inflation, expansion, of getting it back under control in
the 1980s�it would be parallel and that speaks to the importance of
what the paper is trying to analyze, which is the broad Zeitgeist in
which policy was operating.

That said, I thought Tom Sargent had it more right than the authors
did on the 1970s. It seemed to me that what the authors attribute to
misleading estimates of the natural rate and to belief that disinflation
works painfully could also very well be understood, as everybody had
a built-in expectation that inflation was just going to continue, and it
was so tough to fight that it wasn�t worth the bother. Then, there was
a growing understanding in which the academic literature probably
played a small part of the importance of credibility�doing things to
gain credibility. The heavy focus on the notion of independent central
banking that became a part of discussions of this kind in the 1980s, but
was not nearly as much a part of discussion in the 1950s, supports that
interpretation. So, I would tell the story somewhat differently for the
latter period of policy error.

Mr. Fischer: Thanks, Larry. Christina and David. Do you have any
final comments?

Ms. Romer: I want to address this issue about the real interest rate.
While I certainly agree with Allan Meltzer that it is not mentioned, I
think that is too simplistic. In particular, when you read the Federal
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Reserve records for the 1950s, policymakers were not stupid. And,
although they don�t say the term, �the real interest rate,� there is a lot
of discussion that the nominal rate is high because expectations of
inflation are high. They certainly understand that there is something
else out there that matters. There is a view that somehow the 1960s
and 1970s were all just an accident: monetary policymakers were
looking at the wrong indicator, they were looking at free reserves, or
the nominal rate, and they just missed what was going on. But what
we are talking about are gross changes. These are not subtle little
changes over the last fifty years. The 1960s and the 1970s had a very
different policy�there was an extreme expansionary bias to policy.
This gross change is coming precisely from policymakers� model of
the economy.

Regarding the point about the changing objectives, what we want to
say is that objectives didn�t change somehow for intrinsic reasons.
Policymakers didn�t wake up one day and say they care more about
inflation than before. I believe that their objectives changed because
their model changed. If you have a model where inflation is unbe-
lievably costly, you care more about it. It is not somehow distinct
from the model.

Mr. Fischer: David, any last word?

Mr. Romer: I don�t have a lot to add to that. On this question of
whether these things come from tactical errors or supply shocks:
Looking at what they thought was going to happen to the economy
will get you a long way from these issues about tactics and so on. If
you look either explicitly at the forecasts or you look at what they
were saying, they were thinking most of the time they were going to
operate the economy at what, in retrospect, looks like a pretty high
level. Depending on the era, either they thought inflation was going
to nicely go away by itself or, in some periods, that inflation would
persist. They were just willing to live with that. I can�t pronounce com-
plicated German words, but I think Larry is right to say it is the
Zeitgeist of the era that is the driving force and not the narrower things.
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Mr. Fischer: One last comment that Bill Poole has left. Before the
session, Bill was saying, �We also need to remember that we had a
pegged exchange rate in the 1950s and into the 1960s.� That had an
influence, probably, on creating more coherence in William
McChesney Martin�s thinking than various comments have implied. 
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Is There a Role for
Discretionary Fiscal Policy?

Alan J. Auerbach

Introduction

On March 9, 2002, President Bush signed the Job Creation and
Worker Assistance Act. The act included a temporary increase in
depreciation allowances for business spending on equipment and soft-
ware, in the form of 30 percent partial expensing and a temporary
extension of unemployment benefits. At the time, the motivation of the
act was that it would provide fiscal stimulus that could help the econ-
omy recover from the first recession in a decade. Yet, whether the
economy was still officially in recession at the time was not known,
because the National Bureau of Economic Research (NBER) dating of
the recession trough had not yet occurred. Indeed, there was a clear
possibility that the recession might be over. On February 28, the
Bureau of Economic Analysis had released �preliminary� estimates
showing that real GDP had grown at an annual rate of 1.4 percent in
the fourth quarter of 2001, following a real decline of 1.3 percent in
the third quarter�a decline substantially associated with the eco-
nomic disruptions caused by the September 11 attacks. This prelimi-
nary estimate updated the �advance� estimate of 0.2 percent fourth
quarter growth released January 30.1

The difficulty of practicing countercyclical fiscal policy has been
a staple of macroeconomics textbooks for decades. With the typical
postwar recession lasting less than a year and discretionary fiscal
changes subject to information, political, and economic lags,
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knowledgeable policymakers have understood the daunting task they
faced. But the strong support for this most recent �stimulus package�
reminds us that policymakers may go where economists fear to tread. No
politician wishes to be cast in the title role of �It�s the Economy, Stupid.�

Even as the practice of countercyclical fiscal policy has survived, the
period since the golden days of �fine-tuning� has provided further
caveats about its use, dating from Lucas� celebrated critique in the
1970s, emphasizing that activist policy must take account of its effects
on the expectations of firms and households, to the more recent argu-
ment that tax cuts may fail to be expansionary in circumstances of
budgetary duress. With the recent recession and legislative action, it is
a good time to review the state of discretionary fiscal policy, consider-
ing the extent of its use, its successes and failures, and the extent to
which alternative policies have been or might be available. Rather than
attempting a comprehensive survey, I consider several of the issues that
have arisen recently in consideration of the efficacy of fiscal policy.

How active has U.S. fiscal policy been in recent decades?

In embarking on a study of U.S. discretionary fiscal policy, it makes
sense to ask how active policy has been and whether the degree of
activism has changed over the years. While these are simple and
straightforward questions, their answers are not. One cannot simply
look at quarterly or annual changes in federal taxes and spending.

Cyclical adjustment

The most obvious problem with looking at fluctuations in tax rev-
enues, spending, or their difference�the budget surplus�is that each
of these aggregates�especially tax revenues�is sensitive to the eco-
nomic cycle. Changes occur without any active policy decisions.
Indeed, as discussed further below, these changes may serve as auto-
matic stabilizers, but they need to be left aside in attempting to meas-
ure active policy changes.

The Congressional Budget Office (CBO) computes a cyclically
adjusted quarterly measure of the federal budget surplus, based on the
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National Income and Product Account (NIPA) seasonally adjusted
quarterly surplus measure.2 This �full-employment� surplus series,
available from the first quarter of 1956, provides a measure of how
policy has changed at the quarterly frequency; it is helpful to examine
fiscal behavior at this frequency in studying countercyclical policy,
given that the period of the typical recession is less than one year.3

Table 1 presents regressions relating the change in the full-employ-
ment budget surplus to the lagged measure of the full-employment
GDP gap, with both measures divided by the level of full-employment
GDP. The first column presents the simple regression relating these
two variables over the full sample period. The negative coefficient
indicates that the full-employment surplus has fallen in response to a
rise in the GDP gap, consistent with the use of discretionary counter-
cyclical fiscal policy. The relationship, however, is weak and not sta-
tistically significant. But there are, of course, other determinants of
fiscal policy. As many authors have emphasized,4 U.S. fiscal policy
over the years has had the property that increased levels of national
debt lead to higher subsequent budget surpluses. In first differences,
this implies that a higher deficit in the past should cause a tightening of
policy�an increase in the current surplus. Adding the lagged budget
surplus to the regression, in the second column of table 1, confirms this
prediction. The higher is the lagged budget surplus, the larger is the fall
in the current full-employment surplus. This relationship is statistically
significant; so too, now, is the effect of the lagged output gap.

Has the responsiveness of policy to the cycle and to the degree of
fiscal balance changed over time? The final three columns of table 1
address this question by repeating the estimation of column 2 for three
subsamples. Column 5 covers the period since the second quarter of
1993, roughly corresponding to the beginning of the Clinton
Administration. Column 4 covers a period of equal length immediately
preceding this, and column 3 covers the balance of the sample period,
through the second quarter of 1984. For this initial period, the relation-
ship is comparable to that of the full period shown in column 2. For the
subperiod extending from 1984 to 1993, though, the estimates indicate
that policy was more responsive both to the cycle and to the prior
budget surplus. The sensitivity to the surplus, in particular, shows a
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marked increase during this period that followed the large Reagan tax
cuts phased in beginning in 1981 that, along with the contemporane-
ous defense buildup and other factors, led to a sharp expansion in
national debt and deficits relative to GDP. During the final period,
covering the Clinton years and the beginning of the current Bush
Administration, the influence of the budget surplus and, especially, the
output gap, increases again. The coefficient on the output gap predicts
that the full-employment surplus falls by over a third of the previous
quarter�s output gap.

To put this last coefficient estimate in context, consider the implied
effect of an increase of 1 percentage point in the unemployment rate.
Based on the recent Okun�s law relationship, this implies a roughly 2
percent drop in output relative to its full-employment level. The coef-
ficient of -.358 on the output gap implies a corresponding rise in the
full-employment deficit of -.72 percent in the next quarter�about $75
billion on an annual basis at the current level of GDP.

In summary, based on the estimates in table 1, U.S. fiscal policy, as
measured by changes in the full-employment deficit, appears to have
been responsive to both cyclical and budgetary conditions, with the
sensitivity to each factor increasing over time.

Timing and measurement of response

Even purged of automatic cyclical changes in revenues and spend-
ing, there are a number of reasons why the current full-employment
deficit may not offer an ideal measure of the state of fiscal policy.
First, there may be changes occurring over time that have nothing to
do with policy actions. For example, increasing dispersion of the
income distribution, as occurred during the 1980s and 1990s, led to
increased tax revenues through the progressivity of the individual
income tax. To the extent that such changes occur smoothly over time,
they will be picked up by the constant in table 1�s regression model,
but their patterns may be more complex than this.5

Second, a change in the full-employment surplus, even if resulting
from a policy change, is not necessarily due to a contemporaneous
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policy change. Several major pieces of tax legislation in recent
decades have included phase-in provisions that confound interpreta-
tion of changes in the full-employment deficit. Consider the sequence
of events in the early 1980s. After the massive tax cut embodied in
the Economic Recovery Tax Act of 1981, there were smaller but
still significant tax increases passed in the years immediately fol-
lowing. The net impact, though, was still a phased reduction in taxes.
As the 1981 legislation included tax-cut provisions that took effect as
late as 1985 (when bracket indexation became effective), the net
changes during the early 1980s might have appeared expansionary,
even as restrictive legislation was being passed. A similar situation
exists now as a result of the 2001 passage of the Economic Growth
and Tax Relief Reconciliation Act (EGTRRA). That legislation�s pro-
visions are scheduled to be phased in over a ten-year period. Should
these future changes occur during periods of recession, they might
appear to reflect the use of countercyclical discretionary policy, even
though they were enacted long before such conditions existed or were
even contemplated.

Finally, as has long been noted, changes in particular components of the
surplus�most obviously, changes in spending as opposed to changes
in revenues�should have different effects on aggregate demand.
Thus, the change in the deficit, even cyclically adjusted, is inadequate
to convey the magnitude of stimulus to aggregate demand. For all
three of these reasons�non-cyclical autonomous changes, timing, and
composition, an alternative measure of fiscal policy, based on explicit
policy changes, may be preferred. For this purpose, one may construct
a series using the periodic fiscal updates published by the CBO.

For many years, CBO has provided frequent updates of its baseline
revenue and expenditure forecasts for the federal budget, covering the
current fiscal year and several future fiscal years. With each update, it
allocates changes in forecast revenues and expenditures to legislative
or policy actions, on the one hand, and economic factors on the other
(which it breaks down further into �economic��macroeconomic�
and �technical� sources, such as those associated with shifts in the
income distribution). CBO typically publishes two major revisions
incorporating updated economic forecasts during each year, the
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Economic and Budget Outlook in late January or early February, and
the Economic and Budget Outlook Update during the summer. By
accumulating changes between each of these forecasts (including
intermediate revisions, such as those typically made in response to the
release of the President�s budget), one may derive a roughly semian-
nual series of forecast changes in revenues and expenditures. In the
past, I have used the resulting series to evaluate CBO�s forecasting
record, focusing primarily on the revisions not related to policy
(Auerbach 1994, 1999), but also focusing, as here, on the determinants
of policy, albeit at an annual frequency (Auerbach 2000).

Data from CBO forecast revisions are available since summer 1984 as
the pattern of semiannual forecasts begins with the winter 1984 Budget
Outlook. For each observation, I measure the policy change with respect
revenues, expenditures,6 or their difference�the surplus�as the dis-
counted sum of policy changes adopted during the interval for the cur-
rent and subsequent five fiscal years (relative to each year�s
corresponding measure of potential GDP), with the six weights nor-
malized to sum to 1.7 Based on a simple goodness-of-fit measure (the
regression�s ) in a search over different values, I choose a discount
factor of .5, meaning that each succeeding fiscal year�s policy change
is accorded half the weight of the previous one.8 To facilitate compar-
ison with the results in table 1, I relate these fiscal policy changes to
lagged values of the full-employment GDP gap from the prior quarter,
and the previous fiscal year surplus.9 Table 2 presents the results of
these regressions, for the three dependent variables, for the full sample
period and the first and second halves of the sample period, which
approximately correspond to the last two subperiods examined in table 1.

The results in table 2 are generally consistent with those in table 1.
Over the full sample period, both the GDP gap and the budget surplus
exert a significant, negative impact on surplus-enhancing policy
actions, with both revenues and outlays responding in a consistent
manner. The strength and precision of the effects are smaller for the
overall surplus during the first half of the sample period than in the
second, as was the case for these two periods in table 1. As can be seen
from the breakdown between revenues and outlays, though, this
strengthened responsiveness since 1993 is due to behavior on the

R 2
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revenue side, as outlay responses are relatively similar (and not statis-
tically different) during the two halves of the sample period.

The responsiveness of revenues to the budget surplus since 1993 is
quite consistent with the pattern of major tax legislation, with the tax
increase of 1993 occurring at a time of large budget deficits being fol-
lowed by a small tax cut in 1997, when the deficit was much smaller,
and a large tax cut in 2001, when the budget was in surplus. What is,
perhaps, more surprising is that this same increased sensitivity does
not also show up on the outlay side. After a period of effective down-
ward pressure on discretionary spending, associated with the multi-
year spending caps initiated by the Budget Enforcement Act in 1990
and extended by legislation in 1993 and 1997, the decade closed with
a surge in �emergency� spending in 1999 and 2000, meant to override
the spending caps, with the caps simply being ignored thereafter, even
before the post-September 11 surge in national security spending.

Part of the explanation for this lack of the expected empirical find-
ing may be the behavior of entitlement spending, which has been
growing in importance over the years, or the conventions used to
determine when spending policy has �changed.�  This is typically a
more difficult task than is faced on the revenue side, where policy
changes primarily just track actual legislative changes. To address
each of these concerns, I consider, in table 3, the behavior of discre-
tionary spending over the years. These data are available since fiscal
year 1962, so the first observed change in fiscal year spending is for
1963. The table relates actual year-to-year changes in discretionary
spending to the prior year�s GDP gap10 and budget surplus, all relative
to full-employment GDP. This exercise has two advantages over the
examination of outlays in table 2: It focuses only on discretionary
spending, and considers actual spending changes, rather than changes
in forecast spending. It also has the disadvantages of being at an
annual frequency, making an evaluation of countercyclical responses
problematic and including changes in spending that might be the auto-
matic result of cyclical factors. This second problem should not be a
major concern, though, given that the focus is on discretionary spending.

For the full sample, in table 3�s first column, the coefficients of the
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GDP gap and the budget surplus both have the predicted sign, but both
are small and neither is estimated precisely. In all specifications and
time periods, the GDP gap was quite insignificant, suggesting a weak
relationship at the annual frequency. Thus, the remaining columns
present estimates excluding this variable, for the full sample period
and three subperiods, the last two, 1984-1992 and 1993-2001, corre-
sponding to the two recent sample periods examined in tables 1 and 2.
The results in these columns do suggest a recent increase in the
responsiveness of discretionary spending to the budget surplus, with
this relationship being statistically significant since 1993. But, with
only nine observations for this period, one should not make too much
of these results. There may, indeed, have been a recent breakdown in
fiscal discipline, but it is difficult to quantify the importance of this
phenomenon using standard statistical techniques.

Summary: How active has policy been?

The results presented thus far are subject to a collection of empirical
limitations, which have been discussed in the context of their presen-
tation. But, taken together, they suggest that fiscal policy has been
responsive both to cyclical factors and conditions of fiscal balance
during recent decades. The cyclical responsiveness may be something
of a surprise, given a general perception that attempts at countercycli-
cal fiscal policy have been poorly timed. Indeed, one can cite instances
in which timing has been poor, but there are other cases, for example
the advance tax reduction checks sent during the late summer of 2001,
when fiscal changes occurred at the right time, even if, as seems likely
for the 2001 tax cut, the countercyclical thrust occurred by coinci-
dence at least as much as by design.

Still, the magnitude and timing of discretionary responses is only part
of the story concerning the efficacy of fiscal policy as a tool for macro-
economic stabilization. An important additional step involves the link
from fiscal changes to behavioral responses, an issue about which there
has been much recent debate and to which I return below. Also, the
automatic responses of the budget to the economic cycle, purged from
consideration above in order to measure the strength of discretionary
policy actions, are, nonetheless, a component of stabilization policy
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and worthy of consideration, particularly if skepticism remains
about the viability of discretionary policy. I turn to this issue next.

Automatic stabilizers

As economic activity fluctuates, so does federal spending and, espe-
cially, federal tax revenues. Traditionally, these fiscal changes have
been seen as automatic stabilizers, stimulating aggregate demand as
income falls and reigning in demand and income rises. But changes in
the composition of revenues and spending over the postwar period
have been substantial. What impact have these changes had on the
strength of automatic stabilizers in the United States?

One method of measuring the strength of automatic stabilizers is to
relate the gap between the full-employment surplus and the unadjusted
surplus to the contemporaneous gap between GDP and full-employ-
ment GDP. The coefficient of this relationship indicates the magnitude
of the response of the surplus to GDP that is embodied in the CBO�s
calculation of the full-employment surplus. For the full sample of
quarterly data used above in table 1, this coefficient (in a regression
not shown) is .350, indicating that fluctuations in the federal budget
surplus are equal in magnitude (and of opposite sign) to around one-
third of contemporaneous output fluctuations. One can also look at the
coefficient for individual years to see how this relationship has changed
over time. As these annual estimates are somewhat unstable, one can
get some idea of the evolution of the coefficient by looking at a five-
year weighted moving average of individual year estimates. This series
of smoothed coefficients is shown in chart 1.11 The chart shows fluctu-
ations in the relationship over time, but no obvious trend, other than
perhaps a drop from the high values of the 1950s. But this approach,
based on aggregate measures of the output and surplus gaps, does not
allow one to determine whether these fluctuations relate to actual
changes in the tax structure or automatic spending rules or to the posi-
tion in the cycle or other factors for which one might wish to control.
To learn more, it is helpful to use a more micro-level approach, esti-
mating how, based on tax and spending rules, the liabilities of taxpay-
ers and the level of government spending would have changed in each
year in response to a change in output.
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Auerbach and Feenberg (2000) used this latter approach to estimate
the impact of output fluctuations on individual tax payments. Chart 2
updates the main results of that study, using the same methodology
with minor adjustments and extended to include later years. The chart
includes calculations for even years between 1960 and 1966, and
every year thereafter through 1997.12 For each year, the calculation is
based on that year�s NBER TAXSIM model based on a file of indi-
vidual income tax returns, using a �tax calculator� to estimate the
impact on tax liability of changes in tax-return components of income
and deductions. To calculate the value for a particular year, one carries
out a hypothetical experiment in which all income and income-related
deduction items on each tax return in that year are increased by 1 per-
cent, meant to simulate a 1 percent change in aggregate income spread
neutrally across the population. Then, all the individual tax changes
are added together and divided by the sum of assumed income changes
for that year. The result is the ratio of the aggregate change in taxes to
the aggregate change in income.
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The first series of chart 2 presents estimates of this ratio for the
income tax, excluding the Earned Income Tax Credit (EITC). We
might expect this ratio to have fallen during the 1960s and 1970s, with
the general decline (at least until the 1990s) of top marginal tax rates
associated with major legislation in 1964, 1981, and 1986. However,
the two years in which the ratio is highest are 1980 and 1981. The
explanation lies in the high inflation of the 1970s and early 1980s, with
bracket creep (not eliminated from the tax system until 1985) pushing
taxpayers into higher brackets. The trend reverses beginning with the
1981 tax cut, as the ratio declines gradually into the early 1990s. 

The second series in chart 2 repeats the exercise of the first series,
but holds the distribution of income constant at that of the 1980 tax
year, to determine whether changes in the responsiveness of the tax
system over time are associated with the well-documented shifts in the
income distribution. One implements this hypothetical experiment by
applying the tax law for each respective year to the 1980 sample, with
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Chart 2
Automatic Stabilizers of Individual 
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incomes and income-related deductions adjusted to reflect the ratio of
that year�s aggregate adjusted gross income to the adjusted gross
income for 1980. We might expect this series to exhibit less sensitivity
to the cycle in recent years by giving less weight to income in higher
marginal tax brackets, but the impact of this adjustment is trivial.

The third series in the chart is a reprise of the first, with varying
income distribution, but now the EITC and payroll tax are added.
Adding the EITC alone (not shown) has no effect until its 1975 enact-
ment, and a very small effect for the remainder of the period, never
adding more than 1 percentage point to the overall response for the
aggregate taxpaying population considered in this chart. The payroll
tax adjustment accounts for only the employee portion, consistent with
the assumption that the fluctuation in before-tax income does not affect
the relative incidence of the payroll tax on employer and employee.13

The effect of the payroll tax over time incorporates two factors, both of
which increase its magnitude. First, the payroll tax has risen over time.
Second, the rapidly rising payroll tax ceiling has made more taxpayers
subject to the payroll tax on marginal income changes. Overall, the
payroll tax increases the tax response substantially, particularly in later
years, when it accounts for roughly one-sixth of the overall tax response.

The final series shown in chart 2 takes into account the indirect
effects of inflation on tax payments. The existence of a short-run
Phillips curve implies that a decline in the rate of economic activity, as
represented by a rise in the unemployment rate, will be associated with
a fall in the inflation rate. As discussed above, inflation raised the real
value of taxes paid before 1985, so a reduction in the rate of inflation
would have decreased this effect, adding to the stabilizing impact of
the tax system. This effect is incorporated in the calculation by assum-
ing that the same uniform 1 percent shock to real income induces a 0.5
percent shock to the price level, for a total increase in each individual�s
nominal income of 1.5 percent. The impact of this additional effect is,
as expected, to raise the tax response in the years prior to 1985.

Regardless of which of the series in chart 2 that one considers, 1981
stands as the year in which the individual tax system absorbed the
highest share of marginal income changes. The payroll tax imparts an
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upward trend from the early 1980s on, while the lack of indexing
raises values for the period prior to 1985. The overall picture is one of
very little net change over the full period, as the effects of particular
changes have tended to cancel each other out. The tax response in
1997 is roughly what it was in 1960.

These results offer a somewhat different pattern than those in chart
1, although that chart also shows a relative peak around 1981, a rise in
the early 1990s, and relatively little trend in responsiveness over time.
One important source of the difference between the charts is coverage:
The personal income and payroll taxes covered in chart 2 represent the
most important automatic stabilizers in the United States, but there are
other components that are omitted. Chart 1 covers the business and
excise taxes excluded from calculations for chart 2, as well as expen-
diture-side responses, notably unemployment compensation. Also, the
data used to produce chart 1 take into account changes in the size of
the taxpaying population, while those used for chart 2 do not. These
differences explain why the fiscal responses in chart 2 are smaller than
those in chart 1,14 and may also explain differences in year-to-year
movements. Still, both charts suggest that the potential role of the fis-
cal system as an automatic stabilizer is not markedly different than it
was decades ago. 

The magnitude of these automatic fiscal adjustments, though, indi-
cates only a potential for stabilization. The actual impact on aggregate
demand of these fiscal changes, like the impact of the discretionary
changes discussed above, depends on behavioral responses, in this
case of household consumption expenditures. There has been consid-
erable discussion in the literature about the responsiveness of house-
holds to temporary tax changes, starting with the recognition that
consumption responses to temporary changes should be smaller than
those to permanent changes�perhaps extremely small�among
households with long-term planning horizons.

Indeed, Shapiro, and Slemrod (2001) found in a survey that a small
minority of households (22 percent) planned to spend the advance tax
refunds sent in 2001. On the other hand, econometric studies of
responses to predictable changes in Social Security taxes and tax
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refunds (Parker 1999 and Souleles 1999, respectively) find a larger
consumption response, and a still larger consumption response�as
high as 90 percent�has been estimated for the phased-in Reagan tax
cuts of the early 1980s (Souleles 2002). The data used for these stud-
ies typically are inadequate to determine whether the consumption
response would be different for the high-income individuals who pay
such a large share of income taxes and, hence, would bear a large share
of tax fluctuations. One might expect a much lower response among
this group than among the general population if liquidity constraints
were causing the large consumption response. But the literature has
not provided a strong link between excess consumption sensitivity and
liquidity constraints, nor has it provided clear evidence of a smaller
consumption response at higher incomes. Thus, although theory sug-
gests that the overall impact on consumption could be substantially
less than the automatic tax adjustments shown in chart 2, some recent
estimates indicate large consumption responses. But the reasons for
such large estimated responses are not well understood, and, hence, it
is unclear whether they would also apply to changes in tax payments
induced by cyclical fluctuations.15

However, there is another potential way in which the tax system can
act as an automatic stabilizer that has generally been overlooked.
Automatic stabilizers have typically been conceived in relation to
aggregate demand. But, to the extent that employment levels are also
determined by labor supply conditions, a tax system with rates rising
with respect to income might also serve to stabilize output. Falling
output, in reducing marginal tax rates, could encourage greater labor
supply, with rising output and marginal tax rates having the opposite
effect. Moreover, the temporary nature of the change in income, which
works against the effectiveness of demand-side stabilization, reinforces
the supply-side impact. If leisure is a normal good, permanent increases
in the after-tax wage have an income effect that discourages labor sup-
ply and works against the substitution effect of the wage change. But
this offsetting income effect is largely absent from temporary changes.

How large an effect might such marginal tax rate changes have? If
we focus only on first-round effects (i.e., ignoring subsequent effects
of the induced increase in labor supply on the before-tax wage and
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marginal tax rate), the net stabilization effect will equal the product of
two terms: the impact of the initial change in output on the after-tax
wage rate though the changing marginal tax rate, and the change in
labor income from the induced labor supply response. As shown in
Auerbach and Feenberg (2000), this product is roughly equal to the
product of the change in the marginal tax rate with respect to a unit
proportional change in income, dt/d ln Y, and a relevant labor supply
elasticity, say η, that may be relatively large, reflecting not only the
absence of an income effect but also the possibility of intertemporal
labor substitution.

Chart 3 presents estimates of the impact of income changes on mar-
ginal tax rates, averaged over the population in proportion to labor
income. Like the series in chart 2, these are extensions of results pre-
sented in Auerbach and Feenberg (2000). The series in the chart cor-
respond to two of those in chart 2, for the income tax alone without the
EITC, and for the income tax with the EITC plus the payroll tax. As
one would expect, the patterns in this chart are similar to those in chart
2, with the sensitivity of marginal tax rates peaking around 1981,
when marginal rates peaked, falling thereafter and again after 1986, as
a result of the legislated flattening of the marginal rate distributions in
those years. The EITC effect (not shown separately from that of the
payroll tax) is small, slightly reducing the marginal tax rate sensitivity
(due to individuals passing out of the phase-out range with rising
income). The impact of the payroll tax is more significant and counter
to its impact on the demand side. Here, it reduces the tax system�s
impact; around the payroll tax ceiling, the marginal tax rate falls
sharply as income rises.16, 17

Overall, the potential stabilizing impact through marginal tax rate
changes has fallen considerably since the early 1980s. Even now,
though, the implied effect is about .07 times the labor supply elastic-
ity, potentially close in magnitude to the consumption response just
estimated. Thus, to the extent that cyclical fluctuations in employment
are an equilibrium phenomenon�generated not simply by changes in
labor demand, but by interactions of supply and demand�one should
not ignore the role of marginal tax rates in stabilizing output.
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In summary, automatic stabilizers have long been suggested to be an
effective tool for overcoming the lags of discretionary policy.
According to the traditional approach to estimating the tax system�s
capacity for automatic stabilization, the U.S. tax system is roughly as
effective as in the 1960s, though less effective than it was two decades
ago. But there is an additional issue that must be confronted regarding
automatic stabilizers, that their ability to stimulate aggregate demand
depends on the transmission of temporary after-tax income shocks to
consumption. Despite recent contributions to the literature, the strength
of this consumption effect is still not clear. On the other hand, there may
be an impact on the supply side that has typically been ignored, that pro-
vides a stronger impact on output, particularly in the case of temporary
tax shocks. The relative importance of automatic stabilizers on the
demand and supply sides remains to be determined.
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Chart 3
Response of Marginal Tax Rate to Before-Tax Income
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How effective has fiscal policy been?

Above, I presented evidence on the cyclical responsiveness of dis-
cretionary fiscal policy, as measured by changes in spending and tax
revenues effected through explicit policy changes. This evidence sug-
gests that these fiscal changes have been countercyclical, making them
potentially helpful to the cause of macroeconomic stabilization.
Indeed, the cyclical responsiveness appears to have increased during
the past decade.

As the discussion of the previous section on automatic stabilizers
reminds us, though, one must look beyond simple changes in revenues
and spending to the impacts on output. This is especially important on
the revenue side, for revenue changes, in themselves, have no impact
on GDP�they work only through the behavioral responses they elicit.
In terms of household consumption, the main response considered
thus far�the primary issue is how large the response will be. But, for
the other component of private domestic spending�investment�the
issues are more complicated.

Stabilization and investment

Although spending on durable investment goods may depend to a
certain extent on current after-tax cash flow, it also depends on expec-
tations of future profitability and, importantly, future tax policy. The
issue of intertemporal substitution, raised above in the discussion of
the potential labor supply response, is even more relevant here in con-
sidering the purchase of long-lived durable investment goods.
Changes�or expected changes�in the effective price of durable
goods potentially can exert a powerful impact on investment spending,
in a manner that is not well captured by concurrent changes in busi-
ness tax collections.

A good illustration of this distinction is afforded by the 2002 stimu-
lus bill�s change in investment incentives. The primary change was the
introduction of expensing (instead of regular depreciation) for 30 per-
cent of purchases of investment goods with tax lifetimes of twenty
years or less, for a period of three years. As a form of accelerated
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depreciation, this policy, mechanically, would have a larger revenue
effect in the short run than in the long run, even if it were enacted per-
manently. The additional deductions for future investment would be
offset by the smaller deductions on prior investment that had already
been partially expensed. Thus, the annual revenue losses would not
provide an accurate picture of the tax incentives for capital invest-
ment, which would remain constant after enactment. As enacted,
though, the provision is more complicated to analyze, for it makes
capital less attractive to have after three years but also encourages a
shift in the timing of investment to occur within the three-year win-
dow. The plausibility of the provision�s three-year life span is also at
issue in determining whether firms treat this �temporary� incentive as
permanent. Actual behavior will reflect expectations about the future,
not statutory language, and the past practice of countercyclical invest-
ment incentives will influence the formation of these expectations.

The role of current tax provisions and expectations can be described
using the standard Hall-Jorgenson user of cost of capital, which pro-
vides a measure of the required gross, before-tax return to capital and,
hence, a measure of the incentive to use capital in production. For a
constant tax system, the user cost is:

(1)

where p is the price of output, q is the price of new capital goods, ρ is
the nominal discount rate, δ is the exponential rate at which capital
actually depreciates, k is the investment tax credit, τ is the corporate
tax rate, and z is the present value of depreciation allowances per dol-
lar of capital purchased. According to this theory, taxation affects the
incentive to invest in a straightforward manner, with increases in the
corporate tax rate raising the cost of capital (assuming that z < 1) and
increases in the investment tax credit or the present value of depreci-
ation allowances lowering the cost of capital. If one modifies the
assumptions to incorporate changes in tax policy, the user cost of cap-
ital becomes (Auerbach 1983): 
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(2)

where Γ equals the sum of the investment tax credit and the present
value of tax savings from depreciation deductions.18

According to expression (2), the price of capital goods is effectively
the underlying price, q, multiplied by a factor that accounts for the tax
benefits associated with the purchase of capital, Γ. The presence of
the additional term on the right-hand side of (2) means that there are
now two ways in which tax policy may affect investment. First, as
already discussed, it can affect the overall level of desired capital, given
a constant tax regime. Second, if the regime is expected to change, it
may encourage firms to alter the timing of their capital purchases.
Indeed, a change such as the expected elimination of an investment tax
credit has a powerful effect on the user cost, as computed from expres-
sion (2), for it induces a huge capital gain at the time of the credit�s
elimination.

To study these timing effects, though, a model that assumes instan-
taneous capital stock adjustment is inadequate. Theoretical models
that incorporate adjustment costs commonly assume that the cost of
adjustment rises at an increasing rate with the level of capital expen-
ditures, implying that it is desirable for the firm to spread the expen-
ditures over time. Moreover, expectations of future changes in the
incentive to use capital in production lead to immediate changes in
investment in order to minimize the adjustment costs incurred in clos-
ing the gap between the current and future desired capital stocks.

As shown in Auerbach (1989) and Auerbach and Hassett (1992),
optimal investment behavior in the presence of convex adjustment
costs, which gives rise to Tobin�s q theory of investment (e.g., Hayashi
1982), may also be characterized by a partial adjustment investment
process in which the desired capital stock at date t varies inversely
with the weighted average of the current and expected future user
costs of capital based on expression (2):
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(3)

where the weights, wi, sum to unity and decline exponentially, at a rate
that is inversely related to the size of adjustment costs; the more slug-
gish the investment response, the more the future matters. 

Expression (3) for the weighted sum of user costs has some straight-
forward implications. If the user cost suddenly changed today�for
example, because of a change in tax law designed to deliver the econ-
omy from recession�and this change were expected to last indefi-
nitely, then the weighted average is simply the new current value
(because the weights add to unity). However, if today�s change in the
user cost is not expected to persist�for example, because the change
in tax law is expected to be temporary�then the user cost relevant for
current investment must reflect this anticipation. Generally, this will
encourage even more current investment than if the incentive were
expected to be permanent.

The possible effects of temporary incentives can be illustrated with
the new U.S. law. Table 4 summarizes the immediate fiscal stimulus
for a representative asset for a variety of assumptions about the weight
placed on future capital costs and the permanence of the tax change.
The weights on future capital costs reflect a plausible range, based on
the estimates in Auerbach and Hassett (1992). As the table suggests,
there is a wide range of possible effects, depending on the technology
of investment adjustment and the nature of expectations; and it is rea-
sonable to assume that expectations would account for more than the
statutory language, given the degree of policy activism in the past.

In a regression based on annual data for the period 1953-1985,
Auerbach and Hines (1988) found that the key variable in the user cost
expression (2), , was significantly affected by the unemployment
rate, the rate of GNP growth, and the real interest rate. Some of the
signs were consistent with countercyclical policy timing, but others
were not, making the net stabilizing impact unclear. Further, one must
also take into account the impact that such frequent policy changes
had on investment in periods when stimulus was not being applied�
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when the expectation of an investment incentive might have depressed
investment. Based on their empirical estimates of investment behav-
ior, Auerbach and Hassett (1992) concluded that, during the period
1953-1988, actual tax policy had destabilized business fixed invest-
ment. The period since then, until this year, has been one of quietude
with respect to investment-oriented changes in the law, but not with
respect to proposed changes, including a similar provision to that
enacted this year proposed by the first President Bush in 1992, and the
possibility of an incremental investment tax credit floated during the
first year of the Clinton Administration. Presumably, some of the
investment fluctuations of the past decade represented reactions to tax
changes that never occurred.

While discretionary fiscal policy has proved problematic for stimu-
lating investment, there are also problems associated with automatic
stabilizers. As portrayed by the neoclassical investment theory, for-
ward-looking investment behavior need not respond strongly to cur-
rent cash-flow conditions. This prediction remains controversial, as
the literature�motivated by theories of capital market imperfections
and asymmetric information�continues to debate the importance of
current cash-flow conditions for investment. To whatever extent cash
flow does matter, income tax fluctuations, especially fluctuations in
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Weight* New Law 1-year Permanent Uncertain**

.3 -3.56 -11.64 -2.80 -3.18

.5 -4.19 -8.30 -2.80 -3.49

.7 -3.84 -4.96 -2.80 -3.32

*   Weight = discount factor applied successively to each future period�s cost of capital.
** Assumes that investors believe there is a 50 percent chance of the new law becoming per-
manent and a 50 percent chance of it remaining as enacted.

Source: Auerbach and Hassett (2002), adapted from Cohen, Hanson, and Hassett (2002).

Table 4
Percentage Change in User Cost from 2002 Partial
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the corporate income tax, can cushion investment fluctuations, for
they rise and fall with current profitability. But there are important
limits to this cushion on the down side imposed by tax law asymme-
tries, notably the limits on the deductibility of losses and the corporate
Alternative Minimum Tax (AMT).

The inability of corporations to get refunds for losses can loom very
large in recessions. During the deep recession in the early 1980s, for
example, Altshuler and Auerbach (1990) found that roughly one-fifth
(weighted by assets) of the non-financial corporate sector was con-
strained in this manner, with an even larger number of firms not fully
able to utilize investment tax credits for which some investment qual-
ified at the time. Such restrictions have a mixed effect on the forward-
looking incentive to invest, as the inability to deduct depreciation and
other up-front incentives today is offset by the possibility that profits
will be shielded by future losses. But, for cash-constrained firms, the
negative effect is clear. Thus, the 2002 stimulus package also included
a temporary two-year provision that extended the number of prior
years to which current losses could be �carried back� to offset past
profits and get an immediate deduction for losses.

The corporate AMT has an effect similar to the limit on losses. It is
more likely to bind (i.e., exceed a firm�s regular tax liability) in peri-
ods of low profitability, as a firm�s AMT liability is less sensitive to
profit fluctuations than its regular tax liability. Like the limit on losses,
the AMT represents a deviation from symmetric taxation that reduces
cash flows during periods of low profitability. There are other asym-
metries present in the tax code, working in the same direction, such as
the limit on the use of foreign tax credits.

These various tax law asymmetries�which may have little eco-
nomic justification and, in any event, have generally been enacted
without consideration of economic effects�have, as the 2002 legisla-
tion illustrates, transferred a potential automatic stabilizer into the
realm of discretionary policy. As the limits of discretionary policy are
recognized, it certainly makes sense to give some serious thought to
reforming these provisions permanently.
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Measuring fiscal policy�s quantitative effects

Taking account of all the channels through which discretionary fis-
cal policy has operated, is it possible to measure how effective it has
been? In a recent investigation using time series methods, Blanchard
and Perotti (1999) find that discretionary fiscal policy �works� in the
sense that positive innovations to government spending increase sub-
sequent output, as do negative innovations to tax revenues. In particular, tax
reductions increase consumption. This means that discretionary policy
could work, in that it has some effect on output and its components.

Also using time series methods, Romer and Romer (1994) conclude
that actual discretionary fiscal policy worked in the right direction,
which is consistent with the regressions above showing that discre-
tionary policy has responded to the GDP gap. But they also estimate
that discretionary fiscal policy�s overall impact was minimal, com-
pared with that of monetary policy. They infer from the size and tim-
ing of automatic fiscal stabilizers that these have had a more important
impact than discretionary policy. But it is difficult to estimate the
impact of automatic stabilizers directly�precisely because they are
directly tied to output fluctuations. That is, while there may have been
�natural experiments� for discretionary policy that can be used to esti-
mate such policy�s economic impacts, automatic stabilizers are, by
their nature, driven by output fluctuations. So, we will see little inde-
pendent variation in them.

As discussed above, the current level of tax revenues is an inade-
quate summary measure of the expansionary thrust of fiscal policy.
Even adjusting for the cycle, revenues can rise or fall as a consequence
of extraneous factors (such as changes in the income distribution), and
their composition and future path should also affect current consump-
tion and investment decisions. Thus, estimates that cyclically adjusted
tax revenues have tended to fall with increases in the output gap are
not inconsistent with the conclusion that discretionary tax policy has
destabilized investment, and estimates that discretionary policy has
had a weak overall effect on output may reflect a combination of neg-
ative and positive impacts. Taken together, the evidence suggests that
discretionary fiscal policy has effects but leaves us with little evidence
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that these effects have provided a significant contribution to economic
stabilization, if, in fact, they have worked in the right direction at all.

Discretionary fiscal policy and the long-run budget constraint

The review above has emphasized that the efficacy of fiscal policy
as a stabilization tool depends both on the government�s ability to time
policy changes and on the impact of these changes on aggregate activ-
ity. For consumption and investment, the impact of policy on current
activity depends on expectations about the future as well. Tax cuts per-
ceived to be temporary may undercut consumption responses; tempo-
rary investment incentives may work in the opposite direction,
strengthening the immediate response (but also, potentially, weaken-
ing prior investment). As yet, I have not discussed how the fiscal envi-
ronment may influence these expectations about the future. Recent
contributions to the theoretical literature, and, indeed, recent policy
arguments, have emphasized the importance of long-run considera-
tions, suggesting that the scope for expansionary fiscal policy may be
limited when long-run fiscal constraints are significant.

The government�s long-run budget constraint is derived from the
annual identity relating the budget surplus to the gap between rev-
enues and spending plus the restriction that government debt cannot for-
ever grow faster than the interest rate.  This constraint may be written:

(4)

where Bt is the ratio of end-of-year national debt to GDP in the current
year t, is the primary surplus in year s as a share of that year�s GDP,
and r and g are the interest rate and the rate of economic growth,
assumed for simplicity here to be constant. Under normal circum-
stances, r > g, meaning that it is not possible to �grow our way out of
debt� passively by waiting for growth to provide the revenues needed
for debt service; a higher level of national debt requires a compensat-
ing higher present value of future primary surpluses. This constraint
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always applies to government policy, whether or not it holds for cur-
rent law. If expression (4) indicates an imbalance under current policy,
this simply means that current policy is not sustainable.

The current state of fiscal policy, relative to one of fiscal balance,
can influence the efficacy of discretionary policy in two ways. First, it
can influence current policy, discouraging further expansion in the
face of a pre-existing fiscal imbalance or encouraging it when the gov-
ernment�s fiscal position appears more responsible. The estimates in
tables 1-3 suggest that policy follows this pattern, at least if the previ-
ous budget surplus as a share of GDP provides some indication of the
government�s fiscal position. (I return to this question of measurement
below.)  Second, the government�s fiscal position provides informa-
tion about the set of feasible future policies. A situation of extreme
imbalance, for example, suggests that a substantial reduction in spend-
ing, a substantial increase in tax revenues, or both will be needed in
the future.19 Thus, a large current tax cut may have a less powerful
impact on current consumption, if households view it as unsustainable
and likely to be followed very quickly by a tax increase.

Indeed, many contributions to literature, surveyed recently by
Giavazzi and others (2000), have suggested reasons why a loosening of
fiscal policy, adopted under such conditions of fiscal duress, may actu-
ally have contractionary economic effects. Normally, we would expect
tax cuts to have positive wealth effects, increasing current consumption
demand. Even recognizing the government�s long-run budget con-
straint, which requires these tax cuts to be paid for by offsetting future
policies, current consumers with finite horizons would expect some of
the burden to be placed on future generations, leaving a net positive
wealth effect for those alive today. As already discussed, the size of this
wealth effect might be small if the tax cut is assumed to be temporary.

But the wealth effect might even be negative if the government
must rely on very distortionary future taxes to recoup today�s revenue
loss, or if reaching some critical debt level or degree of fiscal imbal-
ance triggers a crisis or a precipitous increase in tax burdens. In both
instances, the full induced cost of future tax increases more than off-
sets the benefits of immediate tax cuts, even for current generations
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who are then induced to curtail consumption and save more in prepa-
ration for the hard times to come. A similar logic applies to the effects
of government expenditures, and there is some international evidence
from the output responses to fiscal policy that mechanisms like these
may be at work (Perotti 1999).

The possibility of fiscal policy having expansionary effects certainly
has come up in debates about U.S. fiscal policy in the 1980s and 1990s.
The strong performance of the U.S. economy in the 1990s was often
attributed by the Clinton Administration to responsible fiscal adjust-
ments, including the tax increase of 1993 and the extension of discre-
tionary spending caps in 1993 and 1997. A common view appears to
have evolved in policy discussions of 1990s fiscal policy that the pos-
itive effects worked through interest rate adjustments, the reduced
crowding out and greater confidence in government inducing lower
interest rates, which then spurred interest-sensitive private demand.

There is a long-running debate over the extent to which fiscal con-
tractions actually do reduce interest rates significantly. But, whatever
one�s perspective on this debate, it is unclear how the theoretical liter-
ature explaining why fiscal contractions might expand output can be
translated into the popular view of recent events that sees this expan-
sion of output as occurring through a decline in interest rates. In par-
ticular, a fall in interest rates is not typically an element of the theory
of expansionary fiscal contractions, and it is not evident how fiscal
contractions might lead simultaneously to lower real interest rates and
higher aggregate demand and output.

As a start, the conflict may be illustrated using a standard IS-LM
diagram, as in figure 1, with the real interest rate on the vertical axis
and output on the horizontal axis. The standard analysis of a fiscal con-
traction, either through a tax increase or a spending reduction, starts
with a downward shift in the IS curve from its initial position at IS0,
inducing a decline in aggregate demand and a decline in interest rates,
with the decline in interest rates serving to cushion the decline in aggre-
gate demand via a movement along the new, lower IS curve, labeled
IS1 in the figure. If the fiscal contraction conveys positive news about
the future, this may stimulate current private-sector demand, causing the
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downward shift in the IS curve to lessen, as represented by the interme-
diate curve labeled IS2. There is no theoretical barrier to the IS curve
actually shifting upward beyond the original curve, IS0, if the positive
impact on private demand is sufficiently strong. If this happens, then
aggregate demand will indeed rise, but so will the interest rate, r. Adding
inflation expectations to this basic framework merely deepens the prob-
lem. If the fiscal policy reduces the expected inflation rate, it reduces the
nominal interest rate corresponding to any given real interest rate,
thereby increasing money demand and causing a leftward shift in the
LM curve, from LM0 to LM1. This will require an even larger increase
in the real interest rate for aggregate demand to increase.

The IS-LM model embodies a variety of restrictive assumptions, of
course, but the difficulty of generating this combination of interest rate
and output movements really just has to do with equilibrium in the
capital market. If the demand for funds does not decline, then a fall in
the real interest rate must be initiated by an increase in the supply of
funds. What mechanism can generate this increased supply of funds
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Contractionary Fiscal Policy and Economic Expansion
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and an increase in output at the same time? It is hard to see this com-
bination as the result of a process beginning on the demand side,
which would start with a reduction in the supply of funds via an
increase in private or government consumption.

On the supply side, there could be an increase in labor supply (per-
haps due to the income effect associated with expected higher tax pay-
ments in the future), which would increase output and, possibly,
saving. But the increase in employment would tend to increase the
productivity of capital and, hence, the demand for capital too. The
same would be true of a positive productivity shock (perhaps in some
way associated with the salutary effects of the fiscal policy on eco-
nomic stability)�it might increase output and the supply of funds, but
it would also increase the demand for funds by firms seeking to take
advantage of the higher productivity level. A temporary productivity
shock would �work� in that it would increase output and saving as
households sought to spread the benefits of the temporary shock over
the future, but this seems rather far afield from what has been envi-
sioned in policy discussions.

The analysis here is certainly not definitive, for there are many more
scenarios and assumptions that a creative mind could employ. For
example, if the fiscal contraction reduced the riskiness of future infla-
tion (rather than just the level of expected inflation), this change might
make long-term bonds relatively less risky than cash, reducing the
demand for money and shifting the LM curve out in figure 1, as to the
position LM2. The result could be an increase in output and a decline in
real interest rates, indicated by the intersection of this curve and the
curve labeled IS2.20 Or, perhaps, the �common wisdom� is based on con-
fusion between nominal and real interest rates, for it is easier to under-
stand how nominal rates might decline even as output increased as a
consequence of a fiscal contraction. Finally, it is possible that a policy
of fiscal contraction induces expectations of further fiscal contractions
in the future, thereby lowering long-term interest rates enough to
expand current output and short-term interest rates.21 Thus, long-term
rates would fall as current output rose, but short-term rates would rise.

As this discussion is meant to demonstrate, it is entirely possible that
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fiscal contractions might benefit the economy, and it is also possible
that the United States in the 1990s offers us a positive demonstration.
But the mechanism by which this is commonly supposed to have hap-
pened is not easily matched to a clear, compelling economic explana-
tion. As we contemplate fiscal contractions in the future to respond to
the major fiscal imbalance that exists, it is important to understand not
only whether the 1990s fiscal contraction had expansionary effects,
but also, if so, how this occurred.

Accounting conventions and fiscal policy

Ultimately, government fiscal decisions must conform to the long-
run budget constraint, but any particular year�s policies need not,
unless a long-run imbalance has precipitated a crisis requiring imme-
diate action. The United States faces a long-term fiscal imbalance, giv-
ing the trajectory based on its current fiscal polices. The estimated size
of this imbalance has fluctuated in the past decade, falling during the
late 1990s and rising recently. But the main source of the imbalance�
large, unfunded transfer programs, an aging population, and a contin-
uing rise in health care spending per capita�has not changed. Based
on the most recent CBO projections, Auerbach and others (2002) esti-
mate that the current imbalance, expressed as a permanent share of
GDP by which the primary surplus would need to increase to satisfy
expression (4) above, is between 4 and 8 percent. This is an enormous
magnitude, larger as a share of GDP than any conventionally meas-
ured primary deficit during the postwar period.

It appears that government policy does respond to measures like the
budget surplus, but the surplus itself is an extremely arbitrary meas-
ure. The most familiar illustration of this is the distinction between the
unified federal budget and the budget that excludes �off-budget�
items, most significantly the Social Security (OASDI) trust funds. In
all but two recent fiscal years (1999 and 2000), the unified budget
excluding off-budget items has been in deficit and the OASDI trust
fund substantially in surplus. Moreover, as chart 4 illustrates, the
trends of the two surpluses are different. The Social Security trust fund
has been growing as a share of GDP since it was roughly zero in 1984.
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Recognition that the Social Security trust fund is being accumulated
to help pay for future benefits is now widespread among policymakers.
Recent years� legislative machinations have given us new and arcane
budget concepts like the �lock-box,� in which the Social Security trust
fund was to have been kept from the clutches of the fiscally irrespon-
sible. But there is probably still not complete understanding how small
the Social Security trust fund is relative to the unfunded commitments
that appear nowhere on the conventional federal balance sheet, or that
the annual accumulations in the trust fund are swamped by the annual
accumulations in this implicit but very firm liability.

There have been attempts to broaden the federal budget presentation
to make implicit liabilities more explicit. For example, the official
U.S. budget documents released by the Office of Management and
Budget (OMB) for fiscal years 1993-1995 provided estimates of gen-
erational accounts, a recently developed and now widely used method
of evaluating fiscal conditions.22 These presentations showed a sub-
stantial fiscal imbalance, represented by large looming burdens on
future generations. Both CBO and, to a lesser extent, OMB have
begun providing longer-term budget projections that, like those of the
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Chart 4
Unified and On-Budget Surplus, Relative to GDP
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Social Security trustees reports, show quite clearly the unsustainable
policy trends.

Generational accounts and estimates of long-term budget gaps have
become more familiar over time, but these projections still serve more
as background information than as direct inputs to the policy process,
which continues to rely on current and short-term deficit measures and,
indeed, has come to rely more mechanically on these measures since
the Gramm-Rudman-Hollings legislation of the 1980s setting deficit
targets.23 Given how much attention recent political debates about
taxes and federal spending have given to the budget surplus, making
changes to the �official� budget surplus, as through inclusion of some
measure of accumulating liabilities, could have a major impact on policy.

As an illustration of what such a change might mean, the first col-
umn of table 5 presents rough estimates of the size of the implicit lia-
bility of the OASDI system at the beginning of each year from 1997
to 2002, based on annual Social Security trustees reports, other data,
and a variety of assumptions that are described more fully in the
appendix to this paper. This implicit debt is considerably larger than
the reported national debt.24 The change from one year to the next in
the implicit debt is a measure of the corresponding implicit deficit.
This deficit, shown for each year in the table�s second column, may
be broken down into two components, one attributable to changes in
the base year of the calculation and the other due to changes in pop-
ulation projections and economic projections from one year to the
next. For example, the change in the implicit liability between 2000
and 2001 is estimated to be $769 billion, of which $798 billion�
slightly more than the total implicit deficit�is attributable to the
advance of a year in the date at which the calculation is being made.
A small reduction of $29 billion in the implicit deficit is attributable
to an improvement in the forecast from the 2000 Trustees Report to
the 2001 Trustees Report. For 2001, the total implicit deficit is esti-
mated to be negative (i.e., there is an implicit surplus), because the
impact of the base-year shift is more than offset by a substantial
improvement in the forecast.

The deficit components attributable to changing forecasts are quite
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volatile, but the components due to base-year changes are not. These
large, positive components reflect the fact that a large cohort in the
population�the baby boom generation�is moving closer and closer
to retirement and the receipt of benefits. The closer in time these ben-
efits are, the higher the present value of the liability to pay them.
These annual accumulations in the OASDI debt swamp the annual
accumulations in the OASDI trust fund, reminding us that, absent a
continuing trend of improving projections like those of the last two
years, a full accrual accounting of the OASDI system would show
enormous annual deficits. Adding in the implicit liabilities of the
Medicare system would substantially amplify this result.

Just as in the private sector, accounting conventions can have impor-
tant real effects if the underlying information is not fully transparent.
Even though it would directly cause no changes in the government�s
underlying liabilities, formally incorporating the accruing obligation to
pay Social Security and Medicare benefits would convey much more
clearly to policymakers and, perhaps more importantly, to those to
whom policymakers are accountable, that the fiscal imbalance is not
merely a �future� problem. It is hard to imagine that inclusion of deficit
numbers like those in table 5 in the annual presentation of the federal
budget would not have an important impact on fiscal policy decisions.
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Portion of Deficit Due to Change in
Year Debt Deficit             Base Year             Projections

1997 9,433 317 620 -303

1998 9,750 -70 666 -736

1999 9,680 1,567 668 899

2000 11,247 769 798 -29

2001 12,016 -409 845 -1,254

2002 11,607

Source: Author�s calculations based on Social Security data.

Table 5
Implicit Debt and Deficits of the OASDI System

(billions of dollars)



Conclusions

Recent experience and research suggest a number of conclusions
regarding the use and efficacy of discretionary fiscal policy:

(1) In recent years, U.S. discretionary fiscal policy appears to have
become more active in response to both cyclical conditions and a sim-
ple measure of budget balance.

(2) Considerable uncertainty remains about how large an impact
discretionary fiscal policy has on output.

(3) There is little evidence that discretionary fiscal policy has
played an important stabilization role during recent decades, both
because of the potential weakness of its effects and because some of
its effects (with respect to investment) have been poorly timed.

(4) Budgetary pressure may not only affect the fiscal response, but
may also weaken the efficacy of expansionary fiscal policy if it is
adopted. Conversely, contractionary fiscal policy may not restrict
activity and might even have a salutary effect on output. This possi-
bility may be relevant for understanding the impact of fiscal policy in
the 1990s, although the mechanism is unclear.

(5) Automatic stabilizers offer an alternative to discretionary fiscal
policy. The automatic stabilizers embedded in the fiscal system have
experienced little net change since the 1960s and have contributed to
cushioning cyclical fluctuations. But the tax system has many attrib-
utes that weaken its potential role as an automatic stabilizer, particu-
larly with respect to investment.

(6) The government�s reported fiscal position, to which fiscal policy
appears responsive, represents a very poor measure of underlying fis-
cal balance.

These findings suggest the need for continued caution in the use of
discretionary policy, greater focus on making automatic stabilizers
more effective, and the integration of better measures of fiscal balance
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into the discretionary policy process. And, of course, more research on
the relevant issues.

Author�s note: The author is grateful to his discussants, Martin Feldstein and Fumio
Hayashi, other conference participants, and Darrel Cohen for comments on an earlier
draft, to Kristy Piccinini for research assistance, and to the Robert D. Burch Center for
Tax Policy and Public Finance for financial support.
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Appendix

This appendix provides a brief description of the data and methodology
used to derive the implicit OASDI liability estimates reported in table 5.

For each year from 1997 through 2001, the following procedure is
used. Projected annual flows in and out of the OASDI system over a
roughly seventy-five-year period are taken from that year�s OASDI
trustees report. Projections of the male and female population at each
age in each of these future years is taken from contemporaneous popu-
lation projections, provided by Social Security from unpublished
data.25 The projected taxes and benefits in each future year are allo-
cated among cohorts using the tax and benefit profiles by age and sex
from Gokhale and others (1999).26 Then, to obtain an estimate of the
OASDI system�s �closed-group� liability�the liability to those
already participating�only the taxes and benefits in each future year
that have been allocated by this procedure to individuals who are at
least eighteen years old in the base year are counted. Finally, all of
these included tax and benefit flows are discounted back to the base
year using a nominal discount rate of 6 percent, a long-term discount rate
consistent with recent trustees� assumptions. For 2002, the same proce-
dure is used, except that 2001 population projections are used because
the unpublished population projections for 2002 are not available.

The deficit for each year equals the next year�s estimated liability
minus that of the current year. The part of this deficit that is attribut-
able to the change in base year is obtained by re-estimating the fol-
lowing year�s debt using the current year's projections of flows and
population.



Endnotes

1 The fourth-quarter 2001 growth rate was again revised upward, to 1.7 percent,
when its �final� estimate was released on March 28. A month later, an advance first-
quarter 2002 growth estimate of 5.8 percent was issued. As of this writing, both of
these numbers have already been revised again.

2 In addition, there is an adjustment that removes the NIPA effect of the allied con-
tributions for Operation Desert Storm. I am grateful to Frank Russek of CBO for mak-
ing these unpublished data available and explaining their construction.

3 The NIPA measure of the budget deficit differs from that actually used in the fed-
eral budget, but there is no quarterly measure of the latter available.

4 See, for example, Bohn (1998).

5 Allowing for nonlinear changes over time, through the addition of a time trend,
generally increases the coefficients in table 1, but does not change the picture of
sharply increasing sensitivity over time.

6 I exclude from changes in expenditures induced changes in debt service, as these
are attributable to both revenue and expenditure policy changes and a breakdown is
not available.

7 Because policy revisions between the winter and summer take effect starting mid-
way through the current fiscal year, I reduce the weight on the current fiscal year by
one-half and increase weights on subsequent years correspondingly. That is, if δ is the
discount factor, the weights applied to revisions between summer and winter are x, xδ,
xδ2 ,..., xδ5, while the weights applied to revisions between winter and summer are
.5y, .5(y+yδ), .5(yδ+yδ2) ,..., .5(yδ4+yδ5), where x and y are determined so that the
weights for the six fiscal years sum to 1.

8 The results for alternative discount factors, ranging from .1 to .67, are qualita-
tively similar to those presented in table 2.

9 I use the annual surplus measure, rather than the quarterly NIPA surplus used in
table 1, to maintain consistency with the surplus, revenue, and expenditure policy
measures here, which are based on the actual federal budget.

10 The results were similar using the GDP gap for the last quarter prior to the fis-
cal year, rather than for the previous fiscal year.

11 The moving average weights are (1/9, 2/9, 1/3, 2/9, 1/9); the figure also excludes
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1991, because of the anomalies associated with Operation Desert Storm. 

12 I am extremely grateful to Dan Feenberg for providing these estimates and those
presented in chart 3.

13 In principle, the change in the employer portion should also act as a cushion, but
the impact would be more indirect, akin to that of other business tax payments.

14 Chart 1 presents tax offsets as a share of GDP, while those in chart 2 are relative
to the tax-return concept of Adjusted Gross Income (AGI), which is about 60 percent
of GDP. Thus, an offset in chart 2 represents an absolute response that is about 60 per-
cent the size of an equal percentage offset in chart 1.

15 Kniesner and Ziliak (2002) come closer to answering this question by estimat-
ing a large consumption response directly to variations in individual disposable
income. However, they do not estimate the response to tax payments separately, and
the variations in disposable income they consider are conditional on aggregate con-
sumption and, hence, purged of cyclical movements.

16 The measured effect may be somewhat overstated because it does not take into
account the present value of benefits generated by marginal payroll taxes. But this off-
set would be far from complete for households near the payroll tax ceiling, given the
progressivity and other features of the benefit formula.

17 As discussed in Auerbach and Feenberg (2000), incorporating the added change
in nominal income due to inflation magnifies the measured effect before 1985.

18 This sum equals k+τz if τ is constant over time. If τ is expected to change over
time, then the present value of tax savings from depreciation deductions is not the simple
product of the current value of τ and the present value of depreciation deductions, z.

19 Included among the range of possible tax revenues are the implicit taxes on the
holders of government assets associated with inflation�through seignorage and ero-
sion of nominal debt�and outright default.

20 One might test this hypothesis by looking at movements in yields on indexed
government bonds, which would not benefit from a reduction in inflation risk.
Unfortunately, the United States began issuing indexed bonds only in 1997, after the
Clinton Administration�s fiscal policy had largely been implemented.

21 This possibility of this combination of effects is demonstrated analytically in
Blanchard (1981).
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22 See, e.g., Auerbach and others (1999).

23 The primacy of the simple surplus measure is consistent with the fact that more
forward-looking measures of the budget gap in alternative specifications of the policy
equations in table 2 were less successful in explaining policy changes.

24 The magnitude of these estimates is roughly consistent with similar calculations
for the period through 1997 presented in Goss (1999).

25 I am grateful to Seung An at the Social Security Administration for providing
these data.

26 If ai is the relative benefit (or tax) profile element for each cohort i (where i
ranges over age and sex) and pit is cohort i�s population in year t, then the fraction of
year t�s benefits (or taxes) allocated to a particular cohort j is ajpjt/(Σiaipit).

References

Altshuler, Rosanne, and Alan J. Auerbach. �The Significance of Tax Law
Asymmetries: An Empirical Investigation,� Quarterly Journal of Economics,
February 1990, pp. 61-86.

Auerbach, Alan J. �Taxation, Corporate Financial Policy and the Cost of Capital,�
Journal of Economic Literature, September 1983, pp. 905-940.

. �Tax Reform and Adjustment Costs: The Impact on Investment and
Market Value,� International Economic Review, November 1989, pp. 939-962.

. �The U.S. Fiscal Problem: Where We Are, How We Got Here, and
Where We�re Going,� in Stanley Fischer and Julio Rotemberg, eds., NBER
Macroeconomics Annual. Cambridge: MIT Press, 1994, pp. 141-175.

. �On the Performance and Use of Government Revenue Forecasts,�
National Tax Journal, December 1999, pp. 767-782.

. �Formation of Fiscal Policy: The Experience of the Past Twenty-Five
Years,� Federal Reserve Bank of New York Economic Policy Review, (April 2000),
pp. 1-15.

, and Daniel Feenberg. �The Significance of Federal Taxes as
Automatic Stabilizers,� Journal of Economic Perspectives, Summer 2000, pp. 37-56.

148 Alan J. Auerbach



, William G. Gale, Peter R. Orszag, and Samara R. Potter. �The Budget
Outlook and Options for Reform,� in Henry J. Aaron, James Lindsey, and Pietro
Nivola, eds., Agenda for the Nation. Washington: Brookings Institution Press, forth-
coming.

, and Kevin Hassett. �Tax Policy and Business Fixed Investment in the
United States,� Journal of Public Economics, 47:1992, pp. 141-170.

, and Kevin Hassett. �Fiscal Policy and Uncertainty,� paper presented
at a conference on �Stabilizing the Economy� at the Council on Foreign Relations,
July 2002.

, and James R. Hines, Jr. �Investment Tax Incentives and Frequent Tax
Reforms,� American Economic Review, May 1988, pp. 211-6.

, Laurence Kotlikoff, and Willi Leibfritz, eds., Generational
Accounting Around the World. Chicago: University of Chicago Press, 1999.

Blanchard, Olivier. �Output, the Stock Market, and Interest Rates,� American
Economic Review, March 1981, pp. 132-143.

, and Roberto Perotti. �An Empirical Characterization of the Dynamic
Effects of Changes in Government Spending and Taxes on Output,� NBER
Working Paper #7269, July 1999.

Bohn, Henning. �The Behavior of U.S. Public Debt and Deficits,� Quarterly Journal
of Economics, August 1998, pp. 949-963.

Cohen, Darrel, Pernille Hanson, and Kevin Hassett. �The Effects of Temporary Partial
Expensing on Investment Incentives in the U.S.,� National Tax Journal, forthcoming.

Giavazzi, Francesco, Tullio Jappelli, and Marco Pagano. �Searching for Non-Linear
Effects of Fiscal Policy: Evidence from Industrial and Developing Countries,�
European Economic Review, June 2000, pp. 1259-1289.

Gokhale, Jagadeesh, Benjamin R. Page, and John R. Sturrock. �Generational
Accounting for the United States: An Update,� in Alan J. Auerbach, Laurence
Kotlikoff, and Willi Leibfritz, eds., Generational Accounting Around the World. pp.
489-517.

Goss, Stephen C. �Measuring Solvency in the Social Security System,� in Olivia
Mitchell, Robert Myers, and Howard Young, eds., Prospects for Social Security
Reform. Philadelphia: University of Pennsylvania Press, 1999, pp. 17-36.

Hayashi, Fumio. �Tobin�s Marginal q and Average q: A Neoclassical Interpretation,�
Econometrica, January 1982, pp. 213-224.

Is There a Role for Discretionary Fiscal Policy? 149



Kniesner, Thomas J., and James P. Ziliak. �Tax Reform and Automatic Stabilization,�
American Economic Review, June 2002, pp. 590-612.

Parker, Jonathan A. �The Reaction of Household Consumption to Predictable
Changes in Social Security Taxes,� American Economic Review, September 1999,
pp. 959-973.

Perotti, Roberto. �Fiscal Policy in Good Times and Bad,� Quarterly Journal of
Economics, November 1999, pp. 1399-1436.

Romer, Christina D., and David Romer. �What Ends Recessions?� in Stanley Fischer
and Julio Rotemberg, eds., NBER Macroeconomics Annual, 1994, pp. 13-57.

Shapiro, Matthew D., and Joel Slemrod. �Consumer Response to Tax Rebates,�
NBER Working Paper #8672, December 2001.

Souleles, Nicholas S. �The Response of Household Consumption to Income Tax
Refunds,� American Economic Review, September 1999, pp. 947-958.

. �Consumer Response to the Reagan Tax Cuts,� Journal of Public
Economics, July 2002, pp. 99-120.

150 Alan J. Auerbach



Commentary: Is There a Role for
Discretionary Fiscal Policy?

Martin Feldstein

Alan Auerbach has given us a valuable paper loaded with new
empirical research on the macroeconomics of fiscal policy. I agree
with his basic conclusion that there is “little evidence that (the effects
of discretionary fiscal policy) have provided a significant contribution
to economic stabilization, if, in fact, they have worked in the right
direction at all.” I, therefore, concur with his support for the earlier
conclusion of Romer and Romer (1994) about the general superiority
of monetary policy as a tool for macroeconomic stabilization.1

Although Auerbach’s evidence is innovative and impressive, he rec-
ognizes that it confirms views that are now well-established and
widely held in the profession. Even economists who did not consider
themselves to be monetarists came to this conclusion on the basis of
their own research. I recall studies in the 1970s by Otto Eckstein and
also by the Office of Management and Budget of the Carter Adminis-
tration that concluded that the timing of previous discretionary fiscal
policies had actually been destabilizing. In 1983, as the economy was
pulling out of the recession and Congress was pressing for a new fis-
cal stimulus, I testified as CEA chairman that a congressional call for
a fiscal stimulus might be one of the best coincident indicators of an
economic upturn. 
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It is surprising, in light of all of this, that Auerbach finds (in table 2)
a substantial and statistically significant use of discretionary fiscal
policy in the Clinton years, as reflected in the response of changes in
discretionary fiscal policy to the lagged GDP gap during the years of
the Clinton Administration, although not in the previous eight years of
his sample (i.e., in the presidency of George H.W. Bush and the sec-
ond term of President Ronald Reagan.)2

But despite the general presumption against discretionary “counter-
cyclical” fiscal policy that Auerbach’s research supports, I believe that
there is one important condition when discretionary fiscal policy can
play a positive role: in a sustained downturn when aggregate demand
and interest rates are low and when prices are falling or may soon be
falling. This situation is of more than theoretical interest since it
describes Japan’s current condition and some analysts believe may
also be relevant to the United States and Germany. 

In discussing the case for discretionary fiscal policy in this context,
I will also emphasize that an expansionary fiscal policy need not
increase the full employment deficit. More specifically, changes in fis-
cal incentives may be more useful than traditional fiscal policies that
increase budget deficits and work through income effects alone.

The case against discretionary fiscal stabilization policy

To explain why discretionary fiscal policy may be appropriate in the
special case that I have identified, it is useful to begin by reviewing the
widely accepted case against using discretionary fiscal stabilization
policy under most circumstances when a change in aggregate demand
is desired. 

This general consensus against discretionary fiscal policy is a really
remarkable reversal from the Keynesian view of appropriate policy
that prevailed in the 1960s and even in the 1970s. The basic view at
that time was that a shortfall of aggregate demand could be and should
be reversed by a cut in taxes or an increase in government spending.
The economics profession has now rejected that prescription for three
basic reasons.
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First, the powerful multiplier effect assumed in the early textbook
Keynesian models was dramatically reduced when economists recog-
nized that the marginal propensity to save out of temporary tax cuts is
likely to be relatively high and that the increase in money demand that
accompanies an economic expansion causes a demand-reducing rise
in interest rates. 

Second, more recent analyses summarized in Giavazzi and others
(2000) have shown that tax reductions or expenditure increases can
actually depress economic activity. One important way in which this
can occur is by raising long-term interest rates as bond investors react
to the fear of future deficits.3

Third, the combination of fiscal policy lags (recognition lags, imple-
mentation lags, and lags in the effect of spending and taxes on aggre-
gate demand) and the substantial uncertainty about the magnitude of
the economic response to fiscal changes increase the risk that well-
intentioned fiscal policy will be destabilizing, a point emphasized
many years ago by Milton Friedman (1953).  With the average reces-
sion lasting just eleven months from peak to trough, it takes remark-
ably good luck to add fiscal stimulus at just the right time. 

Reacting to the low fiscal multiplier by a more vigorous fiscal pol-
icy, i.e., a larger tax cut or spending increase, is unsatisfactory for two
reasons. First, it would leave the economy with a permanently larger
national debt. Although early Keynesians dismissed the burden of the
debt with the argument that “we only owe it to ourselves,” James
Meade later taught us that even a domestically held national debt is a
burden because of the dead-weight loss associated with the taxes
needed to pay the interest on the debt. Second, the larger the fiscal pol-
icy change is, the more likely it is to destabilize total aggregate
demand by adding (or subtracting) a large stimulus that is imperfectly
correlated with the underlying shortfall (or excess) of demand. 

Monetary policy is, therefore, generally accepted as the policy of
choice when it comes to reducing aggregate demand or stimulating a
weak economy. 



Monetary policies to counter deflation 

But what should be done in an economy in which the existing level
of demand may cause low inflation to become deflation, despite low
existing interest rates, or in which prices are already falling, despite
very low interest rates?4

A widely cited Federal Reserve study by Ahearne and others (2002)
points to the Japanese experience in the 1990s and suggests that when
inflation is very low and demand is weak, monetary policy should be
pursued very aggressively—going beyond the interest rate cuts that
would normally seem appropriate for that combination of inflation and
unemployment.5 Their reasoning, in brief, is that deflation can imply
high real interest rates, even if the nominal interest rate is reduced to
a near-zero level. Such high real rates would push the economy deeper
into recession and cause an even faster decline of prices. They con-
clude that to avoid this vicious downward spiral, it is important to cut
interest rates sharply while inflation is still positive if there is a danger
that it may evolve into deflation. 

They argue, in effect, that with low interest rates, low inflation, and
weak demand, the risks to the economy are asymmetric. If demand
continues to decline, prices might start falling and produce a condition
that an expansionary monetary policy cannot correct. In contrast, if the
expansionary monetary policy turns out to have been unnecessary, the
result will be a higher rate of inflation that can later be brought down
by a tighter monetary policy.

I do not favor this approach for two reasons.6 First, the “hyperex-
pansive” monetary policy might cause an asset price bubble in securi-
ties and real estate markets or an excessive decline of the exchange
rate as well as a more rapid increase in the prices of goods and serv-
ices.7 The adverse effect when the asset price bubble later collapses or
the exchange rate rises might be severely destabilizing. An excessively
easy monetary policy is a dangerous tool.

Second, it may also be an unnecessary tool. Discretionary fiscal pol-
icy could be used in these circumstances either to prevent the economy
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from slipping into deflation or, if deflation occurs, to bring it back to
price stability.

Since I began by pointing out the difficulties of using discretionary
fiscal policy under normal circumstances, let me comment now on
why it might be effective and appropriate in the deflationary situation
of the type that Japan is now experiencing.  First, the dampening effect
of increased short-term interest rates caused by an induced rise in
money demand can obviously be offset in this case by a monetary pol-
icy that holds short rates constant. Moreover, the problem of lags and
uncertainty is not relevant when we are considering a long-term situ-
ation of depressed demand, like that in Japan, rather than the tradi-
tional business-cycle downturn that lasts less than a year. 

Fiscal expansion without budget deficits

The final common objection to using discretionary fiscal policy is
the possible contractionary effect on current demand of an increase in
the current or expected future deficit. It is important, therefore, to
emphasize that an expansionary fiscal policy need not involve a rise in
the full-employment deficit if its expansionary impact is achieved by
increasing the private incentive to spend. A fiscal policy can be expan-
sionary if it has a positive substitution, effect even if there is no
income effect. Indeed, a fiscal incentive that succeeds in increasing
economic activity can actually reduce current and future budget
deficits. 

To be specific, I will now give two kinds of examples of discre-
tionary targeted fiscal incentives that I believe could stimulate eco-
nomic activity in a situation characterized by low demand, low infla-
tion, and low interest rates. 

Offsetting the effect of low interest and inflation 
rates on business investment

Because tax rules do not distinguish between nominal and real inter-
est rates, a fall in inflation with a constant real interest rate causes the
real net-of-tax interest rate to rise. Even when inflation is zero or
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positive, a decline in inflation rate causes a higher real net-of-tax inter-
est rate. One way to offset this and maintain the same incentive to
invest is to modify the depreciation rules or the investment tax credit. 

More formally, the real interest rate (rn) is related to the nomi-
nal interest rate (i), the tax rate (τ) and the rate of inflation (π) by
rn=(1-τ)iñπ . A change in inflation that does not alter the real interest
rate (r = i–π) implies di/dπ=1 and, therefore, drn/dπ = –τ. Consider,
for example, the implication if the real interest rate is 4 percent and the
relevant tax rate is the corporate rate of τ = 0.35. If the inflation rate
is 4 percent, the nominal interest rate is 8 percent, and the real net-of-
tax interest rate is 1.2 percent [0.65(0.08) – 0.04 = 0.012].  If the infla-
tion rate drops to zero, the nominal interest rate drops to 4 percent but
the real net-of-tax interest rate more than doubles, going from 1.2 per-
cent to 2.6 percent [0.65 (.04) = 0.026]. 

The incentive effect on business investment of the decline in infla-
tion is, of course, more complicated because the fall in inflation also
increases the present value of the nominal depreciation allowances.8

This offsetting effect is more important for some types of assets than
for others, depending on the life of the asset and the depreciation rules.
In the extreme, inventory investment (for a firm that uses last-in-first-
out inventory accounting) is depressed by lower inflation because
there is no offsetting change in the value of depreciation to balance the
rise in the real net-of-tax interest rate. 

If the net effect of the lower inflation is to reduce the overall incen-
tive for business investment, the depressing effect on aggregate
demand can be offset by a suitable investment tax credit. This is true
even if the inflation rate is negative. 

Stimulating demand by households and businesses in Japan

Japan has now experienced a decade of stagnation with growth rates
that are far less than Japan’s potential and with several years of declin-
ing prices. Although the short-term interest rate is essentially zero, the
real rate is positive and could rise if the rate of deflation increases. The
large existing budget deficit (a primary deficit of about 5 percent of
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GDP) and the excessive national debt (a national debt that exceeds 140
percent of GDP) make additional fiscal deficits potentially counter-
productive. In this context, I have previously discussed two targeted
fiscal policies that could increase aggregate demand without increas-
ing the size of the budget deficit (Feldstein, 2001).

The first option would raise consumer spending. The government of
Japan has said for some time that it wants to reduce its reliance on the
income tax and increase its reliance on its value-added tax. The Japan-
ese government could announce that it will raise the current 5 percent
value-added tax by 1 percent per quarter and simultaneously reduce
the income tax rates to keep revenue unchanged, continuing this for
several years until the VAT reaches 20 percent.  This revenue-neutral
policy would imply consumer prices rising at the rate of 4 percent per
year. This tax-induced inflation would give households an incentive to
spend sooner, rather than waiting until prices are substantially higher.
And yet, it would not change the size of the structural budget deficit.

The second such revenue-neutral-targeted incentive policy could
encourage business investment by a Japanese government announce-
ment that it was instituting a large investment tax credit—say, 30 per-
cent—paid for by an increase in the corporate income tax and that the
investment tax credit rate would decline by 5 percentage points per
year until it was eliminated (with corresponding revenue-neutral
reductions in the corporate tax rate.)  Companies, like the consumers
in the previous example, would have a substantial incentive to spend
sooner before the net price of investment goods rises. A similar declin-
ing tax credit could be applied to investment in business structures and
residential housing.

In summary, an expansionary fiscal policy based on a revenue-neu-
tral structural incentive may be more productive and less risky than an
excessively easy monetary policy as a way of dealing with a defla-
tionary situation or one that could become deflationary. 

This case for using discretionary fiscal policy in any country assumes,
of course, that a political agreement can be achieved for legislative
action in a timely enough fashion. If partisan conflict prevents this, the
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central bank would have to weigh the consequences of a potentially
excessive monetary easing—including the consequences for security
and real estate markets and for the exchange rate—against the risks
of deflation.

Additional comments on Auerbach�s paper

Let me conclude with a few additional specific comments on the
Auerbach paper.

Measuring the fiscal stimulus

Auerbach discusses the difficulty of measuring the discretionary
fiscal stimulus and makes a good case for using the Congressional
Budget Office measure of policy changes, rather than changes in the
full-employment surplus. To the extent that the stimulus is given by a
change in the budget deficit, the Auerbach decision is probably a good
one. But it is too limited a measure of fiscal stimulus. It is possible to
stimulate demand without any change in the budget deficit by chang-
ing incentives to spend through a change in relative prices. The invest-
ment tax credit is the most obvious example of this. Although an
increase in the investment tax credit does cause a decline in tax rev-
enue, the incentive effect is greater than would be achieved with an
equal lump sum cut in taxes. It is difficult to know how to interpret the
Auerbach regressions of the effect of the GDP gap on discretionary
fiscal stimulus policy when it omits the use of these incentive policies.

The surplus reaction function

The surplus-reaction function that Auerbach estimates relates the
change in the full-employment budget surplus to the GDP gap and the
level of the budget surplus. I have already commented on Auerbach’s
evidence on the relation of discretionary policy to the GDP gap. His
regressions also show that changes in discretionary fiscal policy are
inversely related in a substantial and significant way to the past level
of the actual budget surplus. 

A larger budget surplus causes legislated changes in taxes and
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spending that reduce the surplus, while a larger budget deficit has the
opposite effect. The recent out-of-sample experience is consistent with
this estimated relation. Looking ahead, it implies that the current and
projected budget deficits will induce fiscal contractions to shrink
future deficits. 

The Auerbach estimates also have important implications for the
proposals to shift a portion of Social Security payroll taxes out of the
budget and into personal retirement accounts. If the relation estimated
by Auerbach continues to hold, these personal retirement accounts and
the associated rise in the off-budget surplus would cause an increase
in national saving.

Automatic stabilizers

Auerbach’s analysis of automatic stabilizers implies that each dollar
decline in GDP induces an offsetting rise in the fiscal deficit of 35
cents. Although this relation is estimated for the nation as a whole, it
probably applies also to individual states and regions. If so, a one-dollar
decline in the GDP of New England induces an offsetting decline in
the net taxes (i.e., taxes net of transfers) paid from New England to
Washington of about 35 cents. 

This offsetting fiscal stimulus helps the United States to operate with
a single monetary policy, even though there are regional differences in
cyclical shocks. There are, of course, no similar transfers from the
individual nations of Europe to a central European fiscal authority to
cushion the effects of the European single monetary policy.

The long-run fiscal situation

Auerbach is, of course, correct to emphasize the seriousness of the
long-run fiscal situation. As a practical matter, he is also correct that
the long-run budget deficits will not disappear because of growth
alone. But his specific arguments, based on equation 4 in his text, are
less convincing. While the real rate of return on capital exceeds the
economy’s rate of economic growth, the same is not true of the real
interest rate on government debt, the relevant interest rate in equation
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4. Moreover, the primary surpluses also depend on the rate of eco-
nomic growth because the elasticity of tax revenue with respect to
GDP exceeds one. If the ratio of government spending to GDP remains
constant as the economy grows, the budget deficit would eventually
disappear because of this more rapid growth of tax revenue with exist-
ing tax rules.

In fact, though, we cannot grow our way out of budget deficits
because government spending also rises more rapidly than GDP. Even
without new spending legislation, this will happen in the future under
current law because of the aging of the population, raising pension
benefits under Social Security, and increasing health outlays under
Medicare. Supplementing existing payroll taxes with small amounts of
saving in personal retirement accounts would make it unnecessary to
raise the future payroll tax rate. A similar plan could limit the future
tax cost of Medicare. We cannot grow our way out of the future Social
Security and Medicare deficits, but we can save and invest our way
out of the problem.

Endnotes

1 It might be useful in this context to distinguish between “deliberate” discretionary
stabilization policy (i.e., aimed at cyclical stabilization) and the incidental effect of
fiscal changes done for other reasons. The tax cuts enacted in 1981 and in 2001 were
both planned during the earlier election campaigns to improve long-term incentives
but happened to play a positive but unintended stabilization role.

2 I am not surprised that Auerbach cannot distinguish separate effects of the GDP
gap on revenues and expenditures. During the Clinton years, the line between revenue
changes and expenditure changes was substantially blurred by an increased use of tax
rules to achieve expenditure goals, e.g., the child care credit and the expanded earned
income tax credit. 

3 This impact on long-term interest rates is different from the IS-LM model of the
effect of money demand on short-term interest rates that Auerbach emphasizes. A very
small current budget deficit may have little contemporaneous direct effect on demand,
but might cause such a large increase in the expected future deficit, and therefore in
the long-term interest rate, that current demand actually falls, lowering the short-term
interest rate. This possibility of the changing shape of the yield curve reconciles the
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“popular” view that a budget deficit can reduce demand through higher interest rates
with the traditional IS-LM analysis. Elmendorf and Reifschneider (2002) show that
this effect can be quantitatively important, although in the empirical rational-expecta-
tions model that they examine it is not important enough to make a fiscal “stimulus”
contractionary. The actual effect depends, of course, on the extent to which market
participants extrapolate current deficit increases into the future. Evidence of the posi-
tive effect of expected future deficits on long-term interest rates is presented in a
recent paper by Canzoneri and others (2002).

In noting the importance of the interest rate effect of fiscal policy, I don’t wish to
imply that I support the claim that the Clinton Administration raised economic growth
by its 1993 tax increase. The rise in growth rates in the second half of the 1990s was
dominated by the effect of exogenous improvement in productivity associated prima-
rily with information technology. It was this growth that produced the extra tax rev-
enue and that eventually eliminated the budget deficit. The 1993 tax rate changes were
not large enough to produce the observed reduction in budget deficits, even if those
lower rates had no adverse effects on taxable incomes. 

4 There is, of course, no problem with low interest rates and low inflation or even
deflation if there is also a healthy positive rate of growth. There is no reason, in the-
ory, why such a combination is not possible or even, as Milton Friedman (1969)
argued, preferable. Although his argument ignored the revenue consequences of neg-
ative inflation in an economy in which the taxation of capital income is not indexed
for inflation, a more complete analysis might still imply that the optimal inflation rate
is negative. My own analysis of the benefits of price stability (Feldstein, 1998, 1999)
assessed the effect of reducing true inflation from 2 percent to zero (i.e., reducing
measured inflation from about 4 percent to 2 percent) but did not derive an optimal
inflation rate and assumed that the real long-term growth rate is independent of the
choice among low inflation rates. 

5 Although their emphasis is on monetary policy, they note the advantage of com-
bining very easy monetary policy with fiscal expansion. 

6 There is also the question of whether monetary policy is really ineffective when
the price level is falling. Although there is a lower bound on interest rates, implying a
positive real interest rate, a rapid increase in the base money supply achieved by buy-
ing long-term assets and foreign exchange might still be able to stimulate the econ-
omy. However, lower long-term nominal rates may still leave positive real rates if
deflation is rapid and a sharp decline in the exchange rate might create adverse “beg-
gar thy neighbor” effects on other economies that should be avoided.

7 Ahearne and others (2002) acknowledge that excessively easy money may cause
an overshooting of asset prices and exchange rates.

8 See, for example, the discussion in Feldstein (1999). 
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Commentary: Is There a Role for
Discretionary Fiscal Policy?

Fumio Hayashi

It�s a great honor to be part of this prestigious conference. I am
pleased to serve as a discussant for the paper by Alan Auerbach, who
is my former colleague and respected friend. I would like to thank the
Research Department of the Federal Reserve Bank of Kansas City for
the occasion.

Auerbach�s paper is a comprehensive review of U.S. fiscal policy of
recent decades, covering four major topics: (1) whether the fiscal pol-
icy has been countercyclical, (2) transmission channels through which
fiscal policy could affect the economy, (3) a quantitative evaluation of
the effect of fiscal policy, and (4) the size of implicit liability of the
OASDI system. I really liked Auerbach�s style of interweaving eco-
nomic analysis with references to specific legislations.

In my comments on the paper, I will focus on the first three topics,
because the fourth topic, despite its obvious importance in policy dis-
course, seems only tangentially related to the rest of the paper. I will
then present some Japanese evidence corroborating the main points of
the paper.

Has U.S. fiscal policy been countercyclical? 1

To address the first topic, Auerbach looks at various fiscal variables,
including tax revenue, spending, and their difference (namely, the
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budget surplus). For the change in the fiscal variable in question, he
identifies two components and sees how they are related to the GDP
gap. Those two components are the �discretionary� component and
�non-discretionary� component (namely, the so-called automatic sta-
bilizer). He entertains several alternative definitions of those two com-
ponents, including the cyclical adjustment used to calculate the full-
employment surplus. Auerbach�s preferred definition, I take, is to
define the discretionary component as the change due to legislative
action when macroeconomic variables are held constant, and the non-
discretionary component as the change due to macroeconomic sources
with the spending rule and tax laws held constant. I agree that this def-
inition should be preferred for two reasons. First, unlike the cyclically-
adjusted measures, it obviously does not require the notion of the out-
put gap. Second, as I will argue below, it may be useful in economet-
rically identifying the output effect of fiscal policy.

Here is my own formal illustration of this definition of discretionary
and non-discretionary policies. Consider, for example, the tax revenue for
period t, Rt. It can be written as a known function, �t, of aggregate
income Yt, and a vector of parameters describing income distribution Θt:

Rt = �t(Yt, Θt). (1)

The tax law that is in place for period t determines the function �t.
(This relationship can be derived by first writing down tax payment as
a function of income for each individual and then aggregating over
individuals.) The change in revenue from t � 1 to t, Rt � Rt�1, can be
decomposed into three parts:

Rt � Rt�1 = �t(Yt,Θt) � �t�1(Yt�1,Θt�1)
= [�t(Yt�1,Θt�1) � �t�1(Yt�1,Θt�1)]

+ [�t(Yt,Θt) � �t(Yt�1,Θt)]
+ [�t(Yt-1,Θt) � �t(Yt�1,Θt�1)].       (2)

The first component, �t(Yt�1,Θt�1) � �t�1(Yt�1, Θt�1), is the change
due to a tax law change taking place in period t holding (Y, Θ) con-
stant. It is, therefore, the discretionary component. The second com-
ponent, the change due solely to a change in aggregate income, is the
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automatic stabilizer or the non-discretionary component. According to
the paper, the Congressional Budget Office (CBO) publishes this
breakdown (or something close to it) for federal tax revenue and
spending. For individual tax payments, Auerbach provides his own
estimate of the second component and also calculates the sensitivity of
this component to aggregate income.

The empirical evidence included in tables 1-3 and charts 1 and 2 of
the paper is clear: No matter which definition of the discretionary and
non-discretionary components one uses, the U.S. fiscal policy has
been countercyclical. More specifically, the regression analysis
reported in tables 1-3 shows that the discretionary component of the
fiscal variable in question (tax revenue, spending, and the surplus) is
systematically related to the lagged value of GDP gap in a counter-
cyclical way (so, for example, tax revenue is positively related to the
GDP gap of the previous period), while charts 1 and 2 show the sensi-
tivity of the non-discretionary components of the surplus and taxes to
aggregate income. I think that Auerbach�s decision not to focus on a
single measure of fiscal policy (such as the budget surplus) is a wise
one, because if there is a single measure summarizing the stance of fis-
cal policy, it depends on the model. For example, in the Ricardian
world, where timing of taxes doesn�t matter, the deficit is irrelevant.

The paper�s finding that discretionary policy is countercyclical is
somewhat surprising, given the general perception that the United
States no longer practices Keynesian stabilization fiscal policy. For
example, Romer and Romer (1994) conclude that the response of dis-
cretionary fiscal policy is small, if any. Alan�s finding is largely con-
sistent with this perception because his sample period includes the
Clinton years and the beginning of the current Bush Administration,
the period when the sensitivity to the output gap increased markedly
(see, e.g., column 5 of table 1).

Transmission channels of fiscal policy 2

The second part of Auerbach�s paper examines channels through
which fiscal policy could affect output, besides its direct effect on
aggregate demand through government spending. Those indirect channels



include consumption, investment, and aggregate supply. Auerbach
provides a brief survey of the literature on how consumption responds
to the timing of taxes and a quite extensive discussion about corporate
taxes and investment, the latter drawing on the wealth of research
done by Auerbach and his collaborators.

I find it curious that the discussion of consumption occurs at two
places in the paper, one under the unlikely heading of automatic stabi-
lizers and the other in the context of the long-run budget constraint.
The issues discussed at those two places are essentially the same:
whether the timing of taxes matters for consumption. What I take
away from the paper�s discussion for consumption is that there is little
agreement about the effect of a debt-financed tax cut on aggregate
consumption.

In passing, it may be worth pointing out that the paper has no dis-
cussion of the output effect of government expenditure. Besides its
direct impact on aggregate demand, government expenditure can have
indirect impacts on output. If private consumption and government
consumption are substitutes, as is the case with the school lunch pro-
gram, an increase in government spending will be at least partially off-
set by a decline in private consumption. Also, government spending
will influence aggregate supply if government capital is an argument
in the aggregate production function.

Quantitative evaluation of the effect of fiscal policy 3

Taking into account all those channels of fiscal policy, what is the
output effect of fiscal policy? I thought the third part of Auerbach�s
paper, with the section heading of measuring fiscal policy�s quantita-
tive effects, would be the centerpiece of the paper. But the paper�s dis-
cussion is very brief, not much longer than a page. The only credible
evidence Auerbach cites is Blanchard and Perotti (1999), which stud-
ies the output effect of government spending and taxes using the struc-
tural vector autoregression (SVAR) technique.

It is difficult to estimate the output effect of fiscal policy, and the
reason is well known. As the first part of the paper amply demon-
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strates, fiscal variables, being systematically related to current output
and other macroeconomic variables, are endogenous variables. This
systematic response is the policy rule. For later reference, it is useful
to state this point formally. Let xt be the value in period t of the fiscal
policy variable in question, Ωt be the information set to which the fis-
cal authority responds according to the policy rule g(Ωt), and εt be the
non-systematic component of xt (usually referred to as the policy
shock or policy innovation). Thus, we can write:

xt = g(Ωt) + εt.
(3)

The government�s information set Ωt includes the current and lagged
value of output. Because the government responds to output according
to the policy rule, the existence of the correlation between output and
xt (or more generally, the significance of the xt coefficient in the
regression of output on the current and lagged value of x and lagged
output) cannot be taken as evidence in favor of the output effect of fis-
cal policy. A very forceful exposition of this point can be found in
Cochrane (1994).

Recent literature provides two approaches to resolving this diffi-
culty. The first is the �narrative approach� of Ramey and Shapiro
(1997). It examines the response of output to the three large increases
in military spending (taking place in 1950, 1965, and 1980) that are
arguably exogenous. The second is the SVAR approach. It identifies
the policy shock by estimating the policy rule g(.), under a plausible
set of assumptions. If output responds to the policy shock εt, we can
conclude that the policy variable xt has an output effect because εt is
part of xt. The available evidence is that fiscal policy affects GDP.
Recall that in any SVAR, a one-unit increase in the innovation for the
policy variable in question brings about subsequent changes in all
variables of the system, including the policy variables. Blanchard and
Perotti (1999) estimate that the tax multiplier (defined as the maxi-
mum value of the subsequent GDP changes triggered by a (negative)
one-dollar tax shock) is about 0.8 in one specification (see their table
3) and the spending multiplier similarly defined is about 1.3 (see their
table 4).
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It should be noted that the distinction between discretionary policy
and the automatic stabilizer, although of paramount importance to leg-
islatures, is not useful in addressing the output effect of fiscal policy.
By definition, the nondiscretionary component (the automatic stabi-
lizer) of the fiscal variable in question is systematically related to out-
put and other macro variables. So, it is part of g(Ωt). The discretionary
component, on the other hand, includes the policy innovation as well
as the systematic component. Put differently, g(Ωt) consists of the
automatic stabilizer and the systematic component of discretionary
policy. What matters for economic analysis is the decomposition of xt
between g(Ωt) and εt.

It is my conjecture that the particular definition of discretionary pol-
icy as the change in the fiscal variable due to a legislative action, as
formalized in equation 2, is useful in the identification of the policy
shock. Assume, quite realistically, that the legislation takes one period
so that discretionary policy cannot respond to current economic con-
ditions. Then the error term in the regression of discretionary policy
on lagged macroeconomic variables (shown in table 2 of the paper) is
the policy shock.

A separate question, which is more closely related to the title of the
paper, is whether fiscal policy has been stabilizing. Would GDP have
been more volatile if fiscal variables were less sensitive to GDP? This
question is about the mapping from the policy rule to the variance of
output. Again, the discretionary/nondiscretionary distinction is not
useful.

Evidence from Japan 4

Having flown all the way from the other side of the world, I feel
compelled to bring some news from the originating country. I now
turn to some evidence from Japan that corroborates the main points of
Auerbach�s paper.

Chart 1 here is meant to address the issue dealt with in table 3 of
Auerbach�s paper. In that table, Auerbach examines whether discre-
tionary spending (in the sense of non-entitlement spending in the fed-
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eral budget) responds to the output gap. Almost every year since 1965
in Japan, the initial central government budget approved by the Diet at
the beginning of the fiscal year (which is April) was revised in the fall,
to respond to unforeseen economic conditions. A good measure of
those unforeseen developments is the government�s GDP forecast
error. An official forecast of GDP growth from fiscal year t�1 (April
of year t�1 through March of year t) to fiscal year t is published by the
government in January of year t. Actual GDP growth from fiscal year
t�1 to t is not known until several months after the end of fiscal year t
(March of year t +1). Thus, the unexpected growth from fiscal year t�2
to t�1 represents news about GDP that becomes available during fis-
cal year t. Public works expenditure in the central government budget
is the common tool for fiscal stimulus by the Japanese government.
(Incidentally, as we all know, much of this is pork-barrel spending.)
Almost every year, this budget item was increased in the revised
budget in the fall. This is the important component of the �stimulus
package� obligatory put together by the Japanese government over the
last couple of decades, often under the United States� pressure.
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How Pork Responds to GDP News

.6%

.2%

0%

-.4%

.4%

.2%

0%

-.4%

.8%.8%

-.6% -.4% -.2% .2% .4% .6%

Unanticipated GDP growth

Pu
bl

ic
 w

or
ks

 s
pe

nd
in

g 
re

vi
si

on
/G

D
P

0%

-.2%

.6%

.4%

-.2%

.8%

1965-1991 1992-2001



Chart 1 plots the GDP fraction of this revision of public works
budget for fiscal year t against the unanticipated GDP growth for fis-
cal year t�1. (The idea of relating budget revisions to unanticipated
GDP growth can be found in Asako, Ito, and Sakamoto (1991)).
Consistent with the evidence of Auerbach�s table 3, there is an inverse
relation between the two, meaning that discretionary spending in
Japan is countercyclical. Contrary to Auerbach�s table 3, the inverse
relationship is statistically significant. The observations for the 1990s
in chart 1 shows that the cyclical sensitivity increased in the 1990s.

Auerbach�s table 1 reports results from the regression of the change
in full employment federal budget surplus on the lagged GDP gap and
the lagged budget surplus. As Auerbach notes, the negative regression
coefficient on the lagged budget surplus means that increased national
debt leads to higher subsequent budget surpluses. As shown by Bohn
(1998), the positive relationship between the (primary) surplus-to-out-
put ratio and the ratio of the stock of national debt to output ensures
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Chart 2
Primary Surplus against Debt Outstanding,
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the long-run government budget constraint to be satisfied. Chart 2 here
checks whether there is such a positive relationship for the Japanese
central government budget. The budgetary deterioration in the 1970s
was followed by the rapid improvement in the 1980s. The positive
relationship established in the 1980s, however, broke down in the
1990s with a sharp deterioration of the budget and the resulting bal-
looning of the national debt. To my surprise, the yield on the Japanese
government bond remained quite low, at nearly 1 percent during this
episode of rapid budgetary deterioration. Perhaps the market partici-
pants, with the memory of the 1980s still fresh in their minds, believe
that a similarly decisive consolidation is just around the corner.

There are several SVAR studies on the effect of monetary policy in
Japan, but the only SVAR study of Japanese fiscal policy I am aware
of is Kuttner and Posen (2001). They apply the same methodology
used in Blanchard and Perotti (1999) to the Japanese economy and
find that the SVAR tax multiplier is much larger for Japan than that
estimated for the United States by Blanchard and Perotti. The esti-
mated tax multiplier is about 1.7 (with a cumulative effect of about
4.9), while the spending multiplier is about 1.1 (with a cumulative
effect of 3.5). Based on this evidence, Kuttner and Posen prescribe a
large tax cut as a cure for the prolonged Japanese recession.

Conclusion 5

Auerbach�s paper provides a wealth of information useful for think-
ing about the output effect of fiscal policy. The title of his paper, how-
ever, should be changed: The word �discretionary� should be changed
to �stabilization.� The corroborating Japanese evidence shows that, if
anything, Japan is a more eager practitioner of stabilization policy.
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General Discussion: 
Is There a Role for

Discretionary Fiscal Policy? 

Chair: Stanley Fischer

Mr. Fischer: We will give Alan Auerbach a couple of minutes to
respond. Alan, I�d like to interject one further comment. You say at the
end of your paper that fiscal policy should be used with caution. Do
you mean that it should not be used at all�which is what aggregate
fiscal policy is, and that is what Marty seemed to be saying�or do you
mean that it should be used in small doses?

Mr. Auerbach: I think the latter. I�m sympathetic to Marty
Feldstein�s argument about Japan�not necessarily for the detailed
reasons he gave, but just because a prolonged slump is different from
a ten-month recession. Implicit in what Marty was saying, is that a lot
of the criticisms of the timing of discretionary fiscal policy don�t
really apply when, year after year, you are experiencing slow eco-
nomic growth.

I�ll respond selectively to the points raised by my discussants.
Regarding Marty�s recommendations for Japan for phased incentives
for spending, either by consumers or investors, it is worth drawing a
parallel to recent U.S. policy. Our stimulus package enacted in spring
2002 may turn out to be a coincidental indicator for the end of the
recession; Marty and his friends on the business-cycle dating commit-
tee will tell us, probably in a couple of years. The stimulus package
included a three-year (small by comparison to a big investment credit)
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temporary investment incentive. It was temporary both for budget rea-
sons and also as a way of giving an extra kick. I mentioned that pol-
icy in my paper. I also mentioned the fact that such temporary poli-
cies�this goes back to the first discussion of the dynamic inconsis-
tency and the timing of investment incentives�can cause worries
about what happens next time. If we move to a regime in which we
say, �Whenever we think investment could be stronger, we�ll have
investment incentives, one worries that could be very destabilizing for
investment on a going-forward basis. I would exercise caution in this
instance even in Japan, as I would have exercised more caution in the
United States than our government did.

I think Fumio Hayashi�s point about the use of structural Vector
Auto-Regressions (VARs), is important. I should have emphasized it
more in the paper. The literature is very confusing and Fumio made the
right distinction between innovations and discretionary fiscal policy in
a structural VAR, which puts fiscal policy, monetary policy, output,
and possibly other variables into a system of equations. The coeffi-
cients of the VAR are going to pick up both discretionary fiscal policy
and automatic stabilizers. All they won�t pick up�all that will be in
the innovations�are things that we can�t explain using either a policy
rule or what is built into the tax code. That could be unpredictable
changes in policy. It could also be things that have nothing to do with
policy�a change in the income distribution, which causes tax rev-
enues to go up, for example.

Some suggest interpreting the efficacy of policy by looking at the
impact of innovations, as opposed to the impact of predictable policy,
but it is hard to know what to think about the impact one sees from
innovations because we don�t really know what these innovations rep-
resent. To estimate the value of discretionary policy, which I presume
would mean zeroing out the innovations in fiscal policy and also set-
ting the fiscal coefficients to zero (i.e., saying the fiscal policy doesn�t
respond) you really have to believe the VAR. You have to believe that
is the structural model of the economy and that when you change these
coefficients, all of the other coefficients in the system are going to stay
the same. I am skeptical about this. If one thinks about the effects of
fiscal policy on investment, for example, looking simply at levels of
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aggregate revenues does not produce a structural model for determin-
ing investment behavior. Therefore, we won�t have invariant coeffi-
cients in this model if we start changing policy around in a big way.

Finally, let me address the issue of sustainability of policy, even if
we have a past policy rule that says government policy tightens when
we have larger debt, one can say that we are not on a sustainable path
if we don�t do that in the future. That�s one interpretation of what I was
saying in the paper. But I don�t think we are necessarily in the same
situation as we have been historically in the period for which these
equations were estimated�particularly, if you look not at the reported
primary surplus and the reported value of the government debt, but
measures that take into account the very large implicit liabilities that
we have now and are accruing very rapidly. It is not clear to me that
our recent policy actions have had the characteristics described in the
historical equations. Therefore, I am not sure that we are on a sustain-
able path, even taking account of the policy actions we are taking. 

Mr. Fischer: Thanks very much. If I could just ask the people who
comment or ask questions to keep them brief please. We will start with
John Makin, Pam Woodall, Rob Dugger�the first three. 

Mr. Makin: I just wanted to comment on something that Alan and
Marty alluded to: Is there a role for discretionary fiscal policy in an
unusual cycle like the one we have seen in Japan and like the one we
may be seeing in the United States? In that context, I would like to
suggest that the notion that somehow raising taxes and reducing
expected future deficits was the key to the expansion of the 1990s is
certainly debatable, as Alan suggests, and perhaps a dangerous notion
right now. Because among the criteria that Marty listed�and I am
going to focus here on the United States�we do have weak demand
growth; we do have inflation falling. Another thing that bears on the
policy mix here is that we have weak global demand growth, so that
aggressive monetary stimulation in the United States that caused the
dollar to depreciate sharply might have the effect of exporting U.S.
deflation, and it might be better to try to enhance demand growth with
lower taxes. And, finally, pushing too hard with monetary policy at
this point might miss the mark and create a bubble somewhere else. If



we look at the stylized facts during the last year in the United States�
despite the fact that we did have tax increases in the 1990s�in fact,
what has come to pass is that they have not led to smaller expected
future deficits; deficits have gone up sharply. Simultaneously, con-
sumption responded sharply and positively to the tax cuts that were
enacted last fall. We had a surge of consumption in the fourth quarter
and the first quarter of this year. And while all this was happening,
nominal interest rates were going down by a 100 basis points, with that
reduction in interest rates composed partly of lower expected inflation
and lower real interest rates. The bottom line here�the lesson�is that
there is a role for discretionary fiscal policy at this stage in an unusual
cycle in the United States, as well as Japan, and that lower marginal tax
rates would be very constructive, both in the short run and the long run.

Finally, Fumio, I would suggest that I too thought interest rates were
too low in Japan. But actually, when I went back and looked at real
interest rates, as our previous session suggests, real interest rates in
Japan today are about where they have been on average during the past
thirty years.

Mr. Fischer: Thanks, John. Pam Woodall, please.

Ms. Woodall: On this question of whether fiscal policy works, I won-
der whether it is worth differentiating a bit more between the effec-
tiveness in different countries, since we have an international audience
here. Most of the work on fiscal policy effectiveness has actually been
done in the United States. But there are good reasons for thinking that
the effect elsewhere might be smaller. There are two recent studies on
discretionary fiscal policy. One study is by Roberto Perotti, where he
finds that fiscal multipliers are much larger in the United States than in
smaller economies. There is also an IMF working paper that shows that
in open economies where imports are more than 20 percent of GDP, fis-
cal policy has no impact at all on demand. Whereas, in relatively closed
economies, which in this case would be America and Japan, it is effec-
tive. On the other hand, automatic fiscal stabilizers would actually be
expected to have a bigger impact in Europe than in Japan or the United
States because taxes and spending are a larger share of GDP. I just think
it might be worth considering these differences a bit.
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Mr. Fischer: Thanks, Pam. Rob Dugger.

Mr. Dugger: I think everyone is attracted to the interest in Japan
because it is so distinct and always offers up the possibility of lots of
lessons. I am drawn to the Hayashi-Prescott paper, which hasn�t been
given much attention. It wasn�t mentioned at all or cited in the Ahern
paper that the Board staff did. I am particularly drawn to the final con-
clusion of it where you observe that there seemed to be an allocation
of fiscal spending to declining industries. That observation was
affirmed by Ed Lincoln in his book. He talked a lot about the politics
of the allocation of deficit spending. It seemed to me, Martin, that part
of your suggestion about what to do with respect to Japan and a fiscal
policy response seemed to have something to do with changing the
allocation away from declining industries. So, it has something to do
with the churning of an economy, the restructuring process of an econ-
omy. My question to the three panelists is: To what extent is �the
preservation of a status quo distribution of sector support of declining
industries��a phrase that Ed and Fumio used in the conclusion of
their paper�enhancing the churning of an economy? Is that a desir-
able goal in a fiscal policy response? 

Mr. Fischer: Mickey Levy.

Mr. Levy: I have two comments on the way Alan Auerbach calcu-
lates whether fiscal policy changes are discretionary. You regress the
full-employment budget surplus on lagged measures of the full
employment GDP gap and rely on Congressional Budget Office
(CBO) estimates of the gap. Historically, the CBO has always abided
by a fairly rigid NAIRU model for economic forecasting. Whenever
its NAIRU model fails to accurately forecast inflation, on an ex post,
ad hoc basis, it changes its natural rate and estimate of the GDP gap to
whatever fits the model. So, my question is: When we look back on
how we estimate what is discretionary and what isn�t, was it discre-
tionary at the time? What was the estimated GDP gap at the time?
Consider how we interpret the 1993 tax hikes. We all agree that dur-
ing the 1990s there was a pretty persistent upward revision in forecast
of estimated potential GDP. Were the Clinton tax hikes put in place at
a time when the gap was negative, which in hindsight looks positive?
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You need to reassess how we distinguish between what was per-
ceived of as discretionary at that time. Associated with that is Marty
Feldstein�s proposal for Japan that we reduce marginal tax rates and
increase the value-added tax. If that is neutral with respect to the
budget deficit, it would show up as not a discretionary fiscal policy
change, based on the way you assess what is discretionary or not, even
though we know it could have a significant impact.

Similarly, in the United States, the Tax Reform Act of 1986, the
CBO budget scorekeeped as revenue-neutral, even though it signifi-
cantly changed marginal tax rates and incentive. According to your
measure, the tax legislation would not be considered as discretionary,
even though it stands out as very discretionary.

Mr. Fischer: Thanks, Mickey. Larry Meyer is next please.

Mr. Meyer: Alan, you started off with a very interesting observation.
You said that some of us might find surprising your result that discre-
tionary fiscal policy has become increasingly activist over time. I was
surprised.

That does raise a question about how a researcher should respond
when the data seem to disconfirm his or her priors. Of course, you had
an interesting phrase, �But that is what the data show.� So, the ques-
tion is what to do?

You have a perfectly reasonable approach. When the data disconfirm
your views, you change your views. Some of my former colleagues
will attest that I�m a little bit more stubborn in my priors. So, my first
inclination would be to reassess the methodology and question the
data. Another reason for doing this is actually the Romer-Romer paper
this morning. They told us, convincingly I think, that ideas matter for
policy. But, in my view, you seem to contradict this result. It seems to
me that during the latter period, ideas changed and became increasingly
skeptical about the effectiveness of discretionary activist fiscal policy.
At the beginning of the Reagan Administration there was a clear dis-
avowal of short-term stabilization policy, and that has continued. More
focus was on long-run supply-side, tax policy, worrying about deficits,
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etc. So, the question is, why do your data show differently? It seems
to me that the problem is that you fail to really look at the intent of the
changes. This follows up on some of the points that Mickey was raising.

You note this a little bit in your paper as one of the limitations. But
I think it is a very important one. So, how do you look at the Reagan
tax cut of 1981-1982? Is that activist stabilization policy? I always
refer to President Reagan as an accidental Keynesian. That was a pol-
icy that was proposed and implemented for other reasons. It was timed
fortuitously. When you take that into account, you might have a dif-
ferent view about activist fiscal policy. Maybe it helps to understand
your other result�that activism doesn�t translate into success. If the
motivation for these changes was not active stabilization policy, then
it is very reasonable that about half the time they should be well-timed
and half the time they should not be from the perspective of stabiliza-
tion policy. 

Mr. Fischer: Thanks, Larry. The last comment is from Glenn
Hubbard, and I am very sorry, but time is up after that. 

Mr. Hubbard: My first comment echoes something that Larry just
said. The paper left me with a sense of unease. Some of the uneasiness
comes with the technical thing, which I won�t go into, of how the CBO
incorporates spending in its forecasts. 

More substantively, the distinction Larry made is not second order
but first order. There is a big difference between discretion generally
and stabilization policy. Think of three major tax changes in the past
couple of decades�the Reagan tax cuts, the Clinton tax increase, and
President Bush�s tax cut. None of those was adopted with stabilization
policy in mind. Two of those shared a common view about decreasing
marginal tax rates and effects on economic growth. Another held that
increasing marginal tax rates would increase economic growth. But
none of those was about stabilization policy. That is important because
you then can�t really evaluate those policies in this framework. They
weren�t intended for stabilization, and I would think the more standard
public finance analysis of what the effects are of these policies on
investment or labor supply or growth would be the better way to go.
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The third point I�d like to make is that I agree with you, Alan, whole-
heartedly on the notion of the need for more clarity in this idea that
raising taxes or increasing primary surpluses in a country like the
United States increases economic growth. I think that is a relatively
thin reed. I would encourage you to think hard about the second point
about micro-estimates of growth from cutting tax rates. The burden is
also on the other side to get at micro-estimates of raising them.

Mr. Fischer: Thanks, Glenn. We will now ask the people on the
podium to respond briefly. 

Mr. Feldstein: I will just comment about two things that have been
raised. One is this question of how one measures or even thinks about
fiscal policy. The traditional way, of course, has been in terms of some
kind of change in the size of the full employment deficit. It is very
important always to think about the incentive effects of the fiscal pol-
icy. That is certainly not new. The investment tax credit is a good
example of something in which the expected impact is very different
from the revenue loss associated with it. Another example is changes
in marginal tax rates. In thinking about discretionary fiscal policies, it
is important to think about policies that are aimed at changing incen-
tives, as well as policies that simply change the amount of cash in peo-
ple�s pockets.

One of the puzzles in Alan�s paper is that he found the discretionary
policies during the Clinton years. Here, the data do seem to speak
pretty loudly that there is this relationship between changes in discre-
tionary budget changes and the lagged GDP gap. It may be coinciden-
tal, as Larry Meyer, I suppose, would argue, but the data certainly do
seem to say that. Then, he doesn�t find a clear breakdown when he
tries to look at that same question separately in terms of taxes and
expenditures. That is a kind of puzzle. But I don�t think it is a very
deep puzzle, because one thing we saw during that decade was a
movement away from literal expenditures as a way of achieving
expenditure goals. So, we saw an increase in welfare in the form of an
expanded earned income tax credit and a number of other special pro-
visions during that decade which were done through the tax system so
that they resulted in lower taxes rather than increases in spending.
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Mr. Fischer: Thanks. Fumio, any last comments?

Mr. Hayashi: What we did in Hayashi-Prescott is that we can
explain the Japanese drop in the 1990s by the supply side, which is the
productivity slowdown in the 1990s and the 10 percent decrease in
hours worked that took place around 1990. Those two factors do a
very good job of explaining that great recession in the 1990s. Now in
that model, which is a standard real business-cycle model, there is
government expenditure. It does something, but very minor compared
with the supply-side considerations. In particular, our model cannot
explain this 1997 drop in GDP when the government tightened its fis-
cal policy, but still our model can explain the trend of the whole 1990s.
Suppose that Kuttner and Posen are right and the fiscal multiplier is
huge. Should we engage in fiscal easing now in Japan? I am not sure.
All those public works expenditures will go to subsidizing inefficient
industries, and that is going to aggravate the supply-side program. So,
I am not sure that I would recommend what Marty has been recom-
mending on the fiscal side. 

Mr. Fischer: Thanks, Fumio. Alan?

Mr. Auerbach: Just a few comments. First, on the issue of the rela-
tive efficacy of fiscal policy in smaller countries like EU countries, we
would expect the effects to be smaller, just like we would expect the
fiscal policy in Arkansas to have a smaller effect on GDP in Arkansas.
It is a fairly obvious point. But it is an interesting observation, given
that with the move to the euro there has been a move in the focus from
monetary policy to fiscal policy to counter shocks in individual coun-
tries. Yet, as countries become more open, we also expect the multi-
pliers to spill over into other countries and, therefore, for fiscal policy
to be less effective too. The answer we have in the United States is that
we have a central government. That is something that needs to be
thought about in the European context as well.

As to the issue of declining industries and fiscal policy, thankfully,
we in the United States have not really had is fiscal policy targeted
toward industries�leaving aside things like steel tariffs, which have
been getting a lot of publicity but aren�t that significant. Obviously,
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one�s attitude about discretionary fiscal policy would be even more
negative if the policies tended to take the form of being targeted
toward industries that are declining.

As to how one should interpret regressions, it depends on how much
of a Bayesian you are and how strong your prior is. Even if the t-sta-
tistics are significant, for equations estimated over a short period, a
few anomalous events can give you significant coefficients and poor
out-of-sample predictions. There is no quarrel with that. But, during a
long enough sample period, if people say they are doing one thing and
the data tell us they are doing something else, we should believe what
the data are telling us. An example is 2001. The tax cut was not put
forward explicitly for cyclical reasons, but I do recall discussions
about it being an insurance policy in case we needed some stimulus.
There could be several factors at work and cyclical factors might play
a role in policy choices, even when not being emphasized.

Finally, as to using CBO data or other similar data to measure stim-
ulus�this relates to the first point I made in my presentation�it is
very hard to measure discretionary fiscal policy. There can be changes
in baselines that, because of changes in the perceived policy, actually
don�t represent legislated changes. Or, there can be legislated changes
that are going to occur during a period of five years, which nobody
thinks are actually going to be sustained and, therefore, don�t really
represent a policy change. In either case, it is difficult to analyze the
effects of discretionary fiscal policy.

Mr. Fischer: Thanks, Alan, and to the discussants.
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Monetary Policy in a Changing
Economic Environment

Otmar Issing

My remarks focus on the challenges facing monetary policy in a rap-
idly changing world. I start by examining the nature of economic
change confronting monetary policy in its daily execution. In the
absence of an unambiguous mandate to maintain price stability and of
a clear strategy to sustain it, the ongoing task of identifying the latest
economic shocks may easily distract the central bank from the need to
maintain a firm sense of direction in the longer run. Next, I advance
an interpretation of why the transition to European monetary union—
involving, by all standards, a state of acute uncertainty—could be
accomplished in the smooth manner in which it proceeded. In this con-
text, I highlight the role of two complementary policy perspectives.
These two principles of good policy are conducive to flexible and
timely responses to unfolding events and, at the same time, ensure pol-
icy against myopia and short-termism and keep it solidly anchored to
its medium-term objective. 

Cyclical and structural change

Economic change—and the uncertainty that it brings about—has
three dimensions. At the ground level we have cyclical, that is transitory
and/or nonstructural economic shocks coming along continuously. The
theory of economic policy normally assumes that such shocks are
“additive” in nature, in that they do not pose a controllability problem
for policy. Nevertheless, they have to be properly identified in real
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time. Econometric theory has spent decades devising sophisticated
identifying restrictions to isolate different types of shocks from the tan-
gle that appears in the data. The purpose of these exercises is to trace
the propagation profile of exogenous impulses through the economic
system. But nothing close to a consensus view has emerged. In fact,
inference is often nonrobust across various identification schemes.1

As a consequence, central bankers are given little guidance as to the
nature of the stochastic disturbances that drive the business cycle on
average. Of course, model selection itself is at stake here, as compet-
ing modelling paradigms can only be put to a test—and discrimi-
nated—by matching their quantitative implications with the dynamic
shock responses seen in the data. If the latter can only be generated on
the basis of controversial identification restrictions, the empirical
benchmark becomes elusive. For all these reasons, central bankers
must exercise judgment when they encounter perturbations, and they
cannot rely on any single approach to reasoning through the implica-
tions of such shocks. 

At a higher level, and a lower frequency, we have structural change.
This induces parameter—i.e., multiplicative—uncertainty, as innova-
tions tend not only to persist, but become embedded in the coefficients
through which key variables respond to exogenous forces. Monetary
policymakers, again, find themselves at a crossroads. For one thing, it
is extremely difficult for them to decompose in real time what is due
to structural change and what stems from normal cyclical sources of
fluctuation, as these events tend to come together. But, more funda-
mentally, central bankers perceive the uncertainty surrounding struc-
tural variation as of a higher order of magnitude—and of a different
nature—compared with the way parametric risk is treated in much of
the literature. I believe this type of our measure of uncertainty is
closer, in this case, to a Knightian concept, wherein probability distri-
butions for model coefficients cannot be articulated.2

A further source of uncertainty, of a strategic sort, stems from the
endogenous—at times unpredictable—process whereby agents form
their expectations. This process has a strategic, game-theoretic flavor,
as the central bank and its way to respond to the events is very much
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part of the picture, and in some way it is driving the formation of
views about the future. 

Incidentally, the identification of the disturbances stemming from
cyclical, structural or expectational disturbances is further complicated
by the ex post statistical revisions, which may at times overturn the
empirical platform on which central bankers have to make their deci-
sions in real time.3 And it should be superfluous to remind the reader of
the paramount measurement problems that cloud state variables, such as
the output gap, the NAIRU, the steady-state real interest rate, which are
of key importance in mainstream macroeconomic discussions.

Institutional change 

Complexity reaches its climax in the presence of large-scale institu-
tional change, however. This source of change is sufficiently rare in
history to escape econometric testing and sufficiently severe to impart
a profound discontinuity in the data-generating process. Times of
institutional change are times in which the signal extraction problem
for central banks is most acute. Structural change may be associated
with a widely dispersed range of expectations. These, in turn, may
behave erratically and fail to coordinate on a focal point. 

The European Central Bank (ECB) has some examples to tell in this
regard. When the ECB started conducting policy in 1999, area-wide
back data were only scantly available, many statistical indicators were
still under construction. More importantly, the presumption was that
the creation of the euro area would itself imply a major regime shift.
Therefore, the statistical patterns emerging from past data—if and
when made available by aggregation of national figures—might not be
informative of the structure of the new economic entity or might even
be misleading. Under such circumstances, it could not be taken for
granted that private agents could immediately form expectations con-
sistent with the new regime, and, thus, instability in behavior could not
be ruled out. In some sense, we were studying the evolution of a mov-
ing object, which was changing for the very reason that it was being
observed, as in the famous Heisenberg paradox. Real time mispercep-
tion, false inference, Knightian uncertainty, all the usual professional



hazards of central banking, plus something else seemed to be com-
pounded—let’s be conservative—by a factor of three. 

Indeed, the ECB did preside over a monumental transition. The
money market, for one, underwent a historical transformation on the
eve of the launch of the euro in January 1999. Eleven national mar-
kets, so diverse in terms of participants, operating conventions, settle-
ment structures, credit facilities, had to merge into a unified trading
area almost overnight. New payments systems for large-value transac-
tions were implemented. Capital markets traditionally protected by
currency fragmentation and national regulations were opened up to
arbitrage and straight competition. 

Yet, the transition was smooth and the abrupt switch in structural
relations, which many observers had seen in the offing, did not mate-
rialize after all. Markets immediately recognized the new rules of the
game. They adjusted swiftly to the new monetary policy environ-
ment. Since 1999, overnight rates have limited their fluctuations on
the dates of monetary policy announcements to less than 5 basis
points on average, a sign that policy was reasonably predictable.4 The
ten-year break-even inflation rate obtained from French index-linked
bonds—a crude measure of inflation expectations—has consistently
signaled the degree of credibility of the ECB’s monetary policy to
maintain inflation in line with its announced definition of price sta-
bility. This indicates that markets have perceived our pattern of
response to the events as transparent and consistent over time. 

All this has to be measured against the magnitude of the distur-
bances that intervened in the course of the first three and a half years
of our existence. Since 1999 the euro area has weathered a number of
major economic or financial turbulences worldwide, preserving a
degree of monetary and economic stability that would have hardly
been conceivable before the advent of Monetary Union. The euro area
has gone through a sequence of energy price shocks with only limited
and short-lived impact on inflation expectations. And a long trend of
foreign exchange depreciation—recently reversed—as well as a
marked correction in stock prices since early 2000 have done little to
shake the confidence in the euro as a solid store of value. 
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Anchoring expectations in a changing environment

How was all this possible? How could uncertainty of the highest
degree fail to leave a mark in the records? In my view, the ECB’s
success in anchoring expectations right from the start has not fallen
from the sky nor has it been entirely “inherited” from the past. Instead,
I would argue that our success can be attributed in good measure to the
ECB’s monetary policy strategy and the more general principles that
underlie our policymaking. Not least, it has been a reflection of our
philosophy that markets are powerful, sometimes overwhelmingly
so, but, nevertheless, in need to be guided by a central bank, not
meddled with. 

First, the way we committed ourselves to the overriding mandate to
be the guardians of price stability in the euro area—which we received
from an international treaty—anchored expectations in a time of
accelerated change. The ECB’s announcement of a quantitative defi-
nition of price stability—which is symmetric in the sense that it is
incompatible with inflation as well as with deflation—was immedi-
ately acknowledged by our counterparts. It is important to add that
price stability, according to our definition, is to be maintained over the
medium term. The medium-term orientation of our monetary policy
strategy and our aversion to fine-tuning of short-term developments in
prices and real variables has helped to provide a firm compass while
the economy was sailing through the uncharted turbulent waters of
1999 and subsequent years. It deflected the risk that amidst excep-
tional uncertainties, the central bank may itself become an additional
source of noise. Ultimately, it provided a degree of leverage over
expectations on the eve of the transition to the new currency that could
pin them down solidly to the intended objectives of policy.5 The man-
date and the independence that it ensures endowed the new institution
with a stock of credibility that facilitated its operations and its inter-
actions with the markets from the first day of monetary union. 

Secondly, our strategy has helped to sort through a wealth of conflicting
statisticsand has provided a reliable road map and a sense of direc-
tion.6 We have built into our strategy two complementary perspec-
tives over the workings of the economy, one in which money and credit
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are attributed a key role in the formation of prices. And one in which
real variables receive pre-eminent attention as the determinants of price
pressures in the short term, and where monetary factors are treated only
implicitly. Under what we call the first pillar, we thoroughly monitor
monetary and credit indicators on the basis of those analytical frame-
works that can sensibly incorporate developments in money. Under this
pillar, we announce a reference value for M3 growth, which, if realized
on average over the medium term, should in normal circumstances
indicate that policy is consistent with the achievement of price sta-
bility.7 I shall return to this principle shortly, as it will constitute the
focal point of my remaining observations. Under the second pillar, we
review a broad set of nonmonetary indicators and assess their implica-
tions for price setting over a short- to medium-term horizon. 

These two mutually reinforcing perspectives provide robust indica-
tions for a policy aimed at price stability, which survive the cross-
checking of competing models and the rise-and-fall cycles of fashions
in economic thinking. 

Keeping a firm sense of direction 

But how can a monetary policy framework induce prompt action in
the face of ever-changing circumstances and, at the same time, main-
tain a firm sense of direction? Here, there is clearly potential for desta-
bilizing mechanisms setting in. Constantly bombarded by economic
news, a central bank risks becoming hypnotized by the latest indica-
tor, by the markets’ likely reaction to the latest indicator, by the mar-
kets’ anticipation of the central bank’s response to the latest indicator,
and so on into infinity. This mechanism can lead monetary policy
gradually astray from its foremost role of providing a firm medium-
term anchor for the economy. 

So, at the risk of oversimplifying, let me now turn to consider two
general principles of prudent monetary governance that may help cen-
tral banks to reconcile the need for prompt action and a firm medium-
term orientation. 

(1) First, a central bank always needs to tailor action upon the origin,
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the magnitude, and the nature of the shocks that hit the economy from
time to time. As I tried to argue above, this is a highly demanding exer-
cise because shocks do not come about with labels. They have to be
identified first, in real time. But there are no shortcuts or excuses—no
simple rules linking policy to one or two privileged indicators can sub-
stitute for an accurate examination of shocks and a careful analysis of
their potential for transmission into prices over a sufficiently extended
span of time ahead. A corollary to this principle is that the horizon for
policy action cannot be set in advance, as I shall argue more exten-
sively below. 

(2)  Second, a central bank can benefit from keeping an eye fixed on
the single long-term compatibility condition that monetary economics
has to offer to practitioners, free of model-specificities and restrictive
assumptions. Namely, that over a sufficiently extended period of time,
money should grow at a rate that is consistent with trend growth in real
output and the central bank’s definition of price stability. In more gen-
eral terms, this principle embodies the ancient wisdom of the quantity
theoretic law—that it is the growth of money that ultimately anchors
the development of prices.

Each one of these two principles—if taken individually—entails
some guidance for the monetary policymaker, which, however, is par-
tial. A monetary policy strategy—such as the one adopted by the
ECB—can be seen to provide a robust framework for monetary policy
decision-making, which heeds these two general principles in a way in
which they reinforce and complement each other.

The lesson suggested by the first principle is that disturbances have
to be evaluated as they come about, according to their potential for
propagation, for infecting expectations, for degenerating into price
spirals. And preventive action should not be delayed, as it becomes
clear that shocks—whatever their origin—may take hold in the econ-
omy and evolve into inflationary or deflationary pressures over the
medium term. The time dimension of these possible developments
varies with the type of shock, the initial macroeconomic conditions,
the prevailing financial sentiment, the international environment, and
many other variables. Therefore, the horizon for monetary policy
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cannot be set in advance. Sometimes it pays to look far ahead, beyond
the average lag of monetary transmission. Sometimes the economy
can be expected to return to price stability within a much shorter hori-
zon. In all events, a central bank has to ensure that expectations be
quickly reverting to its declared objective of policy. 

The policy recommendation implicit in the second principle is sim-
ple: Do not ignore the information that monetary developments con-
tain for medium-term price developments, even if the relationship
between money and prices may not come through strongly at shorter
horizons. This principle also provides an antidote against the pitfalls
of exceedingly forward-looking rules.8 Looking into the future with a
vigilant eye, as the first principle suggests, is a fundamental element
of good policy. But, by constantly looking ahead, one should not lose
sight of the intended trajectory of policy and the need to act consis-
tently over time. One should always be constantly aware of possible
inadvertent slippages from the intended long-term direction. In the
end, monetary policy needs to ensure a path of money supply that is
consistent with maintaining price stability over the medium term.
Trends in money velocity can be incorporated in such a longer-term
benchmark to account for the evolving structure of the monetary
exchange. But, in the end, there can be no sustained inflation without
systematic accommodation in monetary aggregates.

The key point that I want to bring out here is that neither of these
two principles can stand alone. Both are in need for mutual cross-
checking. The first principle suggests that the central bank move its
interest rate policy instrument in reaction to the disturbances that are
considered to have implications for price stability in the medium term.
But these actions—taken at successive points in time—may not prove
to be consistent over time and could, thus, cumulatively result in sys-
tematic divergence from the desired objective. Thus, the course of pol-
icy followed in the attempt to counter perturbations via shock-specific
responses needs to be ascertained against the straight line provided by
the quantity theoretic reference of the second principle. If that line turns
out to have been departed from for an extended period of time, then
policy, sooner or later, has to be brought back onto the right course.
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Incidentally, it is worth noting that historical episodes of asset price
“bubbles” have tended to be accompanied by strong and persistent
deviations from that reference line. Thus, a monetary policy strategy
that monitors closely monetary developments and measures them
against a medium-term reference growth rate may—as an important
side effect—also contribute to limiting the emergence of unsustainable
developments in asset valuations. I shall come back to this below.
Asset prices, by themselves, are not a suitable goal for monetary pol-
icy. In the long run, the relative price of assets is mainly driven by
underlying real factors—e.g., technological developments and prefer-
ences—which cannot be controlled by monetary policy. But monetary
aggregates and credit developments in situations of financial instabil-
ity can signal to what extent consumption, investment, labor, and
price-setting decisions are being affected by conditions of financial
disorder, excessive euphoria, or disillusion.     

Conversely, the second principle too, if followed in isolation, is sub-
ject to potential difficulties. As first pointed out by William Poole
more than thirty years ago, there are many short-term shocks to the
amount of money demanded for each unit of nominal income, which
monetary authorities would do better ignoring and accommodating.
These unexplained innovations may be simply related to seasonal
noise in the money creation system or transitory forces driving around
transactions habits. They may reflect reversible movements in the
preference for liquidity, in- or out-flows of foreign exchange transit-
ing through checkable accounts or else. In the case of Europe, it can-
not be ruled out that the process of financial integration may have
affected the income velocity of monetary aggregates. In these circum-
stances, having to hit a constant rate-of-growth target for, say, base
money on a near-term horizon would result in ample fluctuations in
short-term interest rates. And this instability would likely be transmit-
ted to prices and output, causing unnecessary fluctuations in these
variables. In this context, the first principle of good policy, prescrib-
ing a careful filtering of disturbances, provides important safeguards
against such policy-induced instabilities. In fact, it underlies the
ECB’s decision to adopt a reference value for monetary growth, which
is not a monetary target. And it also supports the need to look at mon-
etary developments from a medium-term perspective. Nevertheless, as
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long as money demand relationships are reasonably stable—as has
been the case in Europe in contrast to the United States—information
from monetary developments should provide robust indications of
medium-term price pressures.

Paraphrasing an expression of Paul Samuelson, we were given two
eyes: one to watch money and credit aggregates and one to watch
everything else. Ultimately, these two policy perspectives are to be
combined in a single strategy that subsumes them both in a unified—
albeit complex—and robust framework for action. This strategy lends
policymakers an accurate perspective over the economy to respond
expeditiously to the events and, at the same time, ensures them against
systematic slippage.

The controversy over the reference value for money growth 

Our policy approach has encountered some criticism, however. This
criticism builds on two premises. First, we sometimes hear that there
exist ready-made statistical gauges that summarize and condense all
the information that a central bank needs to know about the state of the
conjuncture. One of these privileged indicators that has gained promi-
nence is an inflation forecast. Another one is some measure of slack,
i.e., the distance between actual and potential activity. 

Second, we are told that as long as the central bank moves its inter-
est rate instrument with sufficient vigor in response to, say, an infla-
tion forecast, it does all it is required to pin down prices and keep the
economy on track. A rule of the type advanced by John Taylor is a
good example of this line of thinking.

The ECB has expressed its reservations on the use of such simple
interest rate rules ignoring money elsewhere, and I shall not repeat
those arguments here.9 What I would like to do, instead, is go through
a simple, purely suggestive exercise in historical interpretation. Three
past episodes are selected, which, in hindsight, are regarded as having
involved various degrees of unintentional monetary policy mistakes.
I have asked myself the question whether a simple interest rate rule,
à la Taylor, had it been available at the time, could have been of help
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in preventing those mistakes. And finally, I have tried to figure out
whether a policy taking the quantity theoretic equation seriously, and
using money stock indicators in addition, could have been instrumen-
tal in yielding a better macroeconomic outcome. 

These episodes comprise the Federal Reserve System’s management
of the “Roaring ’20s” and of the deep crisis that followed; Japan’s
monetary policy in the second half of the 1980s in the face of a
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Chart 1
The United States in the 1920s: Excess Money Growth,

Real Asset Price Growth, and Monetary Policy*
(Year-on-Year Changes)
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*Note: Excess money growth is defined as ∆4e = ∆4m–[∆4 p* + ∆4 y*] + ∆4 v*, where ∆4
denotes the four-quarter difference operator and m, p*, y*, and v* stand for (logs of) the
actual stock of M2, the price objective, real potential GDP, and long-term velocity of circu-
lation, respectively. The price objective is normalized to 1, potential output is obtained
applying an HP-filter to actual real GDP, trend velocity for 1923-1930 is constructed by
interpolating a linear trend to realized velocity over 1921-1929, and by imposing a struc-
tural break afterward to reflect the sharp contraction in nominal GDP, primarily led by a fall
in producer prices. The Taylor rule has been calibrated to an equilibrium real interest rate
equal to the average real discount rate observed in the first two quarters of 1923, and
imposing an inflation coefficient 1.5 and an output gap coefficient of 0.5. 

Sources: ECB staff calculations on Friedman and Schwartz (1963-1993) and NBER data.
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tremendous asset price buildup; and, finally, monetary policy over the
same period in what would later become the euro area. The three
episodes are depicted in charts 1, 2, and 3. In all examples, a measure
of excess money growth is used. This is defined as the difference
between the actual growth rate of nominal broad money and the rate
that would be implicit in the quantity relation with real income grow-
ing at its potential rate, inflation at the central bank’s objective, and
velocity at its long-term trend. 
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Chart 2
Japan in the 1980s: Excess Money Growth, Real Asset

Price Growth, and Monetary Policy*
(Year-on-Year Changes)
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equal to the average real uncollateralized overnight rate observed in the first two quarters
of 1984, and imposing an inflation coefficient 1.5 and an output gap coefficient of 0.5.

Sources: Bank of Japan and ECB staff calculations.
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Needless to say, the list of caveats is even longer than usual. First,
there is obviously some selection bias to be discounted: These
episodes have not been chosen at random. Secondly, in none of these
three periods was anything close to a Taylor rule debated in the pro-
fession as a viable option for guiding central bank action. The very
notions of “potential output,” “target inflation,” “real equilibrium
interest rate,” “money velocity trend,” although put forward by a
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Chart 3
The Euro Area in the 1980s: Excess Money Growth,

Inflation, and Monetary Policy*
(Year-on-Year Changes)
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number of academics, were either unknown or intentionally ignored in
the 1920s at the Federal Reserve Board. And the same concepts, while
available and, in fact, widely used by central bank economists in the
1980s, were and are open to all sorts of measurement controversies. To
mention only one, regarding the euro area in the 1980s, the “inflation
objective” of a group of twelve central banks conducting more or less
independent policies is a sufficiently elusive construct to warrant a
great deal of caution. 

Having said all this, I believe this exercise is, nonetheless, instruc-
tive.10At a minimum, it illustrates how different statistical gauges can
yield conflicting policy signals and how badly central banks can some-
times do if they choose to neglect the fundamental arithmetic embod-
ied in the quantity relation. Chart 1, for instance, suggests that had the
Fed looked at a measure of excess money growth, had it not rejected
the then novel normative framework offered by the quantity theory of
the business cycle, it would have probably realized that monetary pol-
icy was too lax, not too tight—as suggested by the Taylor rule stan-
dard for much of the 1920s.11 Intriguingly, the measure of excess
money growth appears to move in sympathy with the profile of the
histograms that represent the growth rates of real stock prices in New
York. It becomes positive—and significantly so—in those years in
which the market is most buoyant. And it turns negative when the mar-
ket pauses or falls. Perhaps one can conclude that money was growing
too fast in the years immediately preceding the crash, compared with
the long-term necessities of an inflation-free economy operating at
potential.12 Perhaps that excess of monetary injection was spilling
over into the purchase of financial assets.

However, looking at the discount rate only, to the exclusion of the
monetary indicator, and measuring the historical path of the discount
rate against the benchmark provided by the Taylor rule, one would
draw the opposite indication.13While significant by a Taylor rule stan-
dard, the degree of tightening was perhaps not commensurate with the
surging risk appetite that was driving up market rates and yet luring
more and more investors into the financial gamble. The extent of the
abrupt policy reversal in the first half of 1929, which many contem-
porary observers quote as a primary cause of the disorderly fall in the
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market, is also more apparent from the quantitative than the interest
rate indicator.  

A similar picture emerges from the Japanese data. While a Taylor
rule would have signaled an appropriate-to-tight stance of policy until
well into 1989, excess money was building up in the second half of the
1980s, finally at an accelerating pace.14Apparently, the Bank of Japan
had expressed early concerns that rapid money growth might predis-
pose the “dry wood” needed to set the asset market on fire.15 Deputy
Governor Yutaka Yamaguchi (1999) echoed those concerns in a recent
insightful intervention in Jackson Hole. But probably no tightening—
in excess to that already apparent in the data—could have been justi-
fied to the public on the back of persistently subdued inflation and
growing measures of productivity. Again, it seems that a monetary
policy gauge focused on inflation and a measure of slack only—to the
neglect of money—would have failed to sound the alarm.16

The euro area in the 1980s provides an alternative picture: the con-
nection between excess money growth and goods, as opposed to asset
price, inflation. The disinflationary process that had occurred in the
first half of the decade, aided by the sharp decline in the international
energy prices, was followed by a gradual reversal. Monetary authori-
ties, although not off track by a Taylor rule standard, were slow to
spotlight those developments and somehow fell behind the curve.
Once more, money rising in excess of its long-term reference value
could have warned of impending risks to price stability. 

Of course, simple graphical co-movements cannot be emphasized
too much, let alone taken to prove any casual relationship. And the
obvious objection to my story is that there are other episodes in the
history of industrialized countries in which money growing temporar-
ily out of line with fundamentals has failed, ex post, to ignite an asset
bubble or to tolerate an inflationary process under way. Furthermore,
alternative indicators, such as private credit, may at times outperform
broad money in signaling that observed swings in asset prices are
abnormal and may prelude to financial distress.17

But the absence of a fire does not mean that we should not pay for
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fire insurance. Rather, the question is whether, ex ante, the probability
of a policy mistake is sufficiently large to warrant concerns and, at
some point, intervention. These concerns and this threat of interven-
tion on the part of the central bank may be sufficient to deter that risk
in the first place.18

Of course, there are shocks to money growth that, in retrospect,
appear to have been due to pure velocity noise. If we had an all-
encompassing model of how real and financial forces interact, if we
were entirely confident that our model suffered from no omission of
key underlying relationships, incorporated no functional mis-specifi-
cation, was exactly estimated, then these velocity shocks would be
readily recognizable. They would show up as the residuals of the com-
plex money demand equation in the model. But no model and no cen-
tral bank in the world is at that stage yet. Incidentally, it is a well-
known feature of the general equilibrium models in wide use today
that the money demand condition that they incorporate displays a
rather poor fit to the data. A central bank cannot place too much trust
on the coefficients and the residuals that this equation generates. There
definitely seems to be more to the link between money, income, and
prices in the data than captured by such simple interpolations. This
fact, in my view, should urge us to accelerate our efforts to develop a
more sophisticated understanding of how money interacts with price
setting and how financial and real variables can influence each other.

So, central banks have to face dilemmas of the following nature.
Does a shock to observed money quantities reflect pure noise that will
unwind in due course, or does it bear information over the forces driv-
ing the setting of prices? Is an observed shift to more liquid portfolios
a sign that agents are building up transaction balances in order to
finance higher spending and/or in anticipation of higher prices in the
near future? Or is it a mere signal of a heightened precautionary
motive, a by-product of financial anxiety, of market jitters, which will
reverse themselves sooner or later without economic implications? In
particular, to what extent is an unexpected surge in money a counter-
part to easy credit—which can feed asset market speculation or excess
demand, with unsettling consequences stemming from both? The
experience accumulated in the 1920s and the 1980s suggests that con-
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ditions of easy credit and rapid monetary expansion, while escaping
simple checks based on inflation and output gap indicators, can inflict
lasting damage on the economy. Suggestively, many stories were told
in Japan in the 1980s about the relation between money supply and
prices having become unstable and unreliable. 

A central bank cannot systematically dismiss shocks of this nature as
nuisances. Ultimately, the obvious question to ask is what has changed
in the relation linking money holdings and consumption-saving deci-
sions, a connection which, as I argued above, is not well-described in
available models. But in a situation of doubt, one should always be
reminded that the—provided money is properly measured—quantity
theoretic regularity will, at the end, reassert itself. So, if price stability
is to be preserved consistently over the medium term, a persistent vio-
lation of that regularity should have an impact on policy decisions.

Concluding remarks

I conclude with a number of observations that have been recurrent
in my remarks above. 

First: There is no simple escape for a central bank from a serious
analysis of economic change, which comes in the form of shocks and
noise. These changes are often opaque and present themselves in dis-
guise, but they may contain information that cannot be discarded on a
priori grounds. There is no escape to a serious analysis of economic
perturbations. Certainly, following deceptively simple policy rules of
one sort or another is no viable cure to complexity.

Second: The change in money demand is one of the most difficult to
decipher. Looking ahead, these shocks may even augment in number
and magnitude—as has been the case in the United States and else-
where in the past—which would make filtering and reading the signals
coming from money a difficult undertaking. But the central bank
should not deny itself the opportunity to take advantage of all the
information that it carries with itself. The conviction that money mat-
ters and contains invaluable information for policy is shared across
central bankers wedded to different monetary policy strategies.19

Monetary Policy in a Changing Economic Environment 199



Third: While looking into conjunctural signals, a central bank
should never fall prey to myopia and short-termism. Monetary theory
has provided a compass for measuring how the course of policy has
deviated in the past and will likely deviate in the future from the
straight line consistent with price stability and a sustainable growth
path. This quantity theoretic reference should be consulted regularly
and taken seriously. Monetary policy cannot react mechanistically to
monetary variables, and the weights that a central bank attaches in its
considerations to the various headline measures of money supply are
state dependent: They cannot be set in advance. Thus, there may be
extended periods of time in which observers do not detect reactions to
monetary indicators. In our strategy, for example, the weights are con-
ditional on the analysis of monetary shocks, which is conducted under
the first pillar. This analysis is aimed at purging the developments in
monetary aggregates of the noise with which they are usually
observed. This analysis yields more reliable measures that can be used
for policy orientation. 

But if deviations in these measures of money from the long-run tra-
jectory consistent with price stability are ample and persistent, a cen-
tral bank should intervene if the anchoring properties of money are to
be reinstated and made operative. 

Author’s note: The author would like to thank Massimo Rostagno for his valuable
contribution.

____________ 
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Endnotes

1 Various alternative methods to identify monetary policy shocks generally pro-
duce comparable qualitative results, in the sense that inference is reasonably robust
across a large subset of identification schemes. However, this does not appear to be
the case for exercises aimed at identifying shocks to technology. Furthermore, there is
some disagreement as to the extent to which different shocks have been responsible
for output variation in the past. See, among others, L. Christiano and others (1999)
and J. Galí (1999).   

2 To make an example of this type of unstructured uncertainty: What is the admis-
sible range of parameter change induced by increased globalization, new technolo-
gies, or continuous financial innovation? Are both sources of structural change only
going to show up in a faster transmission of shocks cross-border. Or is the emergence
of genuinely global financial operators going to fundamentally alter the transmission
of monetary policy at a local level? Likewise, the developments of new financial prod-
ucts are a potent force behind enhanced flexibility and macroeconomic resilience. But
the very technologies that appear capable of better allocating risk and, thus, contain-
ing economic imbalances may also be imparting new forms of vulnerabilities that can
intensify the business cycle. Because of their increasing degree of complexity, the new
instruments can potentially expose the overall system to heightened risk if miscalcu-
lations are large. Again, assigning probabilities to these equally plausible courses of
events appears hazardous on a priori grounds.

3 On the policy consequences of real time misperceptions induced by ex-post sta-
tistical revisions, see A. Orphanides (2000).  

4 See V. Gaspar and others (2001), and P. Hartmann and others (2001). 

5 On the connection between a central bank’s predominant focus on price stability,
its aversion on real fine-tuning, and its credibility assets, see V. Gaspar and F. Smets
(2002). 

6 For a more precise description of the ECB monetary policy strategy, see ECB
(1999, 2000) and O. Issing (2001).

7 Interested readers can find a precise account of the methodology that we follow
to construct the reference value in C. Brand and others (2002). 

8A discussion of the problem of excessive forward-lookingness in monetary policy
is provided in M. Woodford (2000).

9 Interested readers are referred to ECB (2001). 
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10 The results presented in the charts prove reasonably robust across a number of
admissible assumptions and specifications. However, in the case of charts 1 and 2, the
analysis becomes less and less reliable as the horizon is stretched to cover periods fol-
lowing the crash of the stock markets in late 1929 and 1990, respectively. This is due
to fundamental uncertainties clouding the way key parameters, such as the perceived
equilibrium real interest rate and the expected trend in money velocity, react to the
deepening of the economic crisis that ensued in both cases. 

11 In a recent review of this period, T. Humphrey (2000) has argued that the Fed’s
refusal to endorse the policy prescriptions implicit in the works of I. Fisher in those
years contributed to the fatal policy mistakes that have been described in the classical
book by M. Friedman and A. Schwartz (1963-1993). The monetary theory of the Great
Depression, as expounded in that book, still constitutes the leading interpretation of
that piece of monetary history. The contention that an easy policy was fueling the
stock market bubble was always a fixation of various Austrian economists at the time. 

12 That monetary policy should aim at price stability, even under the price-taking
rules of the international gold standard, was one of the main principles advocated by
I. Fisher in his classic 1911 book on the purchasing power of money. Other prominent
monetarists of the time espoused the principle and elaborated monetary benchmarks
which, if observed by the Federal Reserve, would have yielded an outcome of price
stability: See, for example, the 1924 article written by C. Snyder, an economist at the
Federal Reserve Bank of New York. In fact, these theories of “managed money” were
consistent with the workings of the international gold standard, as the gold-reserve-to-
note-and-deposit-liabilities ratio of the Federal Reserve System—at an average of 65
percent over the 1920s—was considered in excess of what was imposed by the
System’s international gold-standard commitments. In the words of Friedman and
Schwartz (1963-1993): “[The Federal Reserve System’s] own gold position plus pre-
vailing international monetary conditions enforced recognition of the difference
between its problems and those of earlier central banks. It had to face explicitly the
need to develop criteria and standards of monetary policy to replace the automatic
operation of the gold standard.” (page 240.)        

13 Throughout the 1920s, annualized inflation never exceeded 2 percent (with the
exception of the first quarter of 1921, when it strongly rebounded from the profound
deflation of 1920), and from the end of 1924 it remained persistently negative for the
rest of the decade. Consumer price deflation became perceptible in 1928, when it
averaged -1.2 percent. Deflation started accelerating in the course of 1930 to reach a
peak of almost – 8 percent between the end of 1932 and the beginning of 1933. 

14 B. McCallum (2000) confirms the good fit of a Taylor rule to the actual policy
orientation of the Bank of Japan in the 1980s. He also finds that a rule involving a tar-
get for base money growth would have provided important insights to the policymak-
ers in those difficult circumstances.  
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15 The expression is quoted in K. Okina, M. Shirakawa, and S. Shiratsuka (2001)
who provide a comprehensive overview of the period, stressing the role of money as
an indicator of market excesses. According to their account, the Bank of Japan had
raised the issue of money growing too fast already in 1986. 

16 It is also notable how excess money starts contracting sharply already in the first
half of 1991, immediately following the cyclical peak in the Japanese economy. The
Taylor rule, instead, persistently points to a need for tightening. It should be noted that
Japanese inflation averaged 1.7 percent during the period covered in chart 2. However,
the average increase in consumer prices from the start of 1986—when the early signs
of the asset price buildup became visible—to the end of 1989 was a mere 0.9 percent.  

17The close correlation between domestic credit growth and the change in (a com-
posite indicator of various) real asset prices is stressed in a recent contribution by C.
Borio and P. Lowe (2002).   

18This interpretation of rule cross-checking in terms of insurance against perverse
outcomes is consistent with that advanced by a recent paper by L. Christiano and M.
Rostagno (2001). 

19 See, for example, M. King (2002), and L. Meyer (2001). 
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Monetary Policy in a Changing
Economic Environment:

The Latin American Experience

Guillermo Ortíz

Introduction 1

Although there is a substantial body of literature on macroeconomic
policies in Latin America, the role of fiscal and monetary policies as
tools to stabilize the business cycle has not received much attention.
This is understandable in light of the fact that during the last thirty
years, both fiscal and monetary policies were responsible, to a large
degree, for the region�s history of macroeconomic and financial insta-
bility. Rather than being tools for the stabilization of the business
cycle, they were typically managed in a way that amplified the effects
of shocks on output and interest rates.

Therefore, the literature on macroeconomic policy has concentrated
on the role played by the monetary and fiscal authorities in the region�s
history of balance of payments and financial crises and their quest to
re-establish macroeconomic order and stability. Macroeconomic poli-
cies were mostly procyclical, as they fueled an overheated economy in
the run-up to the crises and were strongly tightened when the external
constraints became binding.1

During the 1980s, the financial fragility associated with the debt cri-
sis implied that, in Latin America, monetary and fiscal policies could
not be oriented toward smoothing the business cycle. Balance sheet
problems implied that countries were in a particularly vulnerable situ-
ation, so negative shocks translated into considerable instability, loss
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of credibility and, therefore, the need to implement procyclical poli-
cies when faced with negative shocks. Thus, macroeconomic policies
were geared toward solving persistent solvency, balance of payments,
and inflationary problems.2

During this period, it became clear that increasing the role of the pri-
vate sector while the size of the public sector was reduced was a nec-
essary condition for sustainable growth.3 As a consequence, a com-
prehensive reform effort was implemented in many countries. An
important objective of this reform process was the restoration of
macroeconomic stability. Therefore, monetary policy experienced
substantial changes during this period. The main factors that influ-
enced the transformation of monetary policy in Latin America were:

First, mounting evidence from the region�s experience with high
rates of inflation, and hyperinflation in some cases, that showed the
large costs of inflation in terms of output growth, income distribution,
and financial sector deepening. The increased awareness regarding the
high costs of the monetary authority not focusing on price stability
gradually closed the door to the pressures for expansionary monetary
policy aimed at �fueling economic growth.�

Second, after years of fiscal mismanagement, stabilization efforts
were anchored on a significant strengthening of public finances and a
trend toward improving fiscal institutions, eliminating pressures for
monetizing public sector deficits. However, it should be noted that
results on the fiscal front have differed significantly among countries in
the region. In particular, after positive developments in the initial stages
of the reform process, many countries have not been able to carry out
further fiscal consolidation, leading to an increase in the public debt-to-
GDP ratio even in times of positive economic performance.4

Third, the independence gained by the regional central banks gave
incentives for a further consolidation of public finances, since the
monetary authorities were forbidden to finance public sector deficits.
Central bank independence was a signal that Latin America was com-
mitted to institutionalize the initial move toward responsible fiscal and
monetary policies. However, in many cases, of which Mexico is an
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example, the independence was granted during a period when prede-
termined exchange rate regimes were in place. This last element
severely curtailed monetary autonomy, as the establishment of a pre-
determined exchange rate and the opening of the capital account pre-
cluded the independent implementation of monetary policy.

Thus, the fourth element that shaped the recent evolution of mone-
tary policy in the region was the balance of payments cum financial
crises of the 1990s, which highlighted the difficulties of fixing the
exchange rates in a world of highly mobile capital. The collapse of the
European Monetary System (EMS) in 1992, the Mexican crisis of
1994 to 1995, and the subsequent crises in emerging markets moti-
vated several countries in the region to abandon their predetermined
exchange rate systems and adopt a free-floating regime. The adoption
of floating regimes proved to be the other big turning point for mone-
tary policy in the region. Central bank autonomy and fiscal discipline
eliminated fiscal influence on monetary policies, and a free-floating
exchange rate opened the door for the monetary authorities to imple-
ment monetary policy with price stability as its primary objective.

While these elements were put in place, Chile, Mexico, Brazil,
Peru, and Colombia began to move toward an inflation-targeting
framework. As the first three countries are the ones whose experi-
ences are better documented, in the rest of paper I will focus on them.
Chile started in 1990 a gradual transition where an inflation-targeting
framework coincided with a crawling exchange rate band. In 1999,
once the effects of the 1998 international financial crisis receded,
Chilean authorities decided to abandon the exchange rate target zone
and let their currency float. Mexico also underwent a gradual transi-
tion toward inflation targeting since the adoption of the floating
exchange rate in December 1994. On the other hand, Brazil embraced
a full-fledged inflation-targeting framework immediately after the
devaluation of the real in 1999 as a way to generate sufficient confi-
dence in the new regime to avoid the inflationary effects of the cur-
rency movement.

In an environment of greater fiscal discipline, the adoption of a
floating exchange rate regime, together with inflation targeting, works



toward re-establishing the role of monetary policy as an additional
policy instrument given that:

(1) It frees monetary policy from the constraint of defending the
exchange rate and allows it to be carried out, taking into account both
domestic and foreign variables to achieve price stability.

(2) It provides an additional adjustment variable that can respond to
shocks.

(3) It eliminates the implicit exchange rate insurance and, thus, pro-
vides less incentives for the generation of currency mismatches among
assets and liabilities.

However, to fulfill these tasks, to minimize the costs associated with
a flexible exchange rate regime, and to have an inflation-targeting
regime where the targets work properly by anchoring expectations,
there are several prerequisites that need to be met:

(1) The history of high inflation implies that the most important
challenge facing the monetary authority is to establish its credibility.
The public needs to be confident that the central bank will react in
order to attain its targets, countering inflationary pressures that would
lead to deviations. Building credibility is a process that takes several
years. The inflation-targeting framework stresses the importance of
increasing transparency and improving communication with the pub-
lic to strengthen trust.5 The continuous fulfillment of the targets is an
important factor to accelerate the recovery of credibility.

(2) Given that, in the past, monetary policy was constrained by the
exchange rate regime, the technical tools to conduct monetary policy
were underdeveloped. Therefore, increasing the understanding of the
transmission mechanism of monetary policy is crucial to assess the
effect of monetary policy in the economy, the speed of the response,
make inflation forecasts, and carry out a proactive monetary policy. 

(3) To minimize exchange rate mismatches and, therefore, to be in a
situation in which exchange rate volatility does not lead to financial
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vulnerability, there is the need to develop markets to ensure these
risks. There are two markets that need to be developed. The first is a
derivatives market that allows firms to hedge exchange rate risk. The
second is a long-term domestic debt market, so firms are able to obtain
long-term funding in domestic currency. Both are clearly complemen-
tary in order to allow firms to reduce currency and maturity mis-
matches at minimum cost.

As a result of the changes mentioned in the macroeconomic frame-
work of these countries, inflation has fallen sharply in most of them
and the attainment of price stability is in sight.

The remainder of the paper discusses the main hurdles (mentioned
before) that had to be overcome to accomplish this task and stresses
how in 2000-2002 we have already seen the first examples of a coun-
tercyclical monetary policy in some of these countries. Finally, I will
conclude with some challenges that monetary authorities face in Latin
America.

Re-establishing monetary policy as an additional 
policy instrument 2

As was mentioned in the introduction, there are several hurdles that
monetary authorities had to overcome to re-establish monetary policy
as a useful stabilization tool. In this section I will go into more detail
on how we are dealing with these issues.

Restoring credibility 2.1

The monetary authority�s credibility regarding its inflation targets
and its resolve to meet them are crucial elements to:

(1) Increase the effectiveness of monetary policy to achieve its goals.

(2) Reduce the costs of the disinflation effort.

(3) Allow monetary policy to function as a countercyclical tool.

Monetary Policy in a Changing Economic Environment: 

The Latin American Experience 211



The first two points hinge on the fact that monetary policy actions
affect price-setting behavior through the �transmission mechanism.�
One of the main components of the mechanism, as we all know, are
expectations, given that current monetary policy actions only affect
short-term interest rates, but aggregate demand is influenced also by
the evolution of long-term interest rates, other asset prices, the real
exchange rate, etc. These prices depend, to a large extent, on expecta-
tions of future policy actions. In addition, wage and price-setting
behavior is influenced by the public�s perception about future price
behavior and monetary policy actions. Therefore, the more credible
and predictable monetary policy is, the more effective it becomes and,
thus, the social cost of the disinflationary process falls.

Regarding the third point, it is useful to split the discussion of coun-
tercyclical monetary policy actions on how the authority should react to
demand and supply shocks. In the first case, there is no conflict between
the actions needed to achieve the inflation target and those needed to
smooth the business cycle, given that inflationary pressures arise as out-
put is above its long-run potential. Thus, the policy prescription of tight-
ening monetary conditions helps to reduce inflation and return output to
its long-run equilibrium level. However, when confronted with a nega-
tive supply shock, the monetary authority faces the typical tradeoff
between achieving the inflation target or partially counteracting the neg-
ative effect of the shock on output. In this situation, when the targets are
credible, the increase in inflation will tend to be perceived as transitory,
and the authority will be able to pursue its smoothing role without con-
cerns that the temporary deviation of inflation from the target would
feed into medium-term inflation expectations.

For these reasons, it was crucial that monetary authorities, at the
time of adoption of inflation targets, gained the public�s trust. At the
same time, the inflation-targeting framework was adopted with this
aim, making significant efforts in the areas of transparency and com-
munication. Also, hitting the inflation targets and running the risk of
undershooting the targets was essential to accelerate the recovery of
credibility. When there is less than full credibility, the policy reaction
function should be asymmetric, given that the cost of overshooting the
target goes beyond the typical quadratic loss that we put in our models
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due to the additional cost associated with a loss of trust.6 Some tech-
nical papers have found that the credibility of the targets has improved
significantly in Chile, Mexico, and Brazil, and that inflation expecta-
tions have become less dependent of transitory inflationary shocks.7

However, due to the asymmetric policy response I mentioned earlier,
ex post, the targets were achieved by a comfortable margin in Mexico
since 1999.

In addition to the econometric exercises done by other authors, it is
useful to provide a graphical proof of how expected inflation has been
converging to the future inflation targets as these have been met. To
this effect, chart 1 shows the evolution of inflation and the targets and
chart 2 shows inflation expectations for the next twelve months and
the twelve months ahead inflation target for Mexico and Chile. It is
clear how, in both cases, as the targets have been met, inflation expec-
tations have become more similar to the targets.

Another consequence of the increase in credibility is the weakening
of the pass-through from exchange rate movements to inflation that
has taken place in these economies (more on this in section 3.1).

The transmission channels and the disinflation strategy 2.2

To carry out an independent monetary policy in the context of a flex-
ible exchange rate and an inflation-targeting regime, it is useful to
develop macroeconomic models to understand the inflation process,
evaluate the effect of monetary policy on the economy, and make
inflation forecasts. 

In consequence, the central banks of Brazil, Chile, and Mexico have
been developing models and undertaking research to assess the trans-
mission channels of monetary policy.8 This is a challenging endeavor
for several reasons.

First, changes in regime may affect the relationship between instru-
ments, transmission channels, GDP, and prices due to Lucas Critique-
type of arguments. For instance, the causes and effects of a change in
interest rates are likely to be different under a floating exchange rate
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Chart 1
Inflation, Expected Inflation, and Inflation Target in Mexico
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Source: Inflation and targets are from the Bank of Mexico. Expected inflation is
obtained from the Monthly Survey of Private Sector Analysts conducted by the
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Source: Inflation and targets are from the Central Bank of Chile. Expected inflation
is obtained from the difference between nominal interest rates and the Unidad de
Fomento indexed (real) interest rates of equivalent maturity.
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Chart 2
Inflation, Expected Inflation, and Inflation Target in Chile

Annual Percentage Change

0

88

Expected inflation and inflation target
for the next 12 months

0

6 6

Percent Percent

4.5
4.67

3.0

4.5

3.5

3.02.3
2.6

4.5

7.14

3.0
3.0

3.5
3.05

2.76

CPI inflationCore CPI

Inflation target

J A J
1998 1999 2000 2001 2002

J A JO J A JO J A JO J A JO

5 5

33

J A J
1998 1999 2000 2001 2002

J A JO J A JO J A JO J A JO

3.0 3.0

Expected inflation

Inflation target

77

55

3 3

44

1 1

22



regime than under a fixed one. So, historical estimations of the effect
of monetary policy can be misleading. Second, the economy has been
changing rapidly because of both internal and external factors, inde-
pendently of the changes in monetary policy regime. For example,
past structural reforms are consolidating, old bargaining structures are
changing because of political and social changes, international inte-
gration of goods and financial markets continues, and there is techno-
logical innovation in the financial sector.9 Third, in several instances,
data that is relevant to evaluate conditions in the economy are of poor
quality or even nonexistent.

Finally, the structural changes in these economies imply that equi-
librium values of key variables may be evolving over time, such as the
growth rate of potential output, the noninflationary rate of unemploy-
ment, and the equilibrium levels of the real interest rate and the real
exchange rate. In this context, it is not easy to judge whether a vari-
able is converging or deviating from its long-run equilibrium value.

These uncertainties are particularly important for both Brazil and
Mexico, given the more recent structural changes and episodes of bal-
ance of payments or banking crises and high inflation. In Chile, many
of the most significant structural reforms were made two decades ago,
and it has not been subject to a major crisis, leading to an acceleration
of inflation since the period 1982-1983. This has allowed the Central
Bank of Chile to have a clearer view about what the fundamental rela-
tionships are between different variables and a more precise estima-
tion of the effects of monetary policy. In contrast, the changes in the
Brazilian and Mexican economies imply that model developers often
have to use more calibration and guesswork in their models, given the
present instability in econometric estimates.

The empirical work that has been done in the three Latin American
countries shows that the transmission channels are qualitatively the
same as in industrial countries, though their quantitative importance
varies, conditioned by the degree of financial penetration, credibility,
and trade openness in the economy.10 The three main channels are: (1)
an interest rate and credit channel that affect aggregate demand and
through it wages and the prices of nontradable goods; (2) a capital
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flow channel that affects the level of the exchange rate, in turn influ-
encing directly the prices of tradable goods and indirectly those of
nontradables because of the effect of a more appreciated real
exchange rate on aggregate demand; and (3) an expectations channel
that affects the determination of wages and prices directly, as well as
asset prices. 

In the case of Brazil and Mexico, the effect of interest rates on eco-
nomic activity through the interest rate and credit channel affecting
aggregate demand is likely to be lower compared with industrial coun-
tries or in Chile, given the more limited development of the financial
sector (table 1). Thus, larger interest rate adjustments would be needed
to see equivalent changes in economic activity and prices of nontrad-
able goods, as those observed in industrialized countries or in Chile.11

On the other hand, Mexico and Chile are fairly open economies,
with trade representing 62 percent and 61 percent of GDP respec-
tively in the period 1997-2001 (table 1). In addition, their levels of
development imply that tradable goods account for a larger propor-
tion of the CPI, so the influence of interest rates on the exchange rate
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Table 1
Banking Sector Credit and Trade as

Proportions of GDP: Average 1997-2001
Percentage

United
Brazil Chile Mexico States Canada Germany* France*

Banking sector 
credit/GDP 33.8 60.4 16.3 67.6 67.2 58.0 41.9

Trade/GDP 22.6 60.5 62.0 24.3 82.5 23.3 16.5

* Trade outside the European Union.

Source: Trade to GDP was obtained from the OECD for industrial countries and from national
statistical offices of the three Latin American countries. Banking-sector credit was obtained
from the IFS.



may translate into significant effects on prices of tradable goods and
the CPI. Nevertheless, the relationship between movements in the
exchange rate and prices has historically been larger in the three coun-
tries than would be justified by their degree of openness and develop-
ment. That is because in economies with high inflation, the nominal
exchange rate is also a leading indicator of inflationary pressures, and
changes in this variable were often taken as a lack of commitment by
the central bank with price stability. 

In contrast, in more stable economies the pass-through tends to be
lower, irrespective of the degree of openness, because of several fac-
tors. First, expectations and contracts are anchored at low levels of
inflation and are not affected by exchange rate movements. Second, a
significant part of the changes in costs of imported goods is absorbed
by the profit margins of distributors. Finally, the type of shocks lead-
ing to movements in exchange rates are more predominantly real
shocks, not nominal ones. For example, if there is a terms-of-trade
shock that leads to a fall in output and aggregate demand, a depreci-
ation of the exchange rate should have a small effect on prices. In
contrast, a depreciation that corresponds to a looser stance of mone-
tary policy or a decline in the demand for the country�s assets�when
the economy is growing at its potential�should have a larger effect
on prices.

Summarizing, Chile�s transmission channels are likely to be similar
to those of a country like Canada, with significant financial penetra-
tion, a very open economy but an already low pass-through given the
consolidation of low inflation. The case of Brazil is one in which both
the interest rate and credit channel and the exchange rate channel are
relatively weak. The Mexican case is between these two extremes,
with a relatively weak effect on aggregate demand from the interest
rate and credit channel, and a stronger exchange rate channel, though
its importance seems to have diminished. 

The adoption of an inflation-targeting framework in the three coun-
tries should lead to a reduction in the relationship between exchange
rates and prices, and increase the role of expectations. Past stabiliza-
tion programs in Latin America were typically based on maintaining
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the exchange rate as a nominal anchor, so this variable played both a
direct role affecting prices of tradable goods and an indirect role, as
expectations were anchored around its level so movements in this
variable affected all the prices in the economy. With inflation target-
ing, the short- and medium-run targets are the new nominal anchors.
This implies that even though the inflation-targeting scheme was ini-
tially applied in industrial countries, it is of particular relevance for
emerging markets countries that are following a disinflationary
process. In addition to the substitution of the exchange rate as a nom-
inal anchor, the establishment of a long-term target and an increase in
transparency are of particular importance in order to avoid shocks
driven by expectations and confidence crises, as those observed his-
torically in many emerging markets.12

There is another particular element that conditioned the disinflation-
ary strategy followed in the three countries. As in industrial countries,
there are important labor market rigidities, related with contracts and
costs of adjusting the amount of employment in a firm, that imply that
monetary conditions in the economy translate into wage adjustments
with a significant lag. However, high past levels of inflation implied
that the necessary adjustment in nominal wage increases was much
larger than any seen recently in industrial countries. In addition, high
inflation also led to significant wage and contract indexation, espe-
cially in Brazil and Chile, introducing an additional element of infla-
tion inertia. Finally, past inflation might have made workers accus-
tomed to receiving large nominal wage increases, creating �money
illusion.� In the case of Mexico, important real wage increases have
been observed during the last four years, whereas the years of high
inflation with higher nominal increases implied significant real losses
for workers. Yet occasionally, under the new low-inflation environ-
ment, nominal wage increases that imply real increases are rejected for
being �too low.� However, this is another area where the establishment
of inflation targets and the importance of credibility can have a sub-
stantial contribution, as both firms and workers internalize the targets
when negotiating nominal wage increases. Otherwise, firms know that
a lax stance when negotiating wages in a low-inflation environment
can imply a sharp erosion of profit margins.
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The existence of price and wage rigidities and the need to build cred-
ibility imply that emerging-market central banks need to follow a very
proactive communication strategy that includes publishing quarterly
reports, giving constant public speeches, and scheduling meetings with
both managers or owners of firms, trade unions, and political leaders.
The objective is to generate a sharper coordination of expectations
around the targets, reducing the costs of attaining the disinflation.

How does the need to build credibility and the characteristics of the
transmission channels condition the strategy for disinflation? It turns
out that there are several elements that would call for different speeds
and degrees of aggressiveness for reducing inflation. There are three
main elements that justify a more gradual process.

First, there is a tradeoff between the benefits of lower inflation and
the costs associated with its reduction. To minimize the latter due to
the presence of rigid wages and a lack of credibility, it is convenient
to follow a gradual process of adjustment. 

Second, it is relatively easy to reduce inflation quickly based on
anchoring the exchange rate and, thus, engineering a reduction in the
prices of tradable goods. However, past stabilization processes in
Latin America and elsewhere have shown that disinflationary efforts
based mainly on the exchange rate frequently translate to an increase
in external vulnerabilities that ultimately leads to a crisis and a loss of
past stabilization achievements. Thus, a successful stabilization of
inflation needs to be based on a balanced approach, allowing for an
adjustment of expectations and the prices of both tradable and non-
tradable goods. The adjustment in expectations and nontradable goods
takes longer to engineer.

Finally, as mentioned, there are important uncertainties about the
relative strengths of the different transmission channels of monetary
policy due to the important structural changes that have been observed
in the economy and the monetary policy regime. This implies that
there needs to be a continuous re-evaluation of the strength of the dif-
ferent channels and of the effects of the monetary instruments. It
would be rash in such a context to follow very extreme policies. 
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This last argument was formalized by Brainard (1967). He found
that a prudent monetary policy should be followed when facing
uncertainty about policy multipliers.13 In the case of emerging mar-
kets, the argument is compounded with respect to that noted by
Brainard, as there is parameter, information, and structural uncer-
tainty. Therefore, taking these uncertainties into account, the recom-
mendation would be that policymakers should compute the magni-
tude and direction of the change in the monetary instrument and then
do less.14

However, when credibility is at stake, it is difficult to follow an
extremely gradual approach and a very cautious strategy. The need to
build credibility implies that the disinflationary process needs to work
as a signal of the commitment of the central bank with price stability.
Therefore, the response of monetary policy to shocks should be force-
ful to guarantee the attainment of the targets, and the disinflation
implicit in the targets needs to be substantial. 

As a result of the previous considerations, authorities needed to strike
a balance between both concerns. Thus, a gradual disinflation process
was established in terms of progressively smaller targets for inflation.
But once these were established, credibility was pursued by complying
strictly with them by reacting aggressively to potential inflationary
pressures that would generate permanent deviations from the targets.

The gradual strategy was followed in the three countries, while the
need to avoid any upward deviation from the targets has been particu-
larly emphasized in Chile and Mexico. In Brazil, inflation was reduced
fairly quickly from a level of 5,000 percent in 1994 to 2.5 percent in
1998, in the context of the exchange-rate-based �Plan Real.� It then
increased to 8.4 percent in 1999 as a result of the devaluation of the
real, falling gradually to close to 5 percent in 2000. However, it has
been pushed up again by a series of negative price shocks. In the case
of Chile and Mexico, inflation has fallen gradually but steadily.
Chilean inflation was reduced from 30 percent to 3 percent in ten
years, while in Mexico it fell from 52 percent to 5 percent in six years.
In both countries, core inflation has been below the target for the last
three years, and it is likely that this will again be seen in 2002. These
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results also show that an exchange rate anchor is not necessary to
attain price stability in emerging markets.

Developing financial markets 2.3

There can be instances when financial developments reduce the
effectiveness of monetary policy and impose restrictions on the
actions of the central bank. There are four of these issues that are of
particular relevance in Latin America: (1) a low level of domestic
financial development or a process of disintermediation that reduces
the effectiveness of monetary policy through the aggregate demand
and credit channels, though a response to changes in opportunity costs
is always present; (2) liability dollarization that leads to an excessive
monetary reaction to exchange rate movements; (3) weakness in
financial intermediaries that may imply problems in the banking sec-
tor when the stance of policy is changed;15 and (4) the possibility of
perverse debt dynamics arising from a tightening of policy when, for
example, a large proportion of public debt is at variable interest
rates,16 so a confidence crisis may ensue.17 Therefore, an additional
objective of the authorities should be further consolidation of the
credit channel, increasing the amount of intermediation in the domes-
tic financial sector, and giving proper incentives to limit currency and
maturity mismatches.

In the Mexican case, the balance of payments crisis of 1994-1995
translated into a deep banking-sector crisis, as conditions in the econ-
omy were such that the number of non-performing loans increased
substantially and bank capital was eroded. Decisive actions were car-
ried out to support the banks, being fully successful in that no bank
runs were observed during this period and there was no need to impose
capital controls. However, there has not been a sustained recovery in
bank lending to the private sector. 

There are several causes that have limited the recovery of the bank-
ing sector. On the supply side, banks needed to replenish their level of
risk-adjusted capital and, thus, invested mostly in government bonds
that, during a large part of the period, were high-return, low-risk
instruments. In addition, the crisis episode made it clear that institu-
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tional characteristics of the credit market made it very difficult to
recover loan guarantees and that bankruptcy problems took a long
time to solve. It might also have been the case that the relatively high
real interest rates that were maintained during the period limited the
demand for loans. 

These three issues were recently addressed. Banks have progressed
in their recapitalization, with the ratio of capital to risk-adjusted
assets standing at 15.05 percent as of March 2002. Two legal reforms
oriented toward easing collateral recoveries and making bankruptcy
procedures more expedient were made in 2000. Finally, real interest
rates on government bonds have remained at levels below 4 percent
since mid-2001, their lowest levels since these were initially issued at
the beginning of the 1980s. This implies that the structural conditions
that would allow for a credit recovery seem to be in place, at least
since mid-2001. However, the recent deceleration in economic activ-
ity has led to a reduction in the demand for credit. It will be necessary
to wait for stronger evidence of economic recovery to be sure that
past reforms were sufficient to guarantee a recovery in bank loans.

There has been progress on other components of the Mexican finan-
cial system. In particular, the reform to the pension system toward
individual accounts implies that the amount of resources invested in
capital markets will steadily increase. The amount of resources inter-
mediated through individual retirement accounts has increased to
almost 5 percent of GDP as of July 2002 and is expected to increase at
a rate of approximately 1 percent of GDP per year. In addition, a long-
term domestic bond market has been developed, initially trading only
with government bonds but increasingly being used by nonfinancial
firms to obtain long-term resources in domestic currency for invest-
ment and by financial companies to provide long-term loans, such as
mortgages. So far, the outstanding value of private-sector bonds has
reached more than $6 billion. 

In terms of liability dollarization, it is likely that the three countries,
and particularly Brazil and Mexico, are currently in a transition
process toward lower levels of foreign indebtedness.18 Previously,
high levels of debt denominated in foreign currency responded in an
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important way to the implicit insurance associated with the fixed
exchange rates that were in place. The disappearance of these makes
foreign financing less attractive, as firms have to recognize the cur-
rency risk associated with such operations. Consequently, in Mexico
the ratio of foreign debt to assets fell by 4.5 percentage points from
1994 to 2000 for nonexporting firms listed in the stock market, while
it remained virtually constant for exporting firms. The ratio of exports
to debt in dollars has increased substantially, from 2 percent in 1994
to 7 percent in 2000, suggesting that firms are maintaining a less-
exposed position to currency risk.19

Therefore, the change to a flexible exchange rate regime is generat-
ing an automatic recomposition of liabilities. However, the incentives
provided by the regime should be complemented by other actions. A
derivatives market needs to be developed to allow firms to hedge the
risk derived from the financing obtained from diversified sources.20 In
addition, the lack of long-term domestic debt markets implied that
firms either had a currency or a maturity mismatch with respect to the
assets bought with the financing. The development of a long-term debt
market should contribute to solve this problem.21

The evolution of the pass-through and the 
monetary policy response in practice 3

In this section, I comment briefly on the fact that the exchange rate
pass-through, an important constraint to the implementation of an
independent monetary policy, has weakened in the last couple of
years. I also look at the effect that this phenomenon, together with the
improvements in credibility and the success in the stabilization
process, has had on the policy reaction function.

The exchange rate pass-through and exchange rate shocks 3.1

Historical estimations of the exchange rate pass-through indicate
that this had been high and quick in the case of the three countries.
Chart 3 shows the evolution of annual inflation and depreciation rates
for the three countries, and it is evident that there was a very strong
link. As mentioned, this was due both to the direct effect of exchange
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rate movements on prices of tradable goods and on the role of nomi-
nal anchor that the exchange rate had played historically.

Such high pass-through imposes several restrictions on monetary
policy, particularly on the ability to let the exchange rate respond to
shocks and, thus, having a well-functioning floating exchange rate
regime. If movements in the exchange rate have such a strong effect
on prices, the central bank will need to respond strongly in order to
limit their inflationary impact, even if there is no explicit exchange
rate target. If the private sector expects this reaction, then it will
behave as if the exchange rate fluctuations that the central bank is will-
ing to allow are limited, and, thus, the incentives for proper liability
management are dented. In addition, the exchange rate won�t be
allowed to respond fully to counter shocks.

Fortunately, there are several good theoretical reasons to expect the
pass-through to have fallen in the three countries during the recent
period. First, the transition from an exchange-rate-based monetary pol-
icy to an inflation-targeting framework implies that the signaling role
on the stance of monetary policy played by the nominal exchange rate
in the past is substituted by the targets and explicit actions of monetary
policy. Second, the fact that the exchange rate is allowed to fluctuate,
and it both appreciates and depreciates, implies that prices setters are
more likely to wait to adjust their prices until they have better infor-
mation about whether a given change is permanent or transitory. Third,
increasing competitiveness in the economy implies that price setters are
less able to pass to consumers increases in costs of imported inputs.22

Empirically, there is strong evidence to support this hypothesis.
Chart 4 shows the evolution of annual inflation and depreciation rates
during the most recent period. The exchange rates in Brazil and Chile
have depreciated very significantly with little or no effect on prices.
The evidence is not as strong in the Mexican case, as there have been
no wide fluctuations in the exchange rate during the last four years,
when the average value of the exchange rate has been $9.44 pesos/dol-
lar and has fluctuated between -3 percent and 7 percent of this value.
However, on those occasions when the exchange rate has moved, the
speed of disinflation has not been affected. 
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The graphical evidence can be supported by a simple econometric
exercise. The effect of the annual depreciation rate on annual inflation
rates was estimated for the three Latin American countries, as well as
Australia, Canada, and New Zealand, using a sample that begins in the
early 1980s and also for two subsamples. The first of these covers
most of the 1980s and early 1990s, and the second subsample starts in
the 1990s and ends in 2002. The results are quite striking. The pass-
through coefficient falls in a very important way for all Latin
American countries from the earlier subperiod to the latter one.
Something very similar happens in Canada, which has very similar
coefficients to Chile,24 while Australia and New Zealand have much
smaller coefficients for the whole period and both subsamples. Thus,
the countries in the Western Hemisphere have been converging with
the two in Oceania.
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Table 2
Results from a Regression of the Annual Inflation Rate

on the Annual Depreciation Rate23

Country and Coefficient on Exchange Country and Coefficient on Exchange
Sample Period Rate Depreciation Sample Period Rate Depreciation

1) Brazil 4) Australia

1982-2002 1.187*** 1980-2002 .009
1982-1995 1.193*** 1980-1990 .021
1996-2002 -.035 1991-2002 .004

2) Chile 5) Canada

1982-2002 .216*** 1980-2002 -.114
1982-1994 .151*** 1980-1990 .202*
1995-2002 -.192*** 1991-2002 -.152***

3) Mexico 6) New Zealand

1980-2002 .583*** 1980-2002 .029
1980-1996 .542*** 1980-1990 .006
1997-2002 .316*** 1991-2002 -.020

* Significant at 10 percent.
*** Significant at 1 percent.



The monetary policy response 3.2

During the period 1998-2002, there were several episodes that
required important decisions in terms of the implementation of mone-
tary policy. It is interesting to highlight the different policy reactions
to the 1998-1999 and the 2001 shocks, both in Mexico and Chile, and
the acceleration of aggregate demand observed in Mexico during
2000. In 1998, the strong financial contagion and concerns with a
strong pass-through led to a significant tightening of monetary condi-
tions in both countries, a procylical response. However, in 2000, pol-
icy was tightened in Mexico in response to a potential overheating of
the economy. Finally, in 2001-2002 the absence of financial contagion
allowed the monetary authorities in Chile and Mexico to reduce inter-
est rates and follow more countercyclical policies, even in periods of
exchange rate depreciation.25 

Charts 5 and 6 show the level of short-term real interest rates, the
inflation gap, the output gap, and exchange rate movements in Chile
and Mexico, respectively. The shocks in 1998-1999 were associated
with the contagion arising from the Russian and Brazilian crisis,
which led to an important depreciation of the currency and an increase
in the inflation gap in Mexico, and a depreciation of the Chilean peso.
In both economies, there was a sharp interest rate response to limit the
effects from the depreciation on prices, as well as to counter what were
considered as speculative pressures not responding to fundamentals.
To some extent during this period, the consideration of financial con-
tagion and the assumption of a high pass-through translated into an
important policy tightening that produced a procyclical response, as
the original shock had a negative effect on output. 

A first example of countercyclical monetary policy is the one seen
in Mexico in 2000. During this year, the economy grew by almost 6.6
percent, but, more importantly, aggregate demand was growing at a
substantially higher rate (10.5 percent). This had the potential of trans-
lating into future inflationary pressures, so monetary policy reacted,
leading to a substantial increase in interest rates, even though inflation
at the moment was in a declining trend and the objective for the year
was attained.

Monetary Policy in a Changing Economic Environment: 

The Latin American Experience 229



230 Guillermo Ortíz

Real interest rate and inflation gap

Chart 5
Chile: Real Interest Rate, Inflation Gap, 

Output Gap, and Exchange Rate Depreciation
In Percent: Three Months Moving Average*
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Real interest rate and inflation gap

Chart 6
Mexico: Real Interest Rate, Inflation Gap, 

Output Gap, and Exchange Rate Depreciation
In Percent: Three Months Moving Average*
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In the period 2001-2002 there was an increase in the ability of the
monetary authorities in Mexico and Chile to carry out a countercycli-
cal monetary policy when the economy was subject to negative
shocks. The worldwide deceleration of economic activity observed
during 2001 impacted the Mexican and Chilean economies in a nega-
tive and significant way. However, for the first time in the last thirty
years in Mexico, an external shock of this magnitude did not translate
into extreme volatility of financial variables, a balance of payments
crisis, and a deep recession. After a period of three decades, Mexico
experienced a normal business cycle, such as those observed in indus-
trial economies. This is a reflection of the increased credibility
attained by the monetary and fiscal authorities as well as the new eco-
nomic conditions of the Mexican economy. 

The Bank of Mexico was able to ease monetary conditions in response
to the shock, with real rates falling from 10 percent at the beginning of
the year to 1.3 percent at the end. This was due to the recognition that
the negative effect of the external shock on domestic conditions would
lead to a reduction in inflationary pressures. In the past, with lower cred-
ibility, the move could have been interpreted as the central bank
responding to objectives other than inflation, due to particular interests
in the bank or to outside pressures. However, the stable evolution of the
exchange rate and interest rates implies that it was interpreted correctly
as a response to a change in the determinants of inflation. The Chilean
experience shows a very similar and more extreme countercyclical
response. As can be seen in chart 5, in 2001 and 2002 there was a very
large depreciation and a significant reduction in interest rates. The
movements of these two variables obviously help to partially compen-
sate the negative output effects of the worldwide slowdown.

Thus, after a very long period, the Bank of Mexico and the Central
Bank of Chile were able to respond successfully to shocks in particu-
lar by easing policy in response to a negative external shock instead of
having to tighten it in order to counter confidence problems. However,
it should be noted that credibility is still fragile, particularly in Mexico.
This is due to the fact that the credibility of the monetary policy is also
conditioned by the institutional environment in the country.
Specifically, structurally fragile public finances and the lack of political
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agreements to strengthen them impose severe constraints on the abil-
ity of the central bank to maintain price stability. At a minor level, the
government may need to increase public prices by decree. At a larger
level, high public debt to GDP may curtail the ability of the central
bank to modify monetary conditions because of the perverse debt
dynamics that were mentioned earlier, specially if the debt is indexed
to the exchange rate or has variable interest rates. In an extreme case,
this could lead to a balance of payments crisis. The Central Bank of
Brazil is currently facing such an environment.

Conclusions 4

The adoption of a floating exchange rate regime and an inflation-tar-
geting strategy posed several challenges to central banks in Latin
America. In particular, after a history of high inflation and predeter-
mined exchange rate regimes, monetary authorities needed to re-estab-
lish their credibility and substitute the traditional exchange rate
anchors for credible inflationary goals. To accomplish this, countries
followed a strategy that emphasizes the understanding of the trans-
mission mechanism to sustain monetary policy decisions and the
strengthening of transparency and communication with the public to
build credibility. The available evidence suggests that this strategy has
been successful so far as inflation has converged, or is close to doing
so, to price stability in many of these economies.

In the following years, our understanding of how our economies
work under price stability, a phenomenon that has not been seen in
many decades, will provide important information to keep updating
our monetary policy framework, further improving the effectiveness
of monetary policy.

In particular for the case of Mexico, agents and policymakers should
learn to live in a low-inflation environment. On the part of the mone-
tary policy authority, the policy response should become more sym-
metric and gradual. In addition, the regional experience with low infla-
tion will provide useful evidence to assess what is the appropriate def-
inition of price stability for developing countries.
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On the part of the public, it is important to consolidate the notion
that irrespective of short-term inflation deviations due to exchange
rate movements, the authority will deliver an inflation rate that, on
average, is equal to the target. Therefore, long-run inflation expecta-
tions should be anchored around that level, and prices and wages
should be based on this expectation. 

Finally, the institutional framework in which a central bank oper-
ates is of the utmost importance. Fragility in public finances, com-
pounded by a lack of political agreements to strengthen them, implies
that the costs and difficulties from attaining and consolidating economic
stability are much larger. More work is needed in Latin America in this
respect.

Author�s note: The author thanks Miguel Messmacher and Alejandro Werner of the
Bank of Mexico for their valuable comments and suggestions.

____________ 
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Endnotes

1Although there are some studies that clearly document the procyclical role of fis-
cal policy in Latin America, (for example Gavin and Perotti (1997), and Vegh and
Talvi (1996)), there is no study that focuses on the pro or countercyclical nature of
monetary policy in the region.

2 Stiglitz (2002) has criticized both the IMF and emerging-market governments for
backing procyclical policies in response to negative shocks. However, this criticism
does not take into account that many of these episodes were characterized by severe
confidence crises, in response to which authorities needed to follow tight monetary
and fiscal policies.

3 The so-called �Washington consensus.�

4 The lack of consolidation is explained in most cases by the inability to create the
political consensus necessary to carry out additional reforms. These have been espe-
cially elusive in those countries where a large proportion of spending is determined at
the state level, as each state governor has incentives to see the government�s budget
as a public good and knows that a purely individual attempt at adjustment has scant
chance of success while it carries important political costs. 

5 Credibility is also a prerequisite in order to be able to carry out countercyclical
fiscal policy. Agents must be willing to believe that an increase in the budget deficit
is temporary and only seeks to smooth the business cycle, not a more permanent dete-
rioration in public finances that can lead to an unsustainable debt trajectory. 

6 As Almeida and Goodhart (1998), and Bernanke and others (1999) have found,
the adoption of inflation targets has led to a reduction of inflation expectations but
only gradually. This suggests that the process of confidence building is a difficult
and lengthy one and might even be asymmetrical. If it is easier to lose credibility
than to win it, authorities have to be particularly careful at the time when this is
being built.

7 Specifically, the following results have been found for the three countries: (1) the
inflation target has become a more important determinant of inflation expectations;
(2) it has become easier to predict inflation, and this last variable has converged
toward the targets; (3) the sensitivity of core inflation and inflation expectations to
general consumer price inflation shocks has become smaller. Some of the papers
reporting these results include: Mishkin and Schmidt-Hebbel (2001); Corbo and
Schmidt-Hebbel (2001); Corbo, Landerrechte, and Schmidt-Hebbel (2001); and
Schmidt-Hebbel and Werner (2002).

8 For examples of the types of models that have been developed, see García and
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others (2002) for Chile; Springer and Kfoury (2001) for Brazil; and Martinez,
Messmacher, and Werner (2002) for Mexico.

9 For reviews of the reform process in Mexico, see Lustig (1998); in a general
Latin American framework see Edwards (1995); and in Mexico�s financial sector see
Ortiz (1994).

10 See, for example, Bogdanski, Tombini, and Werlang (2000) for Brazil; Cabrera
y Lagos (2000) for Chile; and Martinez, Sanchez and Werner (2000) in the Mexican
case.

11 However, the disparities observed in terms of banking credit to GDP exaggerate
the differences in terms of the effects on consumption and investment of higher inter-
est rates, as an opportunity cost always arises from higher rates. Thus, the amount of
retained earnings allocated to fixed investment, trade credit from firms, and the sup-
ply of loans by retailers to customers are likely to fall. 

12 The vulnerability of these countries to confidence crises is implicit evidence of
the importance of the expectations channel in these economies. 

13 These considerations are also important in industrial countries, as noted by
Blinder (1998).

14 In the case of changes in variables, when there is uncertainty about whether they
respond to a shock that has changed its equilibrium value, such as the real exchange
rate, the authority needs first to evaluate the different effects that a convergence to or
a deviation from the equilibrium would have and observe the available information
carefully to make a diagnosis about the adjustment. For example, a depreciation in the
equilibrium real exchange rate should lead to an adjustment in the relative prices of
tradable and nontradable goods, but not to inflationary pressures in the nontradable
sector.

15 Financial fragility of banks after the balance of payments and banking crises of
1995-1996 in Mexico imposed a severe restriction in terms of the scope of reaction of
monetary policy. Sharp increases in interest rates would have worsened the situation
of banks, increasing the default rate on loans and, thus, leading to a larger fall in bank
capital and a higher fiscal cost of supporting the sector. In turn, this could have trans-
lated into a larger confidence crisis, even counteracting the desired effect from the
tightening of monetary policy.

16 In the case of Brazil today, a large proportion of domestic public debt is either
at variable interest rates or indexed to the currency. 

17 In the case of debt indexed to foreign currency, an attempt to ease policies that
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generates a depreciation of the currency can also lead to the perception that the coun-
try may have problems servicing its debt. 

18 Nevertheless, the extent of liability dollarization and the use of the dollar for cur-
rent transactions is surprisingly low in Mexico, in spite of the past balance of pay-
ments crises, episodes of high inflation, and extremely close links with the United
States.

19 See Martinez and Werner (2002) for an extensive analysis of how the structure
of liabilities has changed for Mexican-listed firms. 

20 For a more in-depth discussion about the importance of the development of a
derivatives market and what has occurred in Mexico, see Ortiz (2000).

21 Proponents of dollarization or hard pegs in Latin America, such as Hausmann
and others (2001), and Calvo (2000), argued that there was an intrinsic �original sin�
in the countries of the region, i.e., it was not possible or too expensive to obtain long-
term financing in domestic currency, so a currency or maturity mismatch always
appears. The Chilean and Mexican examples indicate that the �original sin� is not
immutable.

22 For recent empirical analysis of the determinants of the pass-through, see
Goldfajn and Werlang (2000), Arias and Messmacher (2002), and Schmidt-Hebbel
and Werner (2002).

23 The regression is of the form: Πt = α0 + α1∆et + εt, where Πt is the annual infla-
tion rate and ∆et is the annual depreciation rate. In the case of the three Latin
American countries, the data has monthly frequency and was obtained from each cen-
tral bank. In the case of the three industrial countries, the data have quarterly fre-
quency and are from the IFS.

24 The negative coefficient in the Chilean and Canadian cases suggests that in the
latter period the exchange responded to real shocks that were affecting the economy.
For example, a reduction in the price of commodities and in the demand for exports
translated into a deceleration of the economy and a depreciation of the exchange rate.
The effect of the economic deceleration dominated any inflationary pressures arising
from the exchange rate adjustment.

25 For an empirical assessment of the policy reaction functions, see Schmidt-
Hebbel and Werner (2002).

Monetary Policy in a Changing Economic Environment: 

The Latin American Experience 237



References

Almeida, Antonio, and Charles Goodhart. �Does the Adoption of Inflation Targets
Affect Central Bank Behaviour?� Banca Nazionale del Lavoro Quarterly Review,
51(204), supplement (March 1998), pp. 19-107.

Arias, Luz Marina, and Miguel Messmacher. �The Effect of the Exchange Rate
Regime on the Pass-Through Coefficient,� mimeo, Bank of México, 2002.

Bernanke, B., Laubach, T., Mishkin, F., and A. Posen. Inflation Targeting: Lessons
from the International Experience. Princeton, N.J.: Princeton University Press,
1999. 

Blinder, Alan. Central Banking in Theory and Practice. MIT Press, 1998.

Bogdanski, Joel, Antonio Tombini, and Sergio Werlang. �Implementing Inflation
Targeting in Brazil.� working paper no. 1, Central Bank of Brazil, 2000.

Brainard, William. �Uncertainty and the Effectiveness of Policy.� American Economic
Review, 57:1967, pp. 411-425. 

Cabrera, Angel, and Luis Felipe Lagos. �Monetary Policy in Chile: A Black Box?�
working paper no. 88, Bank of Chile, 2000.

Calvo, Guillermo. �The Case for Hard-Pegs,� mimeo, University of Maryland, 2000.

Corbo, Vittorio, Oscar Landerretche, and Klaus Schmidt-Hebbel. �Does Inflation
Targeting Make a Difference?� working paper no. 106, Central Bank of Chile,
2001. 

, and Klaus Schmidt-Hebbel. �Inflation Targeting in Latin America.�
working paper 105, Central Bank of Chile, 2001. 

Edwards, Sebastian. Crisis and Reform in Latin America. World Bank, Oxford
University Press, 1995.

García, Pablo, Igal Magendzo, and Jorge Restrepo. �A Medium-Sized
Macroeconometric Model of the Monetary Transmission Mechanism in Chile,�
mimeo, Central Bank of Chile, 2002.

Gavin, Michael, and Roberto Perotti. Fiscal Policy In Latin America, NBER
Macroeconomics Annual, 1997.

Goldfajn, Ilan, and Sergio Werlang. �The Pass-Through from Depreciation to
Inflation: A Panel Study,� working paper no. 5, Central Bank of Brazil, 2000.

238 Guillermo Ortíz



Hausmann, R., Panizza, U., and E. Stein. �Original Sin, Pass-Through and Fear of
Floating.� mimeo, KSG Harvard University, 2001.

Lustig, Nora. Mexico: The Remaking of an Economy, 2d ed. The Brookings
Institution, 1998.

Martinez, Lorenza, Oscar Sanchez, and Alejandro Werner. �Consideraciones Sobre la
Conducción de la Política Monetaria y el Mecanismo de Transmisión en México.�
working paper 2001-3, Bank of Mexico, 2001.

, Miguel Messmacher, and Alejandro Werner. �A Small Structural
Macroeconomic Model for México,� mimeo, Bank of Mexico, 2002.

, and Alejandro Werner. �The Exchange Rate Regime and the Currency
Composition of Corporate Debt: The Mexican Experience,� forthcoming in the
Journal of Development Economics, 2002.

Mishkin, Frederic, and Klaus Schmidt-Hebbel. �One Decade of Inflation Targeting in
the World: What Do We Know and What Do We Need to Know?� working paper
no. 101, Central Bank of Chile, 2001.

Ortiz, Guillermo. �La Reforma Financiera y la Desincorporación Bancaria,� fondo de
Cultura Económica, 1994.

. �How Should Monetary Policymakers React to the New Challenges
of Global Economic Integration,� in Proceedings of a Conference on Global
Economic Integration: Opportunities and Challenges, (Federal Reserve Bank of
Kansas City, August 24-26, 2000), pp. 255-276.

Schmidt-Hebbel Klaus, and Alejandro Werner. �Inflation Targeting in Brazil, Chile,
and Mexico: Performance, Credibility, and the Exchange Rate.� Economía, vol. 2,
no. 1, pp. 31-89, 2002.

Springer, Paulo, and Marcelo Kfoury. �A Simple Model for Inflation Targeting in
Brazil.� working paper no. 18, Central Bank of Brazil, 2001.

Talvi, Ernesto, and Carlos Vega. �Can Optimal Fiscal Policy be Procyclical?� mimeo
IDB, 1996.

Monetary Policy in a Changing Economic Environment: 

The Latin American Experience 239



Monetary Policy in a
Changing Economic Environment 

Yutaka Yamaguchi

Three years ago at this same conference, I was given an opportunity
to talk about Japan�s monetary policy in the years when asset price
bubbles expanded.1 Today, I would like mainly to review monetary
policy in the following phase when the bubbles burst, for an asset
price swing is the �changing economic environment� most relevant to
us.  Incidentally, we are now in the third phase when the economy is
in a �liquidity trap,� which I will leave for a future topic of discussion. 

I have to start with a bit of an old story. The Tokyo stock market
peaked in late 1989. The bubble in the property market�and in Japan
real estate had far greater market capitalization relative to stocks�
persisted about a year longer. A growth slowdown followed. The trend
growth rate in the 1990s is just 1 percent per year on average, a
marked shift downward from 4 percent in the 1980s (chart 1). 

There is little doubt that the bursting of asset price bubbles con-
tributed significantly to the decline in the trend growth rate. But it was
not the sole reason. Against the backdrop of a changing environment,
such as a rapidly aging society and limited export-led growth, a prospec-
tive shift to more moderate growth was already broadly envisioned in
the early 1980s. The economic system, which had been built on the
premise of high growth, needed to be modified and, in fact, was already
in the middle of significant structural adjustment in the mid-1980s. 

241





Monetary Policy in a Changing Economic Environment 243

In July 1991, the BOJ started to cut the Official Discount Rate
(ODR), then at 6 percent. Those were the days when production and
the CPI showed signs of acceleration and substantial uncertainty
existed as to whether the business cycle had peaked. Re-emergence of
a land price bubble was a more convincing scenario than a sustained
asset deflation. Therefore, the ODR cut in mid-1991 received harsh
criticism in and outside the country as a premature relaxation. 

In retrospect, it turned out to be the first of a series of reductions, and
by September 1995 the ODR was as low as 0.5 percent�the level
some economists regard as a possible threshold to a liquidity trap. In
about a four-year span, the sizable room for interest rate reduction had
essentially been used up.

The BOJ has often been criticized for an alleged delay in monetary
easing. Significant research has been conducted, including studies by
the BOJ staff as well as by the Federal Reserve Board staff, to assess the
easing path by applying a standard backward-looking Taylor rule as cri-
teria.2 One such study concluded that monetary easing after the bubble
burst, particularly in the crucial early stage of relaxation, could be con-
sidered generally appropriate as a standard stabilization policy based
on real-time financial and economic indicators as well as market fore-
casts (chart 2). And yet, even with a policy response that could be con-
sidered appropriate in normal times, there emerged a substantial decline
in the trend growth rate as well as a rapid and continuous fall in asset
prices that weakened the financial system and destabilized the economy. 

Against the background of the post-bubble economic performance of
Japan, the views have been expressed that the bank should have gone
beyond standard stabilization policy and tried more aggressive easing
before monetary policy became constrained by the zero nominal bound.

Let me briefly examine two aspects of such views. The first is the
practical feasibility, which partly depends on the predictability on a
real-time basis of a post-bubble economic trend. The second is the
effectiveness of an aggressive monetary policy to mitigate the adverse
effects stemming from the bursting of asset price bubbles. 



Suppose a central bank decides to ease dramatically beyond �stan-
dard� or rule-based guidelines at an early stage. The intention would be
to pre-emptively accelerate inflation to avoid the future risk of defla-
tion when, as in the case of Japan, some but not all asset prices are
falling sharply, economic growth is still fairly robust, and inflation is
mild. The accelerated inflation rate required to offset the negative
shock generated by the bursting asset bubbles should well-exceed the
target if the country in question is pursuing an inflation-targeting policy.
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Chart 2
Taylor Rule

1982

Notes: 1. Taylor rule is defined as follows: 
Basic equation: Rt = r*t+π*+α(πt�π*)+β(Yt�Y*)

r*t: Equilibrium real short-term interest rate at period t
π*: Targeted rate of inflation
Rt: Uncollateralized overnight call rate at period t
πt: Rate of CPI inflation at period t
Yt�Y*: Output gap at period t

where α and β are equal to 1.5 and 0.5, respectively.
2. Target rate based on Taylor rule, shown in bold line, is adjusted for the introduction
of the consumption tax (3 percent) in April 1989, and an increase in its rate (to 5 per-
cent) in April 1997. For reference, the consumption tax non-adjusted series is also
plotted as the shaded line.

Sources: Kunio Okiina and Shigenori Shiratsuka, �Asset Price Bubbles, Price Stability,
and Monetary Policy: Japan�s Experience,� IMES Discussion Paper 2001-E-16,
Institute for Monetary and Economic Studies, Bank of Japan, 2001, chart 7.
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The central bank pursuing such a strategy would have to be acutely
concerned, substantiated by quantitative analyses, about the risk of
deflation a few years into the future. Without such a superb insight, it
would be hardly possible for a central bank to abandon a price target,
explicit or implicit, at a stage when deflation is yet a remote risk.

Economic predictions are inevitably clouded by uncertainties. What
makes economic reading in the post-bubble period uniquely difficult
is the great uncertainties associated with asset market developments.

First, we cannot be sure how the asset markets will develop and
when an equilibrium with the real economy will be restored. In addi-
tion, different asset segments can show divergent price patterns, as in
Japan�s stock and real estate markets in 1990. Such divergence can
emerge at an early stage when inertia of wishful thinking lingers with
the confusing effects on expectations. Thus, the capital loss and the
harm to the financial health of businesses and households are
extremely difficult to estimate.

Second, uncertainty also exists in the transmission mechanism
between asset prices and real activity and inflation. In an economy like
Japan�s, where banks dominate financial intermediation, capital losses
tend to accumulate gradually in the banking system (table 1). Indeed,
there was a presumption that shocks would be contained within the
financial sector and would not spread to the real side of the economy.
Therefore, there was a widespread belief that the situation would turn
around if business could be sustained until land prices started to rise
again.  When bank capital was eroded to a critical threshold, however,
an acute credit crunch erupted. It is against such an uncertain setting
that economic forecasting must incorporate the timing and magnitude
of the �headwind� generated by the deteriorating balance-sheet condi-
tions of businesses, households, and particularly banks. 

Let me turn to the second aspect�namely, the effectiveness of a
hypothetical early easing. Some simulation results indicate that such a
policy would have elevated the inflation rate to a level that would have
worked as a comfortable cushion against future deflation (chart 3).
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An important point here is what lies at the root of the predicament
of Japan�s economy and financial system. Admittedly, under the non-
negativity constraint of nominal interest rates, real rates will be pushed
up by the extent of deflation, even though deflation itself is rather lim-
ited at less than 1 percent per year in Japan now. However, as sug-
gested by chart 4, asset price deflation, which has been continuous for

246 Yutaka Yamaguchi

[1] Financial liabilities held by nonfinancial corporations (ratio to total 
financial liabilities)

Japan U.S. Germany
(percent) (percent) (percent)

Borrowing 38.8 12.1 33.3
Bonds 9.3 8.2 1.3
Shares and equities 33.8 66.6 54.3
Others 18.1 13.0 11.0

[2] Financial assets held by households (ratio to total financial assets)
Japan U.S. Germany

(percent) (percent) (percent)

Currency and deposits 54.0 9.6 35.2
Bonds 5.3 9.5 10.1
Investment trusts 2.3 10.9 10.5
Shares and equities 8.1 37.3 16.8
Insurance and pension 26.4 30.5 26.4
Others 3.9 2.2 1.1

Notes: [1] Figures are those for the end of 1999. [2] Regarding financial debt for enterprises,
stocks are evaluated at market value, and, thus, do not necessarily correspond to the accumu-
lated funding by enterprises. It should be noted that equities are likely to be higher for the
U.S., compared to those for other countries, because net worth of sole proprietorships are
included as households� equities.

Source: Bank of Japan, Research and Statistics Department, �Japan�s Financial Structure: In
View of the Flow of Funds Accounts,� Quarterly Bulletin, 9(1), Public Relations Department,
Bank of Japan, 2001, pp.105-142.

Table 1
Financial Structures



ten years at an annual rate of close to 10 percent, has likely exerted far
greater pressure on activity than slightly positive real interest rates. 

The question from my perspective is: Could aggressive easing have
significantly moderated the fall of real estate prices and, therefore, the
balance-sheet problem? Generally speaking, significantly lower inter-
est rates should be conducive to a tighter output gap, higher inflation,
and, when the asset market is falling, a moderate asset price decline.
Would such results be achieved by aggressive easing in the aftermath
of an asset bubble? I am skeptical. 

We have witnessed time and again that after asset inflation has
developed into a major bubble, it is impossible to �soft land� the mar-
ket. That being the case, and if the asset market in question has tradi-
tionally served as a sort of anchor for financial stability, as with real
estate in Japan, the capacity of monetary policy to stimulate demand
and inflation is bound to be severely impaired. Even if such a strategy
had proved to be successful, it would only have delayed the inevitable
adjustment between asset prices and economic fundamentals.

If a central bank�s predicting ability of post-bubble developments
has to remain less than perfect, would it be better once again to con-
sider aggressive tightening when a bubble is perceived to be growing?
This is the question I talked about three years ago here. I remain skep-
tical. However, given the fact that it is always the preceding massive
flows of credit that become worthless once the tide is reversed,
severely damaging the balance sheets of the parties concerned, it
might be worth considering possible ways to focus on restraining
�excessive� credit flows during asset market upswings (chart 5). 

Let me conclude by adding a few observations in somewhat broader
context. It is ironic that, as the track record shows (chart 1, chart 2),
the Bank of Japan followed a path in the 1980s and early 1990s that
could be regarded as fully consistent with some policy rule, such as the
Taylor rule, and yet suffered from the wildest swings of asset markets.
Suggestions have been made that the bank should have deviated from
such an implicit rule-based path, both in times of upswing as well as
downswing. From my perspective, for discussions on policy rules to
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Chart 3
Simulation of Hypothetical Early Monetary Easing
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be more relevant and robust, they should at least take into account
major swings of asset prices. Our experience shows that price stabil-
ity, by making low interest rates possible, can pave the way to a major
asset price bubble when it is coupled with excessive optimism for the
future.

Finally, what matters most in the post-bubble development is the
magnitude of the lost capital and its distribution (that is, who in the
system has to absorb the loss). In Japan, that magnitude has been over-
whelming and has been concentrated in the banking sector. 

When an economy is faced with the size of lost capital, as in Japan,
a well-functioning financial infrastructure is crucially important for its
prompt resolution. Infrastructure in this context includes proper
accounting, disclosure, disciplined governance, an incentive mecha-
nism, and supervision. Japan was slow in developing and putting into
place such a framework.
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Chart 4
Asset Price Deflation

1989

Sources: Bank of Japan, Financial and Economic Statistics Monthly, Ministry of
Public Management, Home Affairs, Posts and Telecommunications, Consumer Price
Index; Japan Real Estate Institute, Urban Land Price Index.
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I emphasize this aspect because if expeditious and forceful progress
had been made to deal with the capital loss in general and that of the
banking system in particular, monetary policy in Japan might have
found a different environment in which to operate. Amid a major
shock, such as the collapse of key asset prices, a need to address the
nexus of monetary and prudential policies cannot be overemphasized.

Author�s note: The author benefited from discussions with his colleagues of the Bank
of Japan, especially Kunio Okina and Masaaki Shirakawa. The views expressed, how-
ever, are those of the author.
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Chart 5
Credits and Asset Prices in Japan

120

1970 1990

Note: Real aggregate asset price indices are a weighted average of equity and residen-
tial and commercial estate price indices deflated by consumer prices. The weights are
based on the composition of private sector wealth.

Source: Bank of International Settlements, Quarterly Review, International Banking
and Financial Market Developments, August 1999.
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General Discussion: 
Monetary Policy in a Changing

Economic Environment

Chair: Stanley Fischer

Mr. Fischer: Thanks very much indeed, Mr. Yamaguchi and the
other panelists. Comments from Morris Goldstein?

Mr. Goldstein: I have a question for Guillermo Ortíz, I wondered
how you have read experience during the past five years in both Asian
emerging economies and in Latin America about how to conduct mon-
etary policy under three simultaneous conditions. First, you have a
large share of the debt, either the private external debt or the govern-
ment debt, that is denominated in foreign currency. Second, the
exchange rate is under downward pressure. Third, the economy is
slowing. So, clearly, you have a dilemma. If you don�t raise interest
rates to protect the currency and the currency goes into a big fall, you
get all these negative balance sheet effects that are contractionary and
can induce a crises. If you do raise interest rates to protect the currency,
then you are raising interest rates when the economy is slowing down.
Similarly, for debt management, if you give people foreign currency-
denominated debt because they are nervous about the exchange rate,
then you pay less of an interest rate spread but you are building up big
contingent liabilities if the exchange rate falls further. What to do?

Mr. Fischer: Thanks. Don Kohn, please.

Mr. Kohn: I have a comment or question for Otmar Issing and also
for Yutaka Yamaguchi. Otmar, it seems to me that your price target is
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completely redundant with the monetary target. If you are just looking
at money for long-term trends, you could just look at prices for long-
term trends and that will save a lot of confusion that is engendered by
the second pillar.

And for Yutaka, I guess I�m a little concerned about the arguments
against aggressive easing. I certainly think this ought to happen very,
very rarely�hopefully never that extra aggressive easing came into
consideration because of concern about the zero bound, but I would
hope that if it were necessary, it would be undertaken. I am concerned
about the issue of fighting the last war of holding back because of
being worried about raising an asset bubble again. This is something
that Marty raised in his comments. I�m also concerned about a per-
ceived inflation-targeting constraint. Any system we have, if it
involved inflation targeting, ought to be flexible enough so that when
the risks and rewards weren�t linear, were skewed in one direction, the
system ought to allow for higher inflation targets temporarily. Finally,
I am also concerned about this notion that lower interest rates won�t
help the particular assets that are falling in price. Easing could help a
lot of other things and work through a lot of other channels.

Mr. Fischer: Thanks, Don. Wayne Angell, please.

Mr. Angell: I would like to have Mr. Yamaguchi respond to the ques-
tion that Marty Feldstein raised in which I happen to hold an opposite
view and that is that it is the sales tax or the value-added tax that low-
ers the natural rate of interest in Wicksellian sense below zero. It is the
natural interest rate below zero that impoverishes monetary policy. Is
there any consideration to going the opposite direction that Marty sug-
gested and getting rid of that sales tax, which for a society that has
such a high savings preference you don�t need any more boost in the
savings preference with the sales tax?

Mr. Fischer: Thanks, Wayne. Sebastian Edwards, please.

Mr. Edwards: This is a comment and a question for Guillermo Ortíz.
A very important point that Guillermo made today has to be empha-
sized further: the decline in the practice of wage indexation in Latin
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America and the effect it has had on the virtual disappearance, or very
sharp reduction I should say, in the pass-through from exchange rate
depreciation into prices. If you look at the regression results that
Guillermo produces in his table 2, all the breakpoints coincide with
either the end of implicit or explicit indexation. In the case of Mexico,
it�s the end of the Pacto. In the case of Brazil, it coincides with the
summer of 1996 unsuccessful Petrobras strike where the government,
in particular the president, was extremely clear in the sense that back-
ward-looking indexation would not take place. And, in the case of
Chile, 1982 is the end of 100 percent backward-looking indexation. I
think that is a very important point.

The question is the following: Given this change and this reduction
in the pass-through, how does that affect, in your view, or should
affect the whole discussion on incorporating exchange rate develop-
ments in the conduct of monetary policy in emerging markets? In par-
ticular, should these countries intervene in the foreign exchange mar-
ket, as Brazil is doing now and as Mexico and Chile have done peri-
odically. And second, should the exchange rate become an explicit ele-
ment in a Taylor rule-type of formulation for monetary policy? 

Mr. Fischer: Thanks. Over there please.

Mr. Dudley: Mr. Yamaguchi raised some interesting questions. To
me, the fundamental and critical question is: If you eased monetary pol-
icy superaggressively, would it have worked? If you answer �yes,� then
you don�t have to worry about bubbles being created because you can
clean the damage up afterward. If you answer �no,� then you really do
have to do more to prevent bubbles from growing in the first place.

I have two questions. One: If the central bank follows a superac-
commodative monetary policy that is more accommodative than any-
one thinks is appropriate, how does the bond market react to that? I
would actually argue that the bond market would probably react quite
badly to that, so you might not be able to make financial conditions
more accommodative.

Two: If the central bank acted in that manner, what would that do to



expectations about risk? The central bank would essentially be saying
that it is very worried about a deflation outcome and you should be
too. I would imagine that would also have pretty negative implications
for financial asset prices, and so the superaccommodative monetary
policy might not lead to an easier state of financial conditions.

Mr. Fischer: Thanks. Kermit Schoenholtz is next. I am sorry the
lists are closed. We have just two more. 

Mr. Schoenholtz: It is a question for Deputy Governor Yamaguchi.
It was related to something Otmar Issing had said, which was, essen-
tially, that the ECB�s success in anchoring expectations had been
related to its monetary policy strategy and to its principles of policy-
making. The Bank of Japan has publicly stated a desire to end deflation
and has moved to a quantitative strategy of achieving that. The ques-
tion is: Are there other mechanisms�bold or unconventional mecha-
nisms�that ought to be entertained by central bankers in trying to
change expectations when they seem so deeply embedded? Thank you.

Mr. Fischer: Thanks.

Mr. Berner: Deputy Governor Yamaguchi, one question related to
all the others: You seem to put at the end of your talk a lot of empha-
sis on microeconomic, as opposed to macroeconomic solutions, to
help the biggest problem that you foresee, which is getting capital to
exit from the system, reflecting the capital losses that were there but
which are still on the books of banks and maybe other institutions. So,
am I correct in reading you to say that maybe monetary policy�s
biggest role in the post-bubble environment is to help that process and
that is really the principal role through which monetary policy can end
the deflation in that period?

Mr. Fischer: Thanks very much. We�ll now turn to the panelists for
the final comments. We have an agenda for tomorrow on the table
already, which is asset prices and inflation targeting, which is discussed
in the paper by Lars Svensson.  Many of you remember three years ago
Deputy Governor Yamaguchi standing up here plaintively saying, �We
had zero inflation, what was our excuse going to be for raising interest
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rates when we saw this bubble going on?�  I guess that is related to the
questions that are going to be discussed tomorrow and also to some of
the issues raised by Alan Greenspan at the beginning today.

Let�s turn to the speakers in the order in which they spoke. Otmar,
please.

Mr. Issing: I can be very brief�only one question. Don Kohn raised
concerns about confusion about our strategy. Yes, Don, you are cer-
tainly not confused. You talk about potential confusion of somebody I
don�t know.

In deriving a reference value or a target, of course, implicitly you
need�this is true�a target for the inflation rate. So, you might say it
is redundant to have it separately. But the present situation very clearly
shows that it is not redundant. Our explanation for the strong growth
of M3 last year and now is that we have had substantial portfolio
shifts. To that extent, we don�t expect inflation risk from that. So, hav-
ing only the reference value or only the definition would not lead to
more clarity, but I would claim create confusion.

Mr. Fischer: Guillermo Ortíz, please.

Mr. Ortíz: The hypothetical example posed by Morris is not an easy
one. I think two things need to be established. The first is how credible
is the monetary authority? Second, what is the degree of pass-through
between the exchange rate and prices? If the authority has less than full
credibility and there is high pass-through, then you have no option but
to raise interest rates, tightening strongly. Otherwise, a situation of loss
of confidence can develop, as those we have seen in the past. This is an
essential point. But even if you have more credibility, the authority faces
an asymmetric loss function � if you want to put it that way � because
losing credibility takes a long time to rebuild. If there is any danger of
loss in credibility, it is preferable to perhaps tighten too much and,
unfortunately, it might be desirable to risk a further contraction of the
economy rather than the loss of which I am talking about.

With regards to Sebastian Edward�s question, we have learned that
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intervening works poorly, and can only be justified when you have
some very particular or special development, due to contagion or some
exogenous shock, so the exchange rate is clearly out of line with fun-
damentals.  The last time we intervened in the foreign-exchange mar-
ket was in a case like this, at the height of the Russian crisis in
September 1998. Since then, we have never intervened in the foreign
exchange market, and our policy is just not to do so. In the case of
Brazil, for example, there is a clearly identified source of uncertainty,
which is political uncertainty, not economic fundamentals, so the cen-
tral bank is trying to hold the fort. To the extent that the outcome of
the election and the dynamics of it look reasonable, there is an argu-
ment for intervention. Intervention on a regular basis or to counter
forces that have something to do with fundamentals is totally futile
and useless.

Mr. Fischer: Thanks. Mr. Yamaguchi, please.

Mr. Yamaguchi: I have more questions than I would like to have, but
will start very briefly with Don Kohn�s question. I agree that any rule
has to be flexible. If the rule is flexible enough, we might not have any
problem in introducing such. But, I think that, based on experiences on
asset price bubbles, the development in the asset market might be pre-
senting a new challenge to the formulation of a policy rule. I trust that
we will have more discussion on this tomorrow.

Your argument that lower interest rates should help push up the asset
market prices, I fully agree. In fact, I skipped reading this particular sen-
tence in my text, �Generally speaking, significantly lower interest rates
should be conducive to tighter output gap, higher inflation, and moder-
ation of asset price decline.�  I had to skip this sentence when Stan
showed me that I only had one minute left to speak. Don�t think there
isn�t any material difference between you and me. I want to emphasize
that the argument that I presented today was mainly about the phase
immediately following the turning point of a big asset price bubble.

The question on exploiting the VAT to reduce national saving in a
country where increased saving is not that desirable: I think that what
can account for the high level of saving is rather complex, and, as far
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as I know, no good explanation for that has been offered. Having said
that, providing our people with an enhanced sense of security about
their future life would be more helpful than reducing the consumption
tax. The consumption tax�reduction of that�would probably be
interpreted by our people as another reckless endeavor to enlarge the
government deficit into the future.

On Mr. Dudley�s question on the effects of so-called superaccom-
modative monetary policy: If such policy options succeed at all in gen-
erating inflationary expectations, sure it will generate a sharp response
in the bond market, and the bond market will probably go up substan-
tially. The question for us is: With what instruments can we possibly
do that?

This question brings me to another question presented by Mr.
Schoenholtz: Are there any good policies to help change the defla-
tionary expectation that, in his opinion, is already deeply embedded in
the system? My answer is that there isn�t any orthodox policy to gen-
erate a new expectation on inflation or deflation. We have practically
used up all options in the orthodox monetary policy area. Inflation tar-
geting probably wouldn�t help because we do not have in our ortho-
dox policy options an effective instrument to deliver that message. The
reason why we have not resorted to inflation targeting is simply that
we believe we cannot deliver that kind of promise to our people. So,
the whole discussion brings us back once again to the desirability of
trying the so-called unorthodox policy options, such as purchasing
corporate stocks, purchasing real estate properties, and so forth.

Finally, macro monetary policy, as opposed to micro, attempts to
reform this and that part of the financial system. Any reform to help
enhance the health of the financial system�particularly the banking
system�would help. I should say that even while we try to present
our various options for financial reforms in the so-called structural
reform agenda, we will continue to think very seriously on what can
be done further in the area of macro monetary policy. 

Mr. Fischer: Thanks very much, and thanks again to all the partici-
pants this morning.
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Monetary Policy and Real Stabilization

Lars E.O. Svensson

Introduction 1 

During the past two decades, maintenance of low inflation, �price
stability,� has become the principal focus of central banks around the
world. At the same time, the view has emerged that monetary policy is
better suited than fiscal policy for short-run stabilization purposes.
This paper examines to what extent monetary policy can be directed at
both �monetary stabilization,� stabilizing inflation at a low level and
�real stabilization,� stabilizing output or, rather, the output gap and
whether there are significant limitations on the use of monetary policy
for real stabilization purposes. Section 2 discusses what a realistic
view of monetary policy is, what monetary policy realistically can and
cannot achieve, what the long-run and short-run tradeoffs are between
inflation and output, what the appropriate objectives for monetary pol-
icy are, and what the role of credibility is for the tradeoff between
inflation and output stabilization. Section 3 discusses how central
banks can make the objectives of low and stable inflation and a stable
output gap precise and the benefits thereof, how central banks can
achieve the best outcome relative to these objectives by a procedure
called �forecast targeting,� and how this procedure is best imple-
mented. Section 4 discusses how the objectives of financial stability
and a well-functioning payment system can be taken into account and
reconciled with the objectives of low and stable inflation and stable
output gap, and to what extent central banks should respond to asset
prices and bubbles. Section 5 discusses how the risks of hitting the
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zero (lower) interest rate bound and falling into a deflationary liquid-
ity trap can be handled, how central banks can avoid falling into liq-
uidity trap, and how central banks can escape from a liquidity trap if
they have fallen in. Section 6 summarizes the conclusions of the paper.

A realistic view of monetary policy 2

A discussion of whether stabilization of the real economy is consis-
tent with a policy directed at low and stable inflation and how a central
bank can achieve a desirable combination of real and monetary stabil-
ity should start from a realistic view of what monetary policy can and
cannot do. Such a view of monetary policy is also important in a discus-
sion of the appropriate goals for monetary policy and in understanding
why an increasing number of countries have selected low and stable
inflation, �price stability,� as the primary goal for monetary policy.1

Let me start from the presumption that the ultimate objective of eco-
nomic policy is to guarantee and enhance the citizens� welfare. This
ultimate objective is often expressed as a number of separate goals that
contribute to the citizens� welfare�for instance, efficient resource uti-
lization, full and stable employment, high economic growth, price sta-
bility, equitable distribution of wealth and income, regional balance,
and environmental protection.

Monetary policy is part of economic policy. At first, one might think
that monetary policy should have the same goals as overall economic
policy. However, because monetary policy only has sustained or per-
sistent effects on a limited number of variables affecting economic
welfare, it is more appropriate that monetary policy is assigned a lim-
ited number of goals. Specifying goals for monetary policy that it can-
not achieve would be unproductive and could even be counterproduc-
tive. Instead, monetary policy should be assigned goals that it can
achieve and that are consistent with the ultimate objective for eco-
nomic policy. In order to determine which goals are most suitable for
monetary policy, one must, therefore, understand the effects of mone-
tary policy and what monetary policy can and cannot achieve.



How monetary policy affects the economy 2.1

Monetary policy affects real and nominal variables through a num-
ber of channels�together referred to as the transmission mechanism
of monetary policy.2 Central banks normally conduct monetary policy
by setting a short nominal interest rate, the central bank�s instrument
rate (for instance, the federal funds rate in the United States). Suppose
that the central bank lowers the instrument rate. How is the economy
affected? In the short term, domestic prices and domestic inflation in
industrialized countries are relatively slow to change (or sticky). This
means that private-sector inflation expectations for the short term are
relatively sticky. This further implies that central banks, by controlling
the short nominal interest rate, can also affect the short real interest
rate: the difference between the short nominal rate and short-term
inflation expectations. Via market expectations of future real rates,
longer real rates also are affected. Thus, the lowering of the instrument
rate normally lowers short and longer real interest rates, which will
affect economic activity.

Furthermore, a reduction in the short interest rate normally depreci-
ates the domestic currency and, hence, increases the nominal
exchange rate (when the nominal exchange rate is expressed as units
of domestic currency per unit of foreign currency). Because domestic
prices, in practice, are sticky (at least for industrialized countries), the
domestic currency also depreciates in real terms. That is, the real
exchange rate (the price of foreign goods and services in terms of
domestic goods and services, or the price of tradable goods and serv-
ices in terms of nontradable goods and services) also rises. The rise in
the real exchange rate implies that the domestic price of imported and
exported final goods increases (when the foreign-currency prices of
imported and exported final goods are sticky). Because these goods
enter the Consumer Price Index (CPI), this means that CPI inflation
increases, the extent of which depends on these goods� share in the
CPI. This is the so-called direct exchange rate channel to CPI infla-
tion. The direct effect on CPI inflation usually occurs within about a
year or even quicker.
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The fall in short and longer real interest rates mentioned above will
stimulate consumption and investment and, thereby, increase aggregate
demand and output in the economy. In practice, output is demand-deter-
mined in the short to medium term, at least in industrialized countries.
This is the so-called real-interest rate channel to aggregate demand.
The rise in the real exchange rate makes domestically produced goods
less expensive relative to foreign goods. This increases demand for
export and for import-competing goods, which also adds to aggregate
demand. This is the exchange rate channel to aggregate demand. The
effects through these two channels usually occur in about a year or so.

The monetary policy literature has also discussed a so-called credit
channel to aggregate demand. It works in the same direction as the
pure real-interest rate effect on aggregate demand. For simplicity, we
can therefore include the credit channel in the above real-interest-
rate channel to aggregate demand. The real-interest rate channel
also includes the effect on aggregate demand of wealth changes of
interest rate changes, for instance, effects via changes in the stock-
market value.

The impact of monetary policy on inflation 2.1.1

Having traced the transmission channels to aggregate demand, let
me discuss the effects on domestic inflation: the rate of change in the
prices of the domestically produced goods and services. (Inflation in
domestically produced tradable and nontradable final goods and serv-
ices is the main component of CPI inflation; another substantial com-
ponent is inflation in imported final goods.) We normally think of cur-
rent output as determined mainly by aggregate demand in the short
and medium term. Potential output is the hypothetical output level that
would result in the absence of price and wage stickiness. It is largely
determined by factors other than monetary policy.3 The output gap is
the difference between current output and potential output. It can be
seen as a measure of general excess demand in the economy. The
above transmission channels to aggregate demand are, hence, also
channels to the output gap. The increase in aggregate demand and the
output gap will then lead to an increase in domestic inflation because
increased production increases the costs of production, and increased
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demand allows firms to increase prices. The increase in domestic
inflation usually occurs within another year or so. This is the aggre-
gate-demand channel to domestic inflation.

For a given output-gap level, domestic inflation is also independ-
ently affected by production costs�for instance, wage costs and costs
of imported intermediate inputs such as oil and raw materials. The fall
in the exchange rate increases the cost of imported intermediate inputs
as well as imported final goods, and the reduced purchasing power of
wages may trigger increased wage demands. This can be called the
production-cost channel to domestic inflation. Finally, price and wage
setting are strongly affected by expectations of future inflation, since
movements in the expected future price level are the obvious starting
point for individual price and wage setting. This is the expectations
channel to domestic inflation. Any increased inflation expectations
that may be generated by the lowering of the instrument rate and the
resulting increase in activity will then independently add to the effect
on domestic inflation.

Thus, a reduction in the central bank�s instrument rate affects the
economy through a number of channels with different lags. The
exchange rate and short and longer interest rates are usually immedi-
ately affected. Within about a year or less, there is an effect on CPI
inflation through the direct exchange rate channel. As this first effect
is working through, in about a year or so, there is an increase in out-
put and the output gap. Through that linkage, within another year or
so, there is a second effect on CPI inflation. Both effects are in the
same direction�namely to increase inflation. However, the lags men-
tioned are only very rough rules of thumb. In practice, the lags and the
strength of the effects through the different channels vary across chan-
nels and over time, and the effects are spread out over several quarters.
For instance, the lag and the strength of the direct exchange rate effect
on CPI inflation depends on the so-called pass-through of exchange
rate changes: the degree to which importers pass on exchange rate
changes to buyers rather than absorbing them in their profit margins.
The pass-through varies considerably, depending on the circum-
stances�for instance, with the perceived persistence of the exchange
rate change, the size of the initial profit margins, and the price sensi-
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tivity of demand for imports. Furthermore, the economy is subject to
a never-ending sequence of shocks and disturbances, directly and indi-
rectly, to inflation and output, including price changes of raw materi-
als, shifts in international capital flows, productivity changes, changes
in indirect taxes, etc. Many of these shocks are quite difficult to iden-
tify, and many occur during the lag between instrument adjustment
and effects on output and inflation. Thus, it is worth emphasizing that
the central bank�s control over inflation, output, and other macro vari-
ables is quite imperfect.

The long-term effects of monetary policy 2.1.2

We have seen above how the central bank, by lowering its instru-
ment rate, thereby reducing the short real interest rate and depreciat-
ing the currency, can increase aggregate demand and output for a cou-
ple of years, say. Can the central bank indefinitely maintain a low
instrument rate and depreciated currency and, in this way, stimulate
the economy indefinitely? The answer is definitely no. In the longer
term, the central bank must set its instrument rate so that, on average,
the short real interest rate is equal to the average neutral real interest
rate. The neutral real rate is the real interest rate that is consistent with
output equal to potential output. Thus, the neutral real rate is the hypo-
thetical real interest rate that would result in the absence of price stick-
iness and other frictions. It is largely determined by factors other than
monetary policy.4 If the central bank tries to maintain a short real rate
below the neutral real rate for too long, aggregate demand outstrips
potential output, the economy becomes overheated, and inflation
increases to high single-digit, then double-digit inflation, and eventu-
ally hyper-inflation.5 As history has demonstrated several times, a
hyper-inflationary situation eventually results in a breakdown of the
market system and a severe economic and financial crisis. Thus, sus-
tained stimulation of the real economy through monetary policy is not
a feasible option.

In the long term, monetary policy can only control nominal variables
such as inflation and the exchange rate. In the long term, monetary
policy cannot increase the average level or the growth rate of real vari-
ables such as GDP and employment, or affect the average level of the
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real exchange rate. There is evidence that monetary policy that leads
to high and/or variable inflation is harmful to the real economy and to
economic growth, by making the market mechanism work less well
and by creating unnecessary uncertainty. However, once monetary
policy brings inflation down to relatively low and stable levels, mon-
etary policy has no long-term effects on the average level and average
growth rate of real variables. Nevertheless, monetary policy can affect
the variability of real variables, as further discussed below.

Suitable goals for monetary policy 2.2

In the long run, output fluctuates around potential output, which is
determined by factors other than monetary policy (except that, as
already noted, bad and volatile monetary policy may well create a
volatile and uncertain economic environment that deters investment
and, hence, growth in potential output). Thus, there is a conspicuous
difference between output targets and inflation targets for monetary
policy. Whereas a long-run inflation target for monetary policy makes
eminent sense and can be achieved, a long-run level or growth target
for output different from potential output does not make sense for
monetary policy because it cannot be achieved. Thus, the long-run
output target is given by potential output, which is largely independ-
ent of monetary policy.6 In the long term, monetary policy can, at best,
provide a stable environment for the real economy. However, the fact
that monetary policy has effects on the level of real variables in the
short and medium term creates considerable tensions and temptations
that need to be faced and handled.

A crucial ingredient in a stable environment for the real economy is
a nominal anchor: an anchor for the nominal variables and private-sec-
tor expectations of future nominal variables. An increasing number of
countries have found that low and stable inflation provides the best
nominal anchor. The reason is that the alternative, higher inflation, has
serious negative consequences. In practice, higher inflation always
comes with higher variability in inflation. High and variable inflation
impairs the capacity of the market mechanisms to achieve efficient
resource allocation, and the ensuing uncertainty makes it more diffi-
cult for firms, consumers, and savers to make the right decisions. It

Monetary Policy and Real Stabilization 267



leads to arbitrary and inequitable redistributions of incomes and
assets, for instance, a shift away from small savers to professional
investors, and from tenants to owners of houses and property. Inflation
is effectively theft from small savers and low-income groups. High
inflation has no lasting positive effects, and the adverse effects even-
tually become unbearable. Numerous historical experiences have
demonstrated that bringing inflation down from a high level is costly;
as a rule, a deep recession with high unemployment is required.
Accordingly, it is important to avoid letting inflation take off in the
first place. For these reasons, an increasing number of countries have
specified �price stability� as the primary goal for monetary policy.7

However, completely disregarding the real consequences of mone-
tary policy in the short and medium term and focusing exclusively on
controlling inflation at the shortest possible horizon would have bad
consequences. This policy is called �strict inflation targeting� in the
literature. In practice, in an open economy, it would mean relying
almost exclusively on the direct exchange rate channel to CPI inflation
described above, since it has the shortest lag. For instance, any distur-
bance to domestic inflation that could arise from a number of different
sources would be countered by attempts to move the exchange rate so
as to let the domestic price of imported and exported final goods adjust
to stabilize CPI inflation. This would require aggressive and volatile
policy and lead to considerable volatility in interest rates and the nom-
inal and real exchange rate, which would contribute to increased
volatility of output and would surely be detrimental to welfare.

A more moderate policy, called �flexible inflation targeting� in the
literature, maintains that the primary goal of monetary policy is to
achieve price stability in the form of an inflation target. But it is rec-
ognized that some weight should be given to stabilizing the business
cycle and, consequently, stabilizing output movements around poten-
tial output. In practice and in most situations, this means taking a
somewhat more gradual and more moderate approach to monetary
policy, aiming to achieve the inflation target at a somewhat longer
horizon (say, two to three years) than would be technically feasible
(perhaps three to four quarters). It also means accepting that inflation
will, in the short term, deviate, sometimes quite a bit, from the infla-
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tion target. This approach also relies more on the aggregate demand
channel than the direct exchange rate channel to inflation.

It is sometimes said that monetary policy, with essentially only one
instrument, the instrument rate, can only have one goal, preferably low
and stabile inflation. This is an oversimplification. With only one
instrument, monetary policy can still have several goals, as long as
these goals are weighted together into a single objective function, as
discussed in greater detail in section 3.1.

The tradeoff between inflation variability 
and output variability 2.2.1

The tradeoff between inflation variability and output-gap variability
and the choice between strict and flexible inflation targeting have been
discussed extensively in the monetary policy literature, for instance, in
several papers presented at the Jackson Hole symposia in 1996 and
1999 (Federal Reserve Bank of Kansas City [21] and [22]). The trade-
off is often illustrated as in figure 1, with inflation variability around
a given inflation target measured along the horizontal axis and output-
gap variability measured along the vertical axis. The intersection of
the axes corresponds to zero variability of inflation and the output
gap�that is, inflation always equal to the inflation target and the out-
put gap always equal to zero. Because of the complex transmission
mechanism of monetary policy, unpredictable shocks, imprecise con-
trol and inevitable uncertainty, zero variability is a completely infeasi-
ble outcome. Instead, the curve, which can be called the Taylor curve,
in honor of Taylor [53], where it first appeared, shows the most effi-
cient and feasible combinations of inflation and output-gap variability
that monetary policy can achieve.8 Points above and to the right of the
curve correspond to inefficient monetary policy, where either inflation
variability or output-gap variability, or both, could be reduced by bet-
ter monetary policy. Points below and to the left of the curve corre-
spond to outcomes that are infeasible. The point SIT corresponds to
strict inflation targeting, when the central bank concentrates on stabi-
lizing inflation without considering the consequences for output-gap
variability. It results in the lowest feasible variability of inflation but
high variability of the output gap. The point FIT corresponds to flexible
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inflation targeting, where the central bank puts some weight on stabi-
lizing output-gap variability. It leads to somewhat increased inflation
variability but reduced output-gap variability. The point SOT, to the
right outside the figure, corresponds to �strict output-gap targeting,�
when the central bank puts all weight on stabilizing the output gap. It
would lead to very high inflation variability or worse, since the econ-
omy is then effectively lacking a monetary anchor.

Discussions among policymakers, experts, and researchers in the
monetary policy area (as reported, for instance, in [21] and [22]) have
by now resulted in considerable agreement that flexible inflation tar-
geting is the best compromise for monetary policy (see also Debelle
[17]). There is also general agreement that inflation-targeting central
banks in industrialized countries, in practice, conduct policy in this
way. That is, they aim to stabilize inflation around the inflation target
but also, to some extent, stabilize output around potential output�
acknowledging that, because of the tradeoff, unpredictable shocks,
uncertainty, and unavoidably imperfect control, there will always
remain some variability in both inflation and the output gap. The Federal
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Reserve System, although not being as transparent and systematic as the
inflation-targeting central banks and probably having shifting goals
over time, appears, nevertheless, to display elements of flexible infla-
tion targeting with a relatively large weight on output-gap stabilization.

Credibility and the tradeoff between inflation 
and the output gap 2.2.2

One important mechanism for improving the tradeoff is by achiev-
ing credibility, in the sense of anchoring inflation expectations on the
inflation target. With an explicit inflation target, credibility of the
inflation-targeting regime can be measured as the degree of proximity
between private-sector inflation expectations and the inflation target.
Shocks to inflation expectations are historically an important source of
variability in inflation and output, since shifts in inflation expectations
have independent effects on future inflation (the direct expectations
channel to domestic inflation mentioned above).9 Shifts in inflation
expectations also cause additional indirect disturbances to output and
inflation by affecting real interest rates and exchange rates. As a result,
volatility in inflation expectations shifts the curve in figure 1 up and
to the right and worsens the variability tradeoff. Conversely, more sta-
ble inflation expectations anchored on the inflation target improve the
tradeoff, shift the curve down and to the left, and allow inflation vari-
ability or output-gap variability (or both) to fall. This is also because
inflation expectations anchored on the inflation target create a strong
tendency for actual inflation to revert to the inflation target and, every-
thing else equal, mean that monetary policy needs to be less active.
Interest rates and output need to move less to counter unfavorable
movements in inflation expectations. The economy is, to some extent,
put on autopilot. This situation is every inflation-targeting central
banker�s dream. Although central bankers often may seem obsessed
with credibility, this obsession is for good reason.

Practical experience shows that credibility has to be earned over
time. In most new inflation-targeting regimes, especially when initial
inflation is high and a period of disinflation is required, inflation
expectations are high and credibility is low. An idea that makes a lot
of sense is that in a new inflation-targeting regime, the central bank
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should initially put more weight on reducing and stabilizing inflation
and be a less flexible inflation targeter in order to more quickly
achieve credibility. The cost would be more output-gap variability in
the beginning of the regime. The benefit would be an improved trade-
off and lower variability of both inflation and the output gap later on,
when credibility has improved and the central bank can afford to be a
more flexible inflation targeter.

This can be illustrated in terms of figure 1 in the following way:
Suppose, because of low initial credibility, that the economy initially
is at a point northeast of point FIT, with higher variability of both
inflation and the output gap. This initial point would be on an initial
tradeoff curve located to the northeast of the curve through points FIT
and SIT. Suppose the central bank implements strict inflation target-
ing. This would correspond to a move northwest along the initial
tradeoff curve. If credibility improves, the tradeoff curve would shift
to the southwest, to the curve through points FIT and SIT. The econ-
omy would then be at point SIT. If the central bank then implements
flexible inflation targeting, the economy would move to point FIT.
Compared to the initial situation, the economy would benefit from
lower variability of both inflation and the output gap.

Independent stabilization of interest rates 
and the exchange rate 2.2.3

A separate issue is the desirability and feasibility of independent sta-
bilization of interest rates and the exchange rate. It is certainly possi-
ble for the central bank to stabilize either the interest rate or the
exchange rate somewhat, at the cost of increased variability of infla-
tion and/or the output gap. Is it desirable for the central bank to do so?
Except in situations of financial fragility with concerns about the sta-
bility of the financial and payment system (to be discussed in section
4), I find it difficult to see good reasons for such stabilization at the
cost of increased inflation and output-gap variability (see further dis-
cussion in section 3.1). In practice, flexible inflation targeting, with a
longer horizon to meet the inflation target and concern for output-gap
variability, will normally mean a more gradual approach and a less
activist policy and, hence, reduced interest rate variability. Because
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interest rate changes lead to exchange rate changes, everything else
equal, this also reduces exchange rate variability. Increased credibility
and increasingly stable inflation expectations will reduce a major
source of shocks to both interest rates and exchange rates. Thus, suc-
cessful and credible flexible inflation targeting is likely to contribute
to less variability of interest rates and exchange rates. However,
exchange rates are, by nature, volatile asset prices and are affected by
a number of shocks beyond inflation expectations and interest rate
changes. Such shocks will continue to cause unavoidable exchange
rate variability.

Summary 2.3

In the long term, monetary policy can only control nominal variables
such as inflation and the nominal exchange rate. It cannot increase the
average level or the growth rate of real variables such as GDP and
employment, or affect the average level of the real exchange rate. At
best, it can reduce the variability of real variables somewhat. In the
short and medium term, monetary policy has effects on both nominal
and real variables. However, the complex transmission mechanism of
monetary policy, varying lags and strength of the effects through dif-
ferent channels, unpredictable shocks, and inherent uncertainty com-
bine to prevent any fine-tuning. There is general international support
for a regime of flexible inflation targeting, where inflation is stabilized
around a low inflation target in the medium term (rather than at the
shortest possible horizon) and a gradual and measured policy response
avoids creating unnecessary variability in the real economy. This still
leaves some ambiguity about the precise relative weight on output-gap
stabilization relative to inflation stabilization. I will argue in the next
section that this remaining ambiguity can be eliminated and that it is a
good thing to do so.

How to achieve the optimal compromise between inflation 
stability and output-gap stability 3

How can a central bank achieve the optimal compromise between
inflation stabilization and output-gap stabilization, while maintaining
long-run price stability in the sense of an average inflation equal to the

Monetary Policy and Real Stabilization 273



inflation target? I believe this can be done by refined flexible inflation
targeting in the following way:

1. The central bank first formulates, announces, and motivates an
explicit loss function for inflation deviations from the inflation target
and output deviations from potential output. This loss function is effec-
tive for several years. (Although this idea of an explicit loss function
may appear quite shocking to some central bankers, as we shall see,
we are only talking about one more number than the inflation target.)

2. Before each major monetary-policy decision (say, about every
quarter), conditional on the central bank�s view of the transmission
mechanism, its estimate of the current state of the economy, and its
judgment about relevant circumstances and shocks, the central bank
constructs a set of conditional (mean) forecasts, projections, of the tar-
get variables for alternative instrument-rate paths, thereby tracing out
the feasible set of alternative inflation and output-gap projections.

3. The central bank then selects the projections of inflation and the
output gap in the feasible set that minimizes the loss function and,
thereby, best fulfills the objectives. These projections will return infla-
tion to the inflation target and output to potential output at the appro-
priate pace, thereby achieving the long-run inflation target as well as
the best compromise between any short-run deviations of inflation
from the inflation target and output deviations from potential output.

4. The central bank announces the optimal projection of the target
variables and the corresponding projection of the instrument-rate path
(normally time-varying), and publishes and explains the analysis that
results in these projections. These projections then become the central
bank�s best unconditional forecast of future inflation, output gap, and
instrument rate (�unconditional� forecast in the standard sense of
incorporating all relevant information, including the central bank�s
best prediction of its future interest rate setting).

5. The central bank then sets the current instrument rate in line with
the optimal instrument projection and continues to do so until the next
major monetary-policy decision.
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6. At the time of the next monetary-policy decision, the central bank
repeats steps 2-5, taking into account the new information that has
arrived, its new estimate of the current state of the economy, and its
new judgment about relevant circumstances and shocks.

It is worth emphasizing that the above is not a mechanical procedure
and that it does not rely on models only. Instead, it allows for consid-
erable judgment and discretion in constructing the projections. It is an
example of the �constrained discretion� that, according to Bernanke
and Mishkin [13], characterizes inflation targeting. It has much in
common with current best international practice of inflation targeting
in New Zealand, the United Kingdom, and Sweden.10 It is �refined�
flexible inflation targeting, in that it goes beyond current best practice
in making precise and explicit (rather than implicit) the real stabiliza-
tion objective, and in formulating an explicit loss function, and in
using this loss function to select the optimal projections of inflation
and the output gap. It is similar to the practice in New Zealand of pub-
lishing a time-varying projection for the interest rate, but it goes
beyond the practice in Sweden and the United Kingdom of relying on
and publishing projections of inflation and output conditional on an
unchanged interest rate.

Specifying an explicit loss function 3.1

An essential element in achieving the best compromise between
inflation and output-gap stabilization is, obviously, to specify what is
meant by the best compromise. There are several advantages to being
explicit and transparent, and avoiding ambiguity and obfuscation
about the loss function: Explicit objectives improve the focus inside
the central bank on achieving the goals, provide for more consistent
policy, and allow more precise internal evaluation of past policy.
Transparent communication of those objectives allows more precise
and relevant external monitoring and evaluation of central-bank pol-
icy, thereby improving the incentives for the central bank to achieve
the stated objectives. Furthermore, it allows scrutiny of and debate
about the objectives themselves, an essential aspect of a democracy.11

Inflation-targeting central banks, although being strong advocates of
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transparency in monetary policy, have, so far, avoided completely
specifying their loss function. However, without such specification,
the precise monetary-policy objectives under inflation targeting are
still open to interpretation and continue to suffer from a lack of trans-
parency. Especially, how much weight is put on stabilizing the real
economy relative to stabilizing inflation around the inflation target?
Indeed, the objectives can be misunderstood. For instance, Meyer
[35], although arguing strongly in favor of a numerical inflation target,
interprets the inflation-targeting regimes in New Zealand, Canada, and
the United Kingdom as having a �hierarchical� mandate for price sta-
bility and contrasts this with a �dual� mandate (which he favors) in
Australia and the United States. Although, as explained below, I
believe this distinction between a hierarchical and dual mandate is a
misunderstanding of the nature of flexible inflation targeting (and I
argue in Svensson [45] that New Zealand is currently a prime exam-
ple of flexible inflation targeting), as long as inflation targeting central
banks do not announce a precise loss function for monetary policy,
misunderstandings of the precise objectives are invited.

The objectives corresponding to flexible inflation targeting can be
described precisely by a quadratic period loss function

(3.1)

where πt and yt denote inflation and output in period t, respectively, π*
is the inflation target, is potential output, is consequently the
output gap, and λ>0 is the relative weight on output-gap stabiliza-
tion. Thus, inflation and output are the �target variables,� that is, the
variables that enter the loss function. The corresponding �target levels�
are π* and , respectively. (Equivalently, we can say that inflation
and the output gap are the target variables, with the target levels π* and
0, respectively.)

Because of the lags in the effect of monetary policy actions on infla-
tion and output, the central bank has to be forward-looking and con-
sider the effects of current monetary-policy actions on future inflation
and output gap. Furthermore, because of the unavoidable uncertainty
and imperfect control, the objectives have to be expressed in terms of

yt

y yt t−yt

L y yt t t t= −( ) + −( )π π λ* ,
2 2
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expected future losses. Also, potential output, , is an unobservable
variable that has to be estimated. This is achieved by considering an
intertemporal loss function in each period t in the form of expected
discounted future losses, 

Lt (3.2)

where δ (0 < δ< 1 ) is a discount factor and Et denotes expectations
(estimations) conditional on information available in period t.12

The target level for the output gap is, thus, equal to potential output.
There is general agreement that inflation-targeting central banks
normally do not have overambitious output targets�that is, exceed-
ing potential output. Thus, discretionary optimization does not result
in average inflation bias, counter to the case in the standard Kydland-
Prescott-Barro-Gordon setup. Since the inflation target is subject to
choice but the output target is given by (estimated) potential output (as
discussed above in section 2.2, having an output target for monetary
policy different from potential output makes no sense), there is an
asymmetry between the inflation target and the output target, consis-
tent with the inflation target being the �primary objective� and a �hier-
archical� mandate. On the other hand, once the inflation target has been
determined, the objective is to minimize an expected weighted sum of
squared inflation deviations from the inflation target and squared out-
put deviations from potential output. In this sense, flexible inflation tar-
geting can be interpreted as a �dual� mandate. Thus, the hierarchical
mandate applies to the average level objectives, whereas the dual
mandate applies to the variability objectives. Thus, flexible inflation
targeting can be interpreted as having both a hierarchical and a dual
mandate, and no conflict need arise between them.

The intertemporal loss function has only three parameters: π*, λ,
and δ. For an inflation-targeting central bank, there is a specified
inflation target (a point target or the midpoint of a range), π*, and a
specified index measuring inflation. The inflation target can be deter-
mined by the government, as in the United Kingdom; specified in an agree-
ment between the government and the central bank, as in New
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crises occur, does financial stability impose constraints on monetary
policy and force the central bank to modify its decisions. Typically,
monetary policy is modified in a direction toward more expansionary
policy in order to improve the situation for a fledging financial sector,
perhaps winning some time for a financial sector cleanup and reform.
A transparent central bank would then explicitly announce when
financial stability concerns restrict its policy and motivate the corre-
sponding deviation from normal policy (for instance, a deliberate
overshooting of the inflation target). The nature of the constraint
would seem to be quite complex and difficult to specify in advance�
for instance, having to do with probability assessments of various
bankruptcies in the financial sector. The complexity of the constraint,
of course, makes it attractive to regard it as a constraint that does not
bind and can be disregarded in normal times.28

How does the central bank know whether the constraint binds or
not? It knows by continually monitoring the state of the financial sec-
tor. In some countries, for instance, Sweden, the United Kingdom, and
Norway, the central bank publishes a regular Financial Stability
Report (typically semiannually). This report includes analysis of indi-
cators of the state of the financial sector�in particular, early-warning
indicators of potential future problems. (Producing and publishing
such a regular report is one of the proposals for the Reserve Bank of
New Zealand in my review [45].) These reports serve to assure the
general public and economic agents that everything is well in the
financial sector when this is the case. They also served as early warn-
ings for the agents concerns and for the financial-regulation authori-
ties when problems show up at the horizon. Early action can then pre-
vent any financial instability to materialize, keeping the probability of
future financial stability very low.

Asset prices and bubbles 4.2

To what extent should the central bank take account of asset prices
and, in particular, potential asset-price bubbles? In the forecast target-
ing described above, asset prices will affect policy to the extent they
are deemed to affect the projections of the central bank�s target vari-
ables, inflation, and the output gap.
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Suppose asset-price increases or an asset-price bubble is deemed to
eventually increase spending on consumption and investment so that
aggregate demand exceeds potential output. The central bank would
then project a higher future output gap and higher future inflation, and,
everything else equal, the central bank would respond with a tighter
instrument-rate plan. Suppose that a large asset-price increase is
deemed to be fragile and a possible bubble with a significant risk for
a future collapse. Suppose further that a future collapse is deemed to
have undesirable consequences for inflation and the output gap. Then,
the bank faces a delicate situation. It is possible that an instrument-rate
plan with a higher instrument rate in the near future will be deemed to
dampen asset-price increases in the near future and also reduce the risk
or size of a collapse in the more distant future, this way providing a
more stable development of inflation and the output gap. These are
examples of situations when the central bank may choose to respond
to asset-price developments. However, the reason for those responses
is that the central bank is concerned about the repercussions for infla-
tion and the output gap, not with the asset prices as such. That is, asset
prices are not target variables; they do not enter the loss function. It
goes without saying that in most realistic situations, it will be very dif-
ficult to judge whether a particular asset-price movement is grounded
in expectations about reasonable fundamentals or a bubble, and
whether there are repercussions on inflation and the output gap that
motivate adjustment of the instrument-rate plan. This is obviously an
area where good judgment is crucial. It is not a place for any mechan-
ical adjustment to asset prices or bubbles. (Svensson [50] discusses the
unavoidable role of judgment in monetary policy in greater detail.)
The central bank�s reaction will not be stable but will shift with its
judgment and counter to substantial parts of the literature. I do not
believe that it is productive to discuss these issues directly in terms of
the central bank�s reaction function, for instance, as modifications of
a Taylor rule.29

Asset-price movements and asset-price bubbles may directly
threaten financial stability and cause the financial-stability constraints
on monetary policy to bind. Thus, the central bank may want to
respond to asset-price developments that bring increased risk of future
financial instability. Again, in many realistic situations, the difficulty
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in making such judgments will be very large, and there will, in many
cases, be insufficient information for taking such pre-emptive action.

Pre-emptive action to avoid future financial instability and corre-
sponding future constraints on monetary policy is an example of pre-
emptive avoidance of future restrictions on policy. It is from a princi-
ple point of view, similar to pre-emptive action in order to avoid a
future binding zero bound on the instrument rate, that is discussed in
section 5. Furthermore, because a restriction that binds in some situa-
tions and not in others is inherently nonlinear, policy that attempts to
avoid future restrictions will also tend to be nonlinear. Indeed, with
nonlinear restrictions for objectives or in the transmission mechanism,
optimal policy is nonlinear rather than linear.

The zero bound, a liquidity trap, and deflation 5

Low inflation and low nominal interest rates imply some risk for hit-
ting the zero (lower) bound for nominal interest rates. Flexible infla-
tion targeting aimed at low and stable inflation and a stable output gap
needs to take the zero bound, a liquidity trap, and the risks of a defla-
tionary spiral into account. The risk of the economy falling into a liq-
uidity trap needs to be kept small. Ways of escaping from a liquidity
trap, if the economy would ever fall in, also need to be considered.30

Suppose that the economy is hit by bad shocks that cause both a
recession (a negative output gap) and deflation. The central bank
would like to stimulate the economy (there is, in this case, no conflict
between getting out of the recession and getting inflation back to nor-
mal) and lower the interest rate. The central bank can only lower the
nominal instrument rate to zero. With deflation and expectations of
deflation, the real interest rate (the nominal interest rate plus expecta-
tions of deflation) may still be higher than the level required to stimu-
late the economy out of recession and deflation. If the nominal inter-
est rate is zero, the economy is satiated with liquidity. Open-market
operations by the central bank to expand the monetary base by buying
Treasury bills have no effect on prices and quantities (other than quan-
tity of money and outstanding quantity of Treasury bills). The private
sector is effectively indifferent between holding zero-interest-rate
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Treasury bills and money (once money holdings exceed the satiation
point, the transactions and precautionary demand for money at a zero
interest rate) and simply holds less Treasury bills and more money.
This is a liquidity trap: Expanding liquidity (the monetary base)
beyond the satiation point has no effect. Because the real interest rate
is too high, the economy may sink further into a spiral of deflation and
depression. This is the nightmare of central bankers. Fortunately, it is
a nightmare whose realization can be made very unlikely.

There are two parts of the solution to the problems associated with
the zero bound and a liquidity trap. The first part concerns how to
avoid hitting the zero bound and falling into a liquidity trap; the sec-
ond part concerns how to escape from a liquidity trap after falling in.

As discussed more extensively in my contribution [43] to the Jackson
Hole symposium 1999, a credible positive symmetric inflation target
larger or equal to 1 percent (per year) should be an effective way to
avoid falling into a liquidity trap. An inflation target of 2 percent,
say, should provide an ample margin to the liquidity trap. Suppose that
transparent inflation targeting succeeds in making this target credible,
so that private inflation expectations are anchored at the target. If
the normal real interest rate is about 2 percent, the average nominal
interest will then be about 4 percent. If the inflation target remains
credible, so that inflation expectations remain about 2 percent, reduc-
ing the nominal interest rate to zero gives a real interest rate of minus
2 percent, 4 percentage points below the normal real interest rate. This
should, in most cases, provide ample stimulus to the economy.

Indeed, forecast targeting, as discussed above, automatically means
watching for changes in future inflation and reacting in time�well
before actual inflation has turned into deflation. The MPC selecting
the feasible projection of inflation and the output gap that minimizes
the loss function, as discussed in section 3, will automatically avoid
projections and policy that get stuck in a liquidity trap. Obviously, it
is important that the loss function is symmetric around the inflation
target (and is perceived to be so by the private sector), and that the cen-
tral bank acts as decisively to inflation projections falling below the
target as to those falling above.31
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The above should go a long way to prevent sustained deflation and
a liquidity trap from ever materializing. Still, given the potential harm
a liquidity trap and a deflationary spiral may cause, and given the
small but still positive risk that a series of unfortunate shocks may
push even an exemplary inflation-targeting regime close to a liquidity
trap, as discussed in more detail in [43], I believe it is prudent for cen-
tral banks and fiscal authorities to prepare for the worst. Thus, I
believe that central banks and fiscal authorities should make advance
contingency plans for a series of expansionary emergency measures to
be undertaken at prescribed indications of an imminent liquidity trap,
but only under such prescribed indications.

The foolproof way 5.1

If the economy has fallen into a liquidity trap, with a zero nominal
interest rate, deflation, and recession or even depression, there is, as
mentioned above, no conflict between stabilizing the real economy
and achieving the (positive) inflation target. From the point of view of
both objectives, strongly expansionary policy is called for. As several
authors have pointed out, an open economy has access to a very effec-
tive stimulative measure, namely a currency depreciation. From that
insight, I have constructed a specific proposal, the foolproof way to
escape from a liquidity trap, published as an academic article with all
technical details, [48], in a conference volume from a conference
organized by the Bank of Japan (BOJ) and as a newspaper article,
[44], in Financial Times. Although this proposal is directed directly to
the BOJ and the Ministry of Finance (MOF) of Japan (the latter
because the MOF is formally in charge of exchange rate policy in
Japan), the foolproof way applies to any sufficiently open economy
that has fallen into a liquidity trap.32, 33

Getting Japan out of recession/depression and deflation arguably
remains the world�s most urgent monetary-policy task. Japan has
already lost a decade to economic stagnation and deflation. Its mone-
tary policy arguably represents the world�s worst monetary-policy
mistake since the Great Depression. With continued bad policy, Japan
may very well lose another decade. The zero-interest rate policy
implemented from February 1999 to August 2000, and again from
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March 2001, via the �quantitative easing� (expanding the monetary
base), is not sufficiently expansionary to induce a recovery. With
expectations of deflation, the real interest rate remains positive. But
the zero interest rate need not be the limit for monetary expansion.
Indeed, there is a foolproof way to jump-start the Japanese economy.
The BOJ (in charge of monetary policy) and the MOF (in charge of
exchange rate policy) can cooperate to replace stagnation and defla-
tion by growth and low inflation.

The foolproof way is to announce (1) an upward-sloping price-level
target path to be achieved, (2) a depreciation and a temporary peg of
the yen, and (3) the future abandonment of the peg in favor of infla-
tion targeting when the price-level target path has been reached. Then,
the BOJ and the MOF just have to behave accordingly.

The price-level target path provides the best nominal anchor and
also an exit strategy for the temporary peg. It should start above the
current price level, by the �price gap� to be undone. Several years of
zero or negative deflation have resulted in a price level below previ-
ous expectations, increased the real value of debt, and contributed to
deteriorating balance sheets for firms and banks. The price gap may
be 10 to 20 percent or more. The upward slope should correspond to
a small positive inflation target appropriate to for Japan, 1 or 2 per-
cent, say.

How is the price-level target achieved? This is the role of the depre-
ciation and the temporary peg. First, a depreciation and temporary peg
of the yen is technically feasible. If the peg would fail, the yen would
appreciate back to where it was, making it a good investment. Thus,
initially, before the peg�s credibility has been established, there will be
excess demand for yen. This is easily fulfilled, though, since the BOJ
can print unlimited amounts of yen and sell those for foreign
exchange. Indeed, there is a big difference between defending a fixed
exchange rate for a strong currency under appreciation pressure (when
foreign-exchange reserves rise) and for a weak currency under depre-
ciation pressure (when foreign exchange reserves fall). Thus, the peg
can be maintained, and after a day or a few, the peg�s credibility will
have been established.
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Second, the initial depreciation of the yen should be so large that it
results in a real depreciation relative to any conceivable long-run equi-
librium real exchange rate. This may require a peg at 140 or 150 yen
to the dollar, or even more. Then, the future must eventually bring a
real appreciation. Thus, the market and the general public must expect
a future real appreciation. But with an exchange rate peg, the real
appreciation can only occur with a rise in the domestic price level.
Hence, by pure logic, once the credibility of the exchange rate peg has
been established, the market and the general public must expect future
inflation in Japan. Thus, gloomy deflation expectations will be replaced
by optimistic inflation expectations.

Third, the expected future real appreciation of the yen will induce a
desirable fall in the long real interest rate in Japan. Indeed, equilibrium
on the international capital market requires that the expected real
return on investment in Japan and the rest of the world (including
expected real exchange rate movements) move approximately in par-
allel. This fall in the long real rate in Japan can also be seen as the
result of the increased inflation expectations noted above.

All this will jump-start the Japanese economy and increase output
and the price level. First, the real depreciation will stimulate Japanese
export and import-competing sectors. Second, the lower long real
interest rate will stimulate Japanese consumption and investment.
Aggregate demand and output will rise. Third, the real depreciation,
the increased aggregate demand, and the increased inflation expecta-
tions will all contribute to inflation and an increasing price level.

The price level will approach the price-level target path from below.
When the price-level target has been reached, the peg should be
abandoned, the yen floated, and the BOJ should adopt explicit infla-
tion targeting.

The foolproof way can be followed unilaterally by Japan, without
cooperation from countries in the region or from the United States.
The objections to a real depreciation of the yen that have been voiced
by other countries in the region and some U.S. officials are mistaken.
Expansion in Japan requires a lower real interest rate, and a real
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depreciation is the unavoidable mirror image of a lower real interest
rate. A real depreciation means that Japanese exporters get a short-
term competitive edge, but growth in Japan and increased aggregate
demand will increase Japan�s import from the rest of the world. A real
depreciation has both a substitution and an income effect on the trade
balance. These effects are of opposite signs. Thus, the real deprecia-
tion will tend to increase Japan�s trade surplus. But the income effect,
due to increased output, employment, and income in Japan, will tend
to reduce the trade surplus because of Japan�s increased import.
Therefore, the net effect on the trade balance is probably quite small.
The foolproof way is, therefore, not a beggar-thy-neighbor policy,
except possibly in the very short run. In the medium and long run, the
region, the United States, and the world will gain substantially from an
expansion in Japan. In particular, if the rest of the world is sluggish,
Japan is needed even more as an engine of growth and trade.

Other proposals for Japan have focused on introducing inflation tar-
geting (for instance, Bernanke [10], Krugman [30], and Posen [39])
and/or depreciating the yen (for instance, Bernanke [10], McCallum
[31], and Meltzer [34]). The foolproof way is consistent with these
proposals, but it provides better benchmarks in the form of a peg for
the yen, a price-level target path, and an exit strategy for the peg. The
peg also provides an arena where the BOJ and the MOF can quickly
demonstrate their resolve to end stagnation and deflation and, thereby,
gain credibility.

Finally, the foolproof way does not at all reduce the urgent need for
structural reform and a cleanup of the financial sector in Japan.
Importantly, it is a complement rather than substitute to these other
policy actions.

Some commentators (The Economist [19] and Financial Times [18],
as well as a number of newsletters from various investment banks)
seem to assume that the only effects of a depreciation of the yen are a
rise in the Japanese CPI due to increased import prices and a stimula-
tion of exports. They have, consequently, concluded that the effect of
an exchange rate depreciation is more modest. As shown above, and
fortunately for Japan, the effects of a depreciation and a peg of the yen
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depend on the whole policy package of the foolproof way and will,
therefore, be more widespread. Thus, the main effect of a depreciation
of the yen and a peg is not the direct effect on CPI inflation through
domestic prices of imports (the direct exchange rate channel to CPI
inflation mentioned in section 2). This direct exchange rate effect is an
additional effect to the ones mentioned above for the foolproof way.
Thus, the foolproof way will lead to increased inflation of domestically
produced goods and services�that is, increased inflation in the Japanese
GDP deflator, increased expectations of inflation in the GDP deflator,
and increased demand for domestically produce goods and services
from a lower real Japanese GDP-deflator interest rate, the nominal
interest rate less inflation of the GDP deflator. Indeed, the �price
level� referred to in the foolproof way is really the GPD deflator, not
the CPI. (This is made clear in the technical article [48] but not in the
popular article [44]. The foolproof way can also be expressed in terms
of the CPI price level, but the analysis is then slightly more complex.)

The foolproof way takes the rest of the world as given and, in par-
ticular, assumes that the rest of the world is not in a liquidity trap and
a deflationary spiral but has positive inflation and a positive nominal
interest rate (which has, fortunately, always been the case since the
Great Depression). If the rest of the world would also be in a defla-
tionary spiral (a highly unlikely outcome if the rest of the world has
sufficiently positive inflation targets), it and Japan can obviously not
apply the foolproof way at the same time.

Some commentators have been concerned about the fall in Japanese
bond prices and corresponding negative balance-sheet effects that the
foolproof way would cause. The foolproof way implies, once the tem-
porary peg has become credible, that the Japanese short nominal inter-
est rate has to rise above zero (to the level of the U.S. rate, if the peg
is against the dollar). This implies that there will be a capital loss for
holders of Japanese government bonds. However, these losses are
gains of the same size for the Japanese government. If the losses are
considered a problem, the government could compensate the losers by
a subsidy, for instance, in the form of an increased coupon on the out-
standing government bonds. Of course, any recovery and return to
growth and expansion in Japan must imply an eventual increase in the
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short nominal interest rate above zero and, therefore, a capital loss on
bonds. Avoiding that capital loss will mean avoiding a recovery.
Furthermore, the total balance-sheet effects of the foolproof way, with
lower real interest rates, increased demand, output, employment, and
profits, would seem to be overwhelmingly positive, with rises of stock
prices and property values that would swamp any capital losses on
government bonds.

Interestingly, since the current U.S. short nominal interest rate is
low, the rise in the Japanese nominal rate from the foolproof way
would be small. From this point of view, this may be a good time to
initiate the foolproof way. For Japan, it would have been better the ear-
lier it had been initiated, though.

The foolproof way could jump-start Japan out of recession/depres-
sion and deflation. Not applying the foolproof way could mean
another lost decade for Japan. The foolproof way can help any suffi-
ciently open economy to escape from a liquidity trap. It belongs
among the contingency plans that prudent central banks should pre-
pare for the worst-case scenario of falling into a liquidity trap and risk-
ing a spiral of deflation and depression.

Summary and conclusions 6

The conclusions of this paper can be summarized in the following
points:

� In the long term, monetary policy can only control nominal vari-
ables such as inflation and the nominal exchange rate. It cannot
increase the average level or the growth rate of real variables such as
GDP and employment, or affect the average level of the real exchange
rate. At best, it can reduce the variability of real variables somewhat.
In the short and medium term, monetary policy has effects on both
nominal and real variables. However, the complex transmission mech-
anism of monetary policy, varying lags and strength of the effects
through different channels, unpredictable shocks, and inherent uncer-
tainty combine to prevent any fine-tuning. There is general interna-
tional support for a regime of flexible inflation targeting, where infla-
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tion is stabilized around a low inflation target in the medium term
(rather than at the shortest possible horizon), and a gradual and meas-
ured policy response avoids creating unnecessary variability in the
real economy. Monetary policy can achieve average inflation equal to
a given inflation target and, at best, a good compromise between infla-
tion variability and output-gap variability. Monetary policy cannot
completely stabilize either inflation or the output gap. Increased cred-
ibility in the form of inflation expectations anchored on the inflation
target will reduce the variability of inflation and the output gap.

� I believe that the time has come for central banks to improve
transparency and accountability by specifying and announcing an
explicit loss function for monetary policy. This actually boils down to
just specifying one more number than the inflation target, namely a
parameter with a simple interpretation, the dislike of output-gap vari-
ability relative to inflation variability. The Monetary Policy Committee
can simply vote on the relative weight as it votes on a number of other
things. Specifying and announcing an explicit loss function will better
focus the work inside the bank on achieving the optimal compromise
between inflation stability around the inflation target and output stabil-
ity around potential output, allow more precise external monitoring and
evaluation of monetary policy, and allow more precise scrutiny and
debate about the monetary-policy objectives.

� Central banks can best achieve both the long-run inflation target
and the best compromise between inflation and output-gap stability by
engaging in �forecast targeting,� where at each major monetary-policy
decision, the bank selects the feasible combination of inflation and
output-gap projections that minimize the loss function and the corre-
sponding instrument-rate plan and sets the instrument-rate accord-
ingly. These projections are then the central bank�s best unconditional
forecasts of inflation, the output gap, and the instrument rate.
Announcing and motivating these forecasts maximize the impact on
private-sector expectations and the economy and make the implemen-
tation of policy most effective. This allows the most effective external
monitoring and evaluation of the policy, and, thereby, creates the
strongest incentives for the bank to conduct good policy. It also allows
precise debate about the monetary-policy objectives.
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� Because of the variety and complexity of the information the cen-
tral bank responds to and the unavoidable big role of judgment in its
response, forecast targeting cannot be expressed in terms of a simple
instrument rule, such as a Taylor rule.

� Financial stability, including a well-functioning payment system,
is an important additional objective for the central bank. This objec-
tive can conveniently be considered as a restriction on monetary
policy that does not bind in normal times but does bind in times of
financial crises. Transparency then requires central banks to explain
when this restriction does bind and how it induces deviations from
normal policy. By producing and publishing Financial Stability
Reports with indicators of financial stability, the central bank can
monitor the degree of financial stability and issue warnings to con-
cerned agents and authorities in due time and, this way, avoid deterio-
rating financial stability.

� Forecast targeting implies that asset-price developments and poten-
tial asset-price bubbles are taken into account and responded to the
extent that they affect the projections of the target variables, inflation,
and the output gap. Situations can arise when asset-price develop-
ments are deemed unsustainable and, hence, bubbles and when a
future collapse is deemed likely. If the probability of such a future
collapse is deemed to impact on inflation or output gap projections,
the central bank may want to adjust policy to moderate the asset price
developments and reduce the probability of future collapses, thereby
achieving more preferable inflation and output-gap projections. In most
cases, it will be difficult to make such precise judgments, though,
especially to identify bubbles with reasonable certainty.

� The zero bound, liquidity traps, and risks of deflation are serious
concerns for a monetary policy aimed at low inflation. A symmetric
positive inflation target is likely to provide sufficient margin to those
risks. Forecast targeting with such an inflation target will avoid the
zero bound, liquidity traps, and deflation. Prudent central banks and
ministries of finance may want to prepare in advance contingency
plans for situations when a series of bad shocks substantially increases
the risk of falling into a liquidity trap, as well as contingency plans for
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how to escape from a liquidity trap if the economy has fallen in. An
open economy can use the foolproof way to escape, with a price level
target, a currency depreciation and a temporary exchange rate peg, and
an exit strategy with a shift to inflation target when the price-level tar-
get has been reached. This applies, in particular, to Japan, where not
following the foolproof way could mean another lost decade.
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Endnotes

1 This section builds on Svensson [45].

2 See Svensson [48] for a more formal discussion.

3 Thus, potential output is distinct from a pure trend of actual output, and it will
vary with real shocks to the economy. Potential output is defined inclusive of real imper-
fections like imperfect competition. Thus, potential output is lower than the efficient
output level resulting under perfect competition and no frictions.

4 Thus, similarly to potential output, the neutral real rate (also called the Wicksellian
natural interest rate) is distinct from a pure trend of the actual real interest, and it will
vary with real shocks to the economy.

5 The mirror image of this is a rapidly increasing rate of growth of the monetary
base. In order to maintain the short real interest rate below the neutral rate, the central
bank has to inject money into the economy at a rapidly increasing rate. At higher infla-
tion rates, this money-growth channel to inflation becomes dominant.

6 Increasing potential output toward the efficient output level is an important
objective for economic policy, but other policies than monetary policy should be
used�for instance, structural policies that improve the degree of competition on mar-
kets for goods and services and the workings of the labor market.

7 �Price stability� in the literature usually, somewhat inappropriately, refers to a sit-
uation with low and stable inflation, and not only to a situation with a stable price
level. Throughout this paper, I only discuss inflation targeting, not price-level target-
ing. As discussed in Svensson [43], these are not identical. Inflation targeting makes
inflation stationary, but not the price level. Imperfect control of inflation introduces
shocks to the price level that are not undone. The price level becomes a random walk
with drift. Even with a zero inflation target, the price level becomes a random walk.
Thus, the variance of the future price level increases linearly with the forecast hori-
zon. Price-level targeting, also with a steady increasing price-level target, would make
the price level trend-stationary and the variance of the future price level would be con-
stant. Price-level targeting has, to my knowledge, only been explicitly attempted in
Sweden in the 1930s, see Berg and Jonung [9].

8 Taylor [53] measured inflation and output-gap variability in terms of standard
deviations. Given the discussion of a quadratic loss function in section 3, it is more
convenient to express variability in terms of variances.

9 Goodfriend [25] discusses �inflation scares.� Debelle [17] discusses credibility
and the tradeoff between variability of inflation and the output gap.
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10 Some readers may ask why I do not include Canada as a country with best inter-
national practice of inflation targeting. After all, Canada was the second country after
New Zealand to introduce an explicit inflation target, and the Bank of Canada has
considerable accumulated experience and has been quite influential in advising other
central banks introducing inflation targeting. The reason is that the Bank of Canada
does not yet live up to best international practice when it comes to transparency
because it does not publish a detailed internal inflation forecasts. When that occurs, I
will be very pleased to list the Bank of Canada as one of the best-international-prac-
tice inflation targeters. However, the competition at the top may be stiffening: The
Bank of Norway, for instance, is a competent and enthusiastic newcomer to the infla-
tion-targeting camp, see Svensson, Houg, Solheim, and Steigum [51].

11 Goodhart [26, p. 173] expresses some skepticism about feasibility of both estab-
lishing and minimizing an explicit loss function for monetary policy. I argue in some
detail against that skepticism in Svensson [49], on which paper this section builds.

12 The scaling by 1�δ of the expected sum of discounted future losses is practical, since
it implies that the sum of the scaled discount factors is unity, Στ=0(1�δ)δτ=1. This implies
that the sum is of the same order of magnitude and in the same units as period
losses.

13 However, a fine point to remember is that, since (3.3) does not allow derivatives
with respect to inflation and output gap in a particular (future) period, when such
derivatives are needed, they must be computed before the limit is calculated. Along
the same line of reasoning, objectives in the form of expected discounted future losses
like (3.2) with (3.1) are more operational than in the form (3.3), since the former form
can be used to evaluate single projections of inflation and the output gap (see further
discussion below).

14 Let median(ν) denote the median of the elements of the vector ν. For an MPC
with J members, let λj denote the individually preferred relative weight of member
j, j = 1, ..., J. Then the MPC�s aggregate relative weight, , will simply be given by

=median( ).

15 Although some might argue (and even favor) that MPCs, especially the Federal
Open Market Committee of the Federal Reserve System, work by members having
different individual loss functions and voting according to those individual loss func-
tions, I find that situation of different unknown loss functions inconsistent with a rea-
sonable degree of transparency.

16 Gaspar and Smets [24] discuss several cases when the central bank achieves bet-
ter results, from the point of view of society, if it has a relative weight on output-gap
stabilization, λ, that is less than society�s, what is called �weight-conservativeness� in
Svensson [42]. The classic argument for weight-conservativeness is in Rogoff. [40],
where it reduces average inflation bias under discretion. This, of course, presupposes

λ λ λ1 2, ,..., Jλ
λ
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that the central bank has an output target that exceeds potential output (an output-gap
target that is positive), so there is an average inflation bias in the first place. Average
inflation bias seems to have, more or less, vanished from practical monetary policy. I
believe the best explanation for this is rather that central banks have become �output-
conservative,� in the sense of having an output-gap target equal to zero, as discussed
above for inflation-targeting central banks. This explanation is also consistent with
the data, since countries with lower inflation do not have higher output variability
(higher output variability is a prediction of weight-conservativeness). Gaspar and
Smets discuss more recent arguments for weight-conservativeness�for instance, that
it may reduce the �stabilization bias� that results under discretion in more complex
models than the original Kydland-Prescott-Barro-Gordon model. However, stabilization
bias is quite model-dependent, and it need not always go in the same direction.
Furthermore, a commitment to an optimal targeting rule, as in Svensson and
Woodford [52], is a better way to avoid stabilization bias, and the optimal targeting
rule remains quite simple in the models considered by Gaspar and Smets. Ehrmann
and Smets [20] show that, in the (very realistic) situation where there is uncertainty
about potential output, a weight-conservative central bank under discretion would
only marginally improve social welfare. Even then, a commitment to the relatively
simple optimal targeting rule would be best. Orphanides and Williams [37] consider a
situation with simple learning and expectation formation by the private sector, in
the form of the running of simple regressions of current inflation on lagged infla-
tion, and show that weight-conservativeness has the good effect of stabilizing infla-
tion expectations. However, this is a very primitive form of learning, and transparent
inflation-targeting central banks affect inflation expectations much more directly
via published inflation forecasts and by explaining how monetary policy works. On
balance, I am not convinced by the various arguments presented in favor of weight-
conservativeness, and I believe that the MPC should not try to be weight-conservative
relative to society, except possibly when a new inflation-targeting regime needs to
establish credibility, as discussed in section 2.

17 Nobay and Peel [36], al-Nowaihi and Stracca [2], and Ruge-Mercia [41] exam-
ine alternative asymmetric monetary-policy loss functions. Asymmetric loss functions
are frequently motivated from a descriptive rather than prescriptive point of view�
for instance, corresponding to observed deviations from rational behavior. I believe an
informed and competent MPC deciding on the appropriate loss function should
approach the issue from a prescriptive point of view and select the most appropriate
and rational loss function.

18 Meltzer [33], writing in 1986, emphasized the magnitude of forecast errors and
expressed severe doubts about discretionary policy based on forecasts and judgment.
Evidence from the last decade undoubtedly puts policy, that is based on forecasts and
judgment but, in addition, is constrained by a more explicit objective and explained in
a transparent way, in a much better light.

19 In cases when the assumptions of a linear model and quadratic loss function are
not fulfilled, as discussed in Svensson [46] and [50], one can still apply �distribution
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forecast targeting,� where the forecasts are explicit probability distributions and the
intertemporal loss function is the explicit or implicit integral over those distributions.

20 The Bank of England and the Riksbank do not publish graphs of mean (that is,
probability-weighted average) forecasts in their Inflation Reports but rather of mode
(that is, maximum probability) forecasts, with �fan charts� and confidence intervals
illustrating the probability distribution. Since the mode forecast has no special policy
relevance (unless the loss function is of the rather bizarre all-or-nothing kind, see
Wallis [55] and Vickers [54]), it would make more sense to plot graphs of mean fore-
casts. The mean and the mode are usually not that different, though, since they (for a
uni-modal probability distribution) differ only when the probability distribution is
asymmetric and the distribution is usually relatively symmetric. When the probability
distribution is asymmetric, there is usually some discussion in their Inflation Reports
of the relative size of �upward� and �downward� risks, which can perhaps be inter-
preted as a modification of the mode forecast toward the mean. If the mean would be
plotted instead, no such modification would be needed, and the fan chart can be inter-
preted as just displaying the uncertainty of the forecast around the mean. This would
be a more transparent way of communicating, I believe.

21 For simplicity, I here abstract from a time-consistency problem that arises with
models with forward-looking variables. Even in the absence of an average inflation
bias, this time-consistency problem results in �stabilization bias� (non-optimal coeffi-
cients in the implicit reaction function) and a lack of history-dependence. The magni-
tude of the problem may be small in realistic models with relatively strong backward-
looking elements. The nature of the problem and possible solutions, including �a
commitment to continuity and predictability� or a commitment to an optimal target-
ing rule are discussed in Svensson and Woodford [52] and Svensson [50].

22 As Goodhart [26, p. 177] puts it: �When I was a member of the MPC I thought
that I was trying, at each forecast round, to set the level of interest rates so that, with-
out the need for future rate changes, prospective (forecast) inflation would on average
equal the target at the policy horizon. This was, I thought, what the exercises were
supposed to be.� Nevertheless, the Bank of England (2000, p. 67) states that
�[h]owever, there is no mechanical link between the projected level of inflation in two
years time based on constant interest rates and the appropriate current setting of mon-
etary policy.�

23 Furthermore, as discussed in Svensson [47], inflation-forecast targeting, either
in the general form of minimizing a loss function over forecasts or in the specific form
of fulfilling a targeting rule is generally not the same thing as implementing a �fore-
cast-based� instrument rule, as

it = γ(πt+T,t � π*),

where the instrument rate responds to a T-period-ahead inflation forecast, or the vari-
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ants thereof that originated in the Bank of Canada�s Quarterly Projection Model and
are examined by, for instance, Batini and Haldane [6], McCallum and Nelson [32],
and Batini and Nelson [8].

24 Batini and Nelson [8] discuss two very different definitions of the policy hori-
zon in monetary policy, calling them the �optimal policy horizon� and the �optimal
feedback horizon.� The former refers to the horizon at which inflation reaches the tar-
get after a shock away from the target; the latter refers to the optimal horizon T for a
forecast in a forecast-based instrument rule. In general, there is no specific relation
between the leads of inflation that appear in the optimal specific targeting rule and the
leads that correspond to these optimal-horizon definitions. Put differently, there is no
specific �optimal horizon.�

25 Let each member j, j = 1, ..., J, of the MPC individually prefer the instrument-

rate plan in period t. Then the MPC�s aggregate instrument-rate

plan, fulfills for all .

26 The proposal can be seen as a mechanism for aggregating preferences that
avoids the so-called Condorcet paradox, that with multiple policy alternatives there
may not be a policy that commands a majority vote against all alternatives (see, for
instance, Person and Tabellini [38]). The proposal means that the MPC members vote
simultaneously on the instrument rate for all future periods by each member first writ-
ing down his or her preferred instrument rate for each period. The aggregate instru-
ment rate for each period t+τ, the median rate for that period, can then be seen as the
result of voting on the instrument rate in that period, independently of the outcome of
the voting for other periods.

27 There is an equivalence between a constraint and a modified loss function (this
is the idea behind using a Lagrangian to solve a constrained optimization problem).
In the same way as there is, for an import quota, an equivalent alternative (variable)
import tariff, there is, for a given restriction, an equivalent alternative additional term
in the loss function with an endogenous and nonlinear shadow price of the constraint.
The endogeneity and nonlinearity of the shadow price make the additional term in
the loss function more complex than a quadratic term, though.

28 A constraint that binds in some situations and not in others introduces a nonlin-
earity. Then the conditions for certainty-equivalence, by which the mean projections
of the target variables are sufficient, are no longer fulfilled. Strictly, the central bank
should then apply the �distribution forecast targeting� referred to in footnote 19.
Continuing to use mean projections may still be an acceptable approximation, more
so the smaller the probability of the constraint binding.

29 The role of asset prices and bubbles in inflation target has been the subject of rel-
atively intensive debate in, for instance, Batini and Nelson [7], Bernanke and Gertler

τ ≥ 0i i i it t t t t t t t
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[11] and [12], Cecchetti, Genberg, Lipsky, and Wadhwani [14], and Cecchetti,
Genberg, and Wadhwani [14]. Most of this debate has been in terms of whether or not
an instrument rule should include responses to asset prices and bubbles. This is, in my
mind, too mechanical an approach to the question of whether or not inflation-target-
ing central banks should respond to the information contained in asset prices and bub-
bles. As discussed in Svensson [50], with judgment playing an essential role, the cen-
tral bank reaction function becomes overwhelmingly complex, and it is more practi-
cal to discuss policy in terms of the much simpler optimal targeting rule, the Euler
condition of optimal monetary policy.

30 Two conference volumes, Fuhrer and Sniderman [23] and Bank of Japan [48],
discuss these issues at length.

31 As for the restriction corresponding to financial stability discussed above (foot-
note 28), the zero bound implies a nonlinearity that strictly violates the certainty-
equivalence results that implies that mean forecasts are sufficient to guide policy. In
most cases, it is still probably an acceptable approximation to continue to use mean
forecasts when the probability of the zero bound binding is positive. However, if the
central bank deems that the approximation is not sufficiently good, it may need to shift
to distribution-forecast targeting.

32 An ambitious Federal Reserve Board paper on preventing deflation and the les-
sons from Japan�s experience strangely leaves out any discussion of a currency depre-
ciation, Ahearne and others [1, footnote 7]: �In this paper, we focus on the constraints
to conventional monetary policy posed by the zero-lower-bound on nominal interest
rates. We do not dispute the possibility of using other nonconventional means of mon-
etary stimulus once the zero bound is reached�see Krugman (1998), Goodfriend
(1997, 2000), Bernanke (2000), Clouse, Henderson, Orphanides, Small, and Tinsley
(2000), and Svensson (2001), among others, as well as Ueda (2001) for the BOJ�s
views toward such options. Nevertheless, we would agree with many analysts that
once the zero bound is reached, reactivating the economy becomes more difficult and
more uncertain.�

33 See www.princeton.edu/~svensson/japan/japan.htm for more details on Japan
and the foolproof way.
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Commentary:
Monetary Policy and

Real Stabilization

Matti Vanhala

Lars Svensson�s discussion about the role of monetary policy goes
to the heart of the matter. I will comment on the topic generally, but
using Lars� paper as a vehicle to some degree. I suspect that he repre-
sents a possibly significant body of academic opinion that central
banks should broaden their view of their own mandate. 

I like Lars Svensson�s paper. Let me characterize it: It is elegant and
insistent, in that its internal logic is consistent in the extreme. It is
imaginative in its assumptions about the environment of monetary
policy. It is subversive in its policy prescriptions.

I would like to advise you not to focus on the specifics of his argu-
mentation and modelling. Focus instead on the two core elements in
his presentation: First, the mandate of monetary policy. Secondly, how
a central bank should go about designing, deciding, implementing, and
communicating its monetary policy in a way that promotes intellectual
discipline, transparency, and accountability. I would especially like to
stress the importance of this second element. Central banks must make
progress in the area of transparency, and here Lars� paper offers some
brave and consistent elements for debate. He deserves credit for stick-
ing his neck out.

The fundamental issue for this session is whether monetary policy
should or should not directly contribute more to real growth and
employment, instead of focusing predominantly on price stability. 
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Whenever economies slow down, an increasing interest in this ques-
tion is to be expected, whatever the monetary policy regime. In coun-
tries where central banks have only in the last decade been given inde-
pendence, along with a legislative mandate centering on price stabil-
ity, it was equally to be expected that once their economies slow down,
the rhetoric would change. It is as if quite a few people would have
second thoughts about both mandates and independence now that they
see that central banks actually behave independently and pursue price
stability as mandated. 

All this has been in accordance with the script. Most of the rhetoric
is froth, not intended for anything but political consumption.
Nevertheless, there is always a danger that central banks themselves
are intimidated if there is a constant trickle of hints and doubts from
the outside. 

Given the limited time available, I will be quite straightforward
about my own prejudice in this matter: 

(1) For monetary policy, with its one and only instrument, i.e., one
interest rate (not the curve nor any spreads), to adopt objectives addi-
tional to price stability entails a genuine constraint and compromise on
price stability in favor of objectives for which monetary policy is ill-
equipped and cannot be expected to perform efficiently. Giving mon-
etary policy a role in which it cannot succeed will weaken its effec-
tiveness and its credibility in the area where it has a reasonable ana-
lytical basis and a respectable record. 

Of course, there are exceptional circumstances from time to time,
forcing other considerations into the forefront. But these situations are
not the rule. 

In any case, and generally speaking, price stability provides a bene-
ficial environment for the real development of the economy. All this is
well-accepted. But there is this seductive distinction between the
short-term and the long-term real effects of monetary policy. It always
surfaces in these debates. What about it? 
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We are well aware that monetary policy actions can have impacts on
the real economy in the short run. It can also have, and has frequently
had, longer-run effects when it contributes to violent swings in the
economy that result in the destruction of physical and human capital
that would otherwise have contributed to continuing real growth.
Worse still, it can contribute to a lack of confidence in the operation of
the economic system. During the last decade, a great many developed
industrial economies have retreated from monetary policies that man-
aged to make a major negative contribution to the real economy by
permitting high and variable inflation. 

It seems clear to me that deliberately exploiting any assumed favor-
able short-term tradeoff between price stability and output stability is
an incredibly demanding task for monetary policy. We do not possess
the knowledge required. We do not know what precise short-term rela-
tionships are likely to prevail in the immediate short-term future. We
do not even know the current state of the economy with any confi-
dence�as we have seen everywhere again this year. No one really
knows what the output gap is, other than a useful and popular concept
with many meanings. For these and other reasons, forecasting is par-
ticularly bad at detecting changes in trends and at predicting turning
points. Yet, this is precisely what would be needed for meaningful sta-
bilization policies. With a medium- and long-term orientation in a mon-
etary policy aiming for price stability, the situation is quite different.

(2) But even if occasionally we might feel confident about being
able to contribute to short-term stabilization of the real economy,
should we embark on such a course?

In the case of unfavorable supply shocks, a monetary policy
designed to soften the impact will delay a real adjustment that might
need to start immediately. This point is quite important in the
European context; it is possibly less acute for the United States. In
Europe, structural rigidities are generally agreed to be a major cause
of the modest assessments of potential growth. Here, an accommodat-
ing monetary policy can do little to help; quite the contrary, it may
worsen the fundamentals. 



Similar concerns may apply to the demand side. An accommodating
policy implies discounting a forecast reversal (upturn) in the economy
that may turn out to be slow in coming. We have lived through such
scenarios also in the past.

(3) Another problem with a politically more �forthcoming� mandate
in monetary policy is the likelihood that enlargements of the mandate
in the direction of stabilization policy take pressure off other public
policies, typically the policies that would be the only efficient ones but
which are politically difficult to carry to acceptance and implementa-
tion. All structural problems belong in this category. It seems to me that
political inconvenience has no legitimacy as an argument. Monetary
policy should not be allowed to slip into the role of a bad substitute for
efficient measures needed on the part of other policymakers, usually
the government.

(4) A similar argument is often valid in the context of so-called
�coordination� of monetary and fiscal policies. Coordination sounds
attractive and rational, but it ties the central bank into suboptimal con-
stellations and policies in its main area of responsibility. 

For all these reasons I believe that it is almost certainly unrealistic
and always dangerous to the credibility of monetary policy to get into
short-term output stabilization. But, this is not a gloomy view of the
role of monetary policy. Acknowledging reality gives a better starting
point for pursuing whatever aims you can successfully pursue. This
means price stability, or perhaps we should say monetary stability, if
we take financial stability seriously, as we should. Whether in some
future we might be able to justify ambitions concerning asset markets
remains to be seen.

Let me now revert to Lars Svensson�s paper and to what I regard as
the two core issues in his essay. I have serious doubts about a dual
mandate for monetary policy, as I have explained. What I like, how-
ever, is his meticulous effort to spell out a consistent framework of
transparency. This is an area where work is needed. Lars deserves
recognition for sketching out a consistent set of elements, from design
to decision to implementation to communication. The problem with
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his specific and very precise version is that we might not be able to
make it comprehensive to a broad public, in which case it would all be
in vain. A useful test is the following question: Can you explain your
policy easily to any parliamentarian in five minutes and be sure that he
or she, thereby, is qualified to convey it correctly and convincingly to
his or her voters in two minutes? If there is any doubt, all transparency
and accountability is gone. 
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General Discussion:
Monetary Policy and

Real Stabilization

Chair: John B. Taylor

Mr. Taylor: Thank you, Matti. We have some time for comments and
questions. 

Mr. Freedman: As always, I find Lars� characterizations interesting.
When we introduced inflation targeting in Canada in 1991, we talked
very explicitly about the fact that if there were a shock to the system
and inflation moved away from the target, we would bring it back
gradually because of the need to avoid the kind of volatility both in
output and the policy instrument that would come from trying to get it
back too quickly. It was only in 1996 or 1997, when I read Lars� first
published piece on this question, that I realized that we had been min-
imizing the loss function all along. That was a very nice way of char-
acterizing it.

There are two points about this paper I�d like to make. The first
relates to the mean versus mode debate, and I�d like to tie that to the
asset price issue. One of the real challenges to central banks is how to
deal with small probability cases. If we have a situation where there is,
say, a 10 percent probability of an asset price collapse and a 90 per-
cent probability that it is not going to happen, do you then go ahead
and focus on what one would call the mode, which is the appropriate
path for policy in the 90 percent case and say, �If the 10 percent case
happens, we�ll try and deal with it later.�? Or do we try to deal with
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the mean? In that case if the small probability outcome doesn�t hap-
pen, you are going to have an interest rate path that is not appropriate.
But even if it does happen, you will not have moved interest rates
enough to deal with the collapse of asset prices in any case. So, it is
very much an open question of how to deal with such a situation.

My last point is a technical one. The chancellor�s letter in the Bank
of England arrangements should not be interpreted as a characteriza-
tion of what lambda is. Rather, it is a point more related to accounta-
bility. Charlie Bean talks about the relation between the Bank of
England and the chancellor as an incomplete contract�i.e., the chan-
cellor is not specifying to the Bank of England how quickly to come
back to target. Rather, the letter, as I said, is a question of accounta-
bility, and it is up to the central bank (and this is true for all central
banks) to determine the speed of return, which in your model is the
lambda. I tend to think of lambda as relating to how quickly you want
to get back to target.

Mr. Taylor: Thank you Martin.

Mr. Barnes: I have a question about the foolproof way to escape
from a liquidity trap, which obviously makes sense for a one-economy
situation like Japan. But an obvious question would be: What happens
when you have two or more major countries in that situation? In the
context of the United States, it may be an outlying forecast to make,
but the reality is we have a 1 percent inflation rate, a 1 percent inter-
est rate, and an economy that is operating below capacity. The possi-
bility of a U.S. liquidity trap should be in the distribution somewhere.
How would you escape from that situation?

Mr. Taylor: There are a number of people who would like to speak,
so let�s go through a few and then Lars can comment. Allan Meltzer is
next.

Mr. Meltzer: First, I have a couple of comments. One is to pick up a
comment that Governor Vanhala made and amplify it. There are real
influences on prices such as oil shocks, excise tax changes, and other
one-time effects. To lump those together with the monetary part of
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inflation is, I believe, to lead yourself into trouble. You really want to
think about those separately because you may want to respond to them
separately. You may, in fact, not want to respond to the oil shock
increases at all because you think those are one-time changes. That is
a continuing problem in the discussion of inflation, and inflation tar-
geting is to really think about separating out one-time changes from
the steady-state changes that come from monetary policy. When
Milton Friedman used his famous expression, �Inflation is always and
everywhere a monetary phenomenon,� he didn�t mean that oil-price
shocks couldn�t occur. He just meant that those were not part of what
he wanted to call inflation. It is important that that distinction should
take a larger part. I know you have written about this before, Lars, but
in this paper where you are giving instructions to the central bank, you
skip over that.

Second, I would like to comment on the standard model. This is not
a comment so much on you because your paper really exposits very
well what is pretty much a standard model. But, that model cannot
explain the recent past at all well because there is a channel missing.
That channel is the channel by which monetary policy directly affects
the demand for assets, and asset prices are affected by monetary pol-
icy. There is no reason, in either practice or theory, why increasing
money cannot directly affect asset prices. If we think about the recent
experience, asset prices rose. When asset prices rose, those prices are
the value of existing assets. When the value of existing assets rises rel-
ative to the cost of producing new assets of that kind�called invest-
ment�we get more investment. And, when asset prices collapse, we
get less investment. I don�t think you can explain what has happened
unless you bring in the relative price of assets to output, as in much
earlier models by Tobin, by Brunner, and me that emphasize the role
of asset prices, as in Tobin�s �Q.� That is missing from these models,
and it is misleading for central banks to think they can explain what is
happening. It doesn�t change what the nature of their objective is, but
it very much changes the way in which they are going to respond to
that objective. In my view, that relative price mechanism is not a
wealth effect. It is a relative price effect. It tells us the next steps in the
recovery are that people are going to borrow at low interest rates and
buy existing assets. That will be one way in which the transmission



mechanism�raising asset prices�and thereby stimulating invest-
ment, the production of substitutes for those assets.

Finally, there is an interesting issue of political economy, which you
don�t address but which you weren�t asked to address. That is, why do
some countries and central banks become more explicit in the way in
which they announce their targets? Others practice something very
much like the framework that you and others have elaborated but don�t
explicitly say it. Then, there is a third group, which neither say it nor
do it. There is an interesting question there about what kind of politi-
cal structures generate the kind of framework that you talking about.

Mr. Taylor: Why don�t you quickly react to where we are now
because there are a lot of other people who would like to comment.

Mr. Svensson: I�ll do my best to be brief. In response to Matti
Vanhala, he questioned whether one should mention additional objec-
tives for monetary policy at all. I think they are already there. In the
U.S. Reserve Bank Act, there are more things mentioned than stable
prices. In the PTA in New Zealand, there are more things mentioned,
as in the chancellor�s letters. So, I propose a way to take it into account
rather than pretending that they don�t exist.

In explaining the loss function to the general public, you can say that
you want to achieve a long-run average inflation target, but you also
want to achieve a good compromise between inflation variability and
output gap variability, as indicated by the relative weight, lambda.

In response to Chuck Freedman, I agree that the issue of low proba-
bility events is a very interesting one. The standard view is that you
should use the mean and this way, anticipate the event. But, some peo-
ple have suggested there are some low probability events for which
you may want to wait and see whether this event occurs and only han-
dle it then. I don�t think it is completely clear what one should do.
Regarding the chancellor�s letter: An explicit loss function would be a
precise interpretation of the chancellor�s intent. It would be appropri-
ate if the Bank of England made such an interpretation explicit. 
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About the foolproof way: Certainly, if both the United States and
Japan are in a liquidity trap and a deflationary spiral, it wouldn�t work.
The foolproof way assumes that the rest of the world is in reasonable
shape. Then the one country can pursue this policy. I proposed the
foolproof way two years ago at a conference at the Bank of Japan. At
that time, the United States was in a boom. It would have been the per-
fect time for the Japanese to do it. Now is, from the point of view of
the U.S., a less good time to do it, but it is still better to do it now than
to wait until later.

Allan Meltzer always raises deep and interesting points. He is also
so generous that he has told us his questions in advance. But they are
still so deep that I need to think a bit more about them before having
good answers. Most or all of the wealth effect is actually included in
these models because one works with an Euler condition, which takes
into account the, intertemporal budget constraint.

The political economy question of Allan�s I find fascinating. Why do
some countries central banks become so explicit and others not?
However, in countries with not-so-explicit central banks�like the
Federal Reserve�people like Alan Blinder have argued for trans-
parency and openness for a long time. So, it is not a simple picture.

Mr. Taylor: Matti Vanhala would like to make a quick comment on
one of Allan�s points.

Mr. Vanhala: On Allan Meltzer�s last point: He wondered what these
unholy alliances may have been that created these overly specified
inflation-targeting regimes. That is a very good question. But there is a
clear answer as well. When these regimes were designed in the begin-
ning of the 1990s, when it was realized that we need solid emphasis on
price stability and on results, some central banks were given independ-
ence and, of course, part of the political bargain�with the strong sup-
port of academia�was that the mandate should be very precisely spec-
ified. Therefore, we have all these limits, midpoints, ranges, etc.
through which the central banks have boxed themselves in. That again,
of course, provides the fertile ground now for these same unholy
alliances to try to fix a mix of objectives. Here we go again! 
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Mr. Taylor: Larry Meyer, please.

Mr. Meyer: Lars, you make a very interesting point about the asym-
metry in the two targets. That is, the inflation target is a choice vari-
able and it can be set very precisely, whereas the output target is given
by the structure, we are uncertain about it, and it changes over time.
Having said that, your distinction between �level� and �variability��
one being hierarchal and the other being consistent with a dual man-
date�is totally artificial. I look at your equation 3.1. It looks to me
like output and inflation come in exactly the same way. One has a star
and one has a bar. Does that make them different? They both look like
they come in levels. It seems to me that you have written down the
dual mandate. I would like you to tell me what the loss function looks
like in the hierarchal mandate.

I can�t imagine a central bank making explicit its loss function, but
it does raise some interesting questions that we could have some broad
discussion on. That would be: What should a committee agree to agree
on when it sets policy? I would put an explicit numerical inflation tar-
get in that list. And what should they agree that they could have dif-
ferences of opinion on and that should be reflected in their votes? For
me, the lambda and the loss function or the nature of the loss function
would be something that one would allow the individual committee
members to differ on. But that is an issue. 

I just have to raise a comment about Matti�s remarks. It reminds me
of the first Jackson Hole conference I attended. I heard a lot of central
bankers giving me advice as a new governor. They were telling me, �If
you want to be credible as a central banker, you should never admit
you have another target other than inflation, because you lose your
credibility.�

My response was, �Okay, that�s very interesting. I�m new at the
game.� I need to lie about what my goals are to build my credibility
that I am an inflation fighter. That didn�t seem to make any sense to
me. Now, I agree with Lars that most central banks are flexible infla-
tion targeters in one form or another. The difference is that some admit
it and some don�t. You can�t be transparent by pretending you only
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focus on inflation when you focus on both. You can�t communicate to
the market.

Mr. Taylor: Bill Poole, please.

Mr. Poole: This is a very sound paper and I agree with almost all of
it. But I do have a very deep disagreement on the proposal for an inter-
est rate plan. Let me explain why. I want to start with a fact, an obser-
vation, which is that in the United States since 1994, the market has
been very accurate in its forecasts of Federal Reserve policy actions�
extremely accurate. Now, what do you make of that?

What I make of it is that as a first approximation, the United States
is in what the journal literature would call �a full rational expectations
equilibrium,� in which the central bank and the market receive the
same information at the same time and draw the same conclusions
from that information. It is a first approximation. Bob Rasche and I
have written a couple of papers on this subject, and I don�t have time
to go through all the details obviously. But if you accept that point of
view, then a couple of things flow from it.

First of all, longer-term interest rates fluctuate and do a great part of
the stabilization work for the central bank. You can see that in the data
for the United States if you look at how stable the federal funds rate is
compared with the fluctuations in longer-term interest rates. So, the
market is doing a great of the stabilization work.

Secondly, the interest rate adjustments are driven primarily by the
arrival of new information, not by anything that can be specified at the
time that you were to spell out an interest rate plan. If you spell out an
interest rate plan, true transparency requires a probability distribution
on all these possible outcomes, which would reflect the probability
distribution on all the information that is arriving that is going to drive
the interest rate adjustments.

It seems to me that what the central bank has to do is to try to pro-
vide a sense of the response function, how the central bank is going to
respond to the array of events that might occur. That is the main com-
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munications problem, not trying to explain what is already built into
the plan.

Mr. Taylor: Marty Feldstein, please. We still have quite a few peo-
ple, so if you could limit your remarks it would help a lot.

Mr. Feldstein: I want to focus on Japan. I agree with Lars that it is
one of the major problems facing the world economy, not just because
of what continued lack of growth in Japan means for Japan, but also
what could happen more generally as a result.

But, I worry about Lars� �foolproof� suggestion. Essentially, what
it is is a major currency depreciation, which leads in time to an
increase in domestic inflation. But, while you emphasize the infla-
tion aspect of it, it also has an important impact on neighbors and
other trading partners�a destabilizing impact. While you are focus-
ing on the advantages of the policy for Japan, it simultaneously could
have very serious destabilizing effects on other countries as they try
to match the exchange rate adjustment or, even if they don�t, the con-
sequences for their trade. I think about Thailand, Korea, even China.
Therefore, why not seek something broader than monetary policy as
a way of stimulating the domestic economy without these adverse
effects on the foreign economy? It will not surprise you that what I
have in mind is targeted fiscal incentives of the sort that I talked about
yesterday, using the tax system to try to stimulate domestic demand
in a revenue-neutral way.

Mr. Taylor: Michael Mussa, please.

Mr. Mussa: I�d like to reinforce what Marty had to say on this last
point. What Lars is really prescribing as policy is accurately described
as competitive depreciation. It is expressly illegal under international
law. It is the one thing that the Articles of Agreement of the
International Monetary Fund actually preclude using the exchange
rate in this deliberate way to stimulate the domestic economy. You
cannot do it as a matter of international law. Now, could you get other
trading partners to acquiesce in this clear violation of international
law? Perhaps so, if the rest of the world economy was performing rea-
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sonably well. But as Marty emphasized, certainly the Koreans and the
Chinese and others in Asia�in addition to various sectors in the
United States�would not be entirely happy about this development.

Lars says explicitly in his paper that the Japanese could do this with-
out the cooperation of anyone. I think that is just dead wrong. If a
country is going to engage in this type of policy, it needs to gain clear-
ance from its principal trading partners. And, as a condition for agreeing
to allow a country to pursue this type of policy, it would be relevant to
insist that the Japanese undertake other elements of policy adjustment
that are in their interest and in the interest of the better functioning of
the international economy as a whole�including a much more serious
and timely effort to address the long-standing structural problems in
the Japanese economy. It is one thing to advise them that they should
do this; it is another thing to say, �Look, if we are going to agree to
competitive depreciation as your way out of this mess, there are a lot
of other things that need to be on the policy agenda as well.�

Mr. Taylor: Wayne Angell, please.

Mr. Angell: Lars, I appreciate very much your precise distinction
between a macro channel, which we are all very familiar with, an
aggregate demand through interest rates, and also a micro channel,
which is the direct impact upon the exchange rate. But just as chang-
ing the liquidity of dollars alters the exchange rate even more so and
more quickly, does it alter the exchange rate between dollars and cop-
per? Copper, like exchange rates, has the advantage of being traded, so
we can see immediately the effect. My question, Lars, is: Why not
expand this micro channel to a direct channel and recognize that mon-
etary policy has the power of affecting the pricing power of business
decisions? You can make the scarcity of dollars different and that
alters the scarcity of copper and all other commodities. Why not look
at that channel as well as the exchange rate channel?

Mr. Taylor: Stan Fischer, please.

Mr. Fischer: I have just three comments. There has long been an
embarrassment in the way economic theorists get to inflation target-
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ing. They write down a loss function, which has inflation and output
in it, and, in the end, they say to target only inflation. How exactly you
made transition isn�t clear. Lars has simply grabbed the bull by the
horns and said, �You can�t do that and you have to evaluate policy
according to the original loss function you used.� That would make
life a great deal more complicated for the central bank, as several peo-
ple have indicated.

One question it raises is whether the Bank of England�s two-year
horizon is, as Chuck Freedman suggested, the practical answer to the
question of how you make that judgment.

Second point: Over what time period is this loss function being eval-
uated? It is written down atemporally, but it must be something of a
long time period. It is going to be very hard to judge a central bank
over what happens this week or this quarter in terms of how well it is
doing in meeting its objectives.

Third point: Why do you say, �No fine-tuning?� As far as I can see,
the procedure you recommend is one that will have the targets being
adjusted every ten minutes or so, as new information comes in. So, on
what basis would you rule out fine-tuning?

Mr. Taylor: Roderick Carr, please.

Mr. Carr: Lars is a great student of New Zealand and it is a privi-
lege to have the paper. I sometimes think of myself as a graduate from
the school of transparency and increasingly think of myself possibly
as a refugee from transparency. But I have three areas of question for
Lars to think about for us.

One is the idea that maybe when we enumerate ideas we lose some
of their potency. I think about the way in which NAIRU, output gaps,
the idea of the medium term, and even the concept of instability are
extraordinarily powerful and useful concepts. But increasingly when
we enumerate them and they get caught in the political debate, some-
times we then find ourselves unable to use them productively. I feel
that with the enumeration and the loss function, we may find ourselves
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in the same dilemma. So, the question really is: Does enumeration risk
destroying some otherwise extraordinarily useful constructs?

Secondly, in the loss function, there is an assumption, it looks like,
that is merely the distance away from the target that may impact on
issues such as the speed of return. I also wonder whether it is as sym-
metrical as that�whether we have become concerned not only at the
distance from the target but the direction of the movement. In thinking
about a loss function, maybe it is even more complicated than that.
And the increasing complexity perhaps poses real risks.

Finally, there is a question about whether the increase in enumera-
tion of either targets or loss functions creates a pseudo science and
expectations of precision around the conduct of monetary policy,
which will inevitably lead to disappointment from political masters.
New Zealand now has this extraordinary debate about whether we
should be targeting precisely 2 percent or precisely something like 2
percent inflation. I just fear that we have created an expectation of pre-
cision, which will be disappointed.

Mr. Taylor: Philipp Hildebrand is next, and then Roger Ferguson,
and then the list is closed.

Mr. Hildebrand: I have just a short question for Matti. Matti, don�t
you think that if you are too pure as a central bank, you run the risk
that the parliamentarians you mention eventually force you into
exactly the kind of framework you are trying to avoid?

Mr. Taylor: Roger is next.

Mr. Ferguson: Let me reinforce the point that Bill Poole made on
this concept of interest rate plan. It strikes me as a highly risky con-
cept for a central bank to publish or be very explicit about an interest
rate plan based on unknown incoming information. It has two prob-
lems. One, as Bill indicated, it creates the possibility of a nominal
anchor with respect to interest rates, which might then lead to a sec-
ond problem�undercutting credibility of a central bank as it finds it
has to move from what appeared to be one interest rate plan to another.
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I agree with Stan�s point: It is possible that with incoming information
coming very quickly, the perfect interest rate plan may change quite
rapidly.

Mr. Taylor: Thank you, Roger. Lars and then Matti will finish off.

Mr. Svensson: I have only been given three minutes, so I apologize
for not responding to all these comments. However, some of the com-
ments remind me about Milton Friedman�s statement that Stan Fischer
quotes in a one of his papers, �The two most important variables on
their loss function are avoiding accountability on the one hand and
achieving public prestige on the other.� 

About these controversial interest rate paths. A nice thing is that they
are already used in New Zealand. They work fine. There are no prob-
lems with them. 

Let me use my brief time on only two things. First, Bank of
England�s two-year horizon is an approximation and probably not the
optimal targeting rule. This is discussed in some detailed in the paper.

Second, let me take up the foolproof way. Would it be a competitive
devaluation? It certainly is a sizable depreciation. But it is the right
thing to do. The fact is that you must reduce the real interest in Japan,
and you cannot do that without also depreciating the yen. They are two
sides of the same coin. So, expansion and policy reducing the real inter-
est rate in Japan must result in a depreciation of the yen, and vice versa.

Furthermore, from a depreciation of the yen, there is both substitu-
tion and an income effect on the current account. If the depreciate gets
Japan going, the income effect will suck in imports, which will be
great for the neighbors. When I presented the foolproof way two years
ago at a conference at the Bank of Japan, John Taylor was also there,
and he reported simulations with his multi-country model, in which a
depreciation of a similar kind actually had the substitution and the
income effect on the current account roughly canceling themselves.
So, the current account effects of the foolproof way would probably be
very moderate. It still is the right thing to do, whether legal or not!
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This is the most important current monetary policy issue in the world.
The Japanese should do it unilaterally if necessary.

Mr. Taylor: Would you please address this hierarchical point that
was mentioned by Larry and Stan?

Mr. Svensson: I do discuss this in the paper. First, regarding the
average level targets, There is a unilateral mandate. You select the
inflation target, but you don�t select the output target. This is given my
potential output. Second, regarding the variability objectives, there is
a dual mandate. You want to minimize a weighted average of both
inflation and output-gap variability.

Mr. Taylor: Okay, Matti.

Mr. Vanhala: There was a very relevant comment by somebody here
about the illusion. Maybe it was from our New Zealand �graduate of
the transparency school.� It is true that there are some elements in the
debate about inflation targeting which don�t exist in real life� exces-
sive precision certainly is one. As Lars also said in his paper, �No
inflation targeter seen so far applies inflation targeting in real time.�
The debate tends to get bogged down in this question of how rapid the
reaction should be, etc. In reality, there is a lot of flexibility in these
regimes, as they are pursued. Of course, the ECB�s way to define its
price stability objective is different from most others. That regime also
is very far away from the strict, doctrinaire, precise definition method.
This is quite important.

Philipp Hildebrand questioned whether the parliamentarians might
be very upset if the central bank insists on price stability only. What
most central banks would say is that price stability is the primary
objective. Whatever we do, the parliamentarians get upset and we get
along very well nevertheless.

Mr. Taylor: Thank you very much for the great presentations,
answers, and comments.
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Should the European Central Bank
and the Federal Reserve

Be Concerned about Fiscal Policy?

Matthew B. Canzoneri, Robert E. Cumby,
and Behzad T. Diba

Introduction I

Can the Federal Reserve or the European Central Bank (ECB) be
held responsible for price stability, regardless of how fiscal policy is
conducted? Is legal independence sufficient to allow central banks to
carry out their mandates? Or, must legal independence be bolstered by
constraints on fiscal policy? The Delors Report (1987) provided a
blueprint for European Economic and Monetary Union (EMU) and
argued that constraints were necessary, and the European Union codi-
fied limits on deficits in the Stability and Growth Pact (SGP) of 1997.
In the United States, federal balanced budget amendments have been
proposed, but the arguments for them have not been as closely tied to
central bank independence. The academic literature lends some sup-
port to the notion that fiscal discipline is necessary for price stability;
Michael Woodford (2001), in his money, credit, and banking lecture,
asserts that �a central bank charged with maintaining price stability
cannot be indifferent as to how fiscal policy is determined.� 

In this paper, we describe the fiscal discipline that the recent litera-
ture suggests is necessary for central bank independence, and we dis-
cuss the price�in terms of foregone fiscal stabilization�at which the
required discipline can be obtained. We argue that the United States and
the European Union (EU) probably have the discipline that is required,
that the Federal Reserve and the ECB probably do not need the protec-
tive shield of a SGP or a balanced budget amendment, and that the
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constraints embodied in the SGP or a balanced budget amendment are,
in any case, much stronger than necessary.1 We assess recent efforts to
refocus the SGP in a way that gives automatic fiscal stabilizers free
reign, and we discuss the interaction between automatic stabilizers and
monetary policy in the euro area. Fiscal policy also represents a source
of potentially destabilizing shocks. We present new evidence on how
U.S. fiscal shocks have affected financial markets and output over the
last four decades and how the Federal Reserve has reacted to them.

The interaction between monetary and fiscal policy has been char-
acterized in different ways. Monetary policy discussions in the 1960s,
1970s, and early 1980s generally ignored fiscal policy altogether.
Those that did not�such as Alan Blinder�s 1982 symposium paper�
tended to view monetary and fiscal policymakers as having different
goals for inflation and output. Independent central banks and their
governments were thought to be engaged in strategic games of macro-
economic stabilization, with outcomes that were often bad for the
economy. This view of the coordination problem is still popular in the
literature.2

We take a different approach.3 We will present evidence suggesting
that legislative processes are too slow for the discretionary component
of fiscal policy to interact strategically with monetary policy at busi-
ness cycle frequencies; the delay in passage of a stimulus package
until March of this year, after two quarters of positive economic
growth, is an example of the political inertia we have in mind.
Automatic stabilizers do, of course, provide macroeconomic stabiliza-
tion. Legislation establishing tax rates, unemployment benefits, and
other entitlements make fiscal policy react to macroeconomic shocks
in a systematic way. But, this legislation affects market efficiency and
income distribution, and it has been determined by microeconomic
and political considerations; from a macroeconomic perspective, auto-
matic stabilizers can generally be viewed as a nondiscretionary com-
ponent of fiscal policy.

A natural way to proceed is to decompose fiscal policy into a com-
ponent that responds systematically to economic conditions and the
structural primary deficit:
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fiscal deficit = [automatic stabilizers + interest payments] 
+ structural primary deficit = [αy + interest payments] 

+ structural primary deficit (1) 

The first component part is composed of automatic stabilizers and
interest payments on the existing debt. The automatic stabilizers move
countercyclically with the GDP gap (denoted by y); the parameter α
measures the strength of the stabilizers. Interest payments depend on
the size of the debt and the interest rates at which it was contracted.
The second component�the structural primary deficit�includes dis-
cretionary fiscal policy as well as mandatory spending.

In section II, we discuss the first component of fiscal policy and its
implication for monetary policy. In the United States, monetary policy
has presumably adjusted to the existing automatic stabilizers. In the
EU, matters are more complicated because of the decentralization of
fiscal policy, the asymmetric way macroeconomic shocks and mone-
tary policy affect regions within the euro area, and the existence of the
SGP; both monetary and fiscal policies are adjusting to the realities of
EMU. The SGP tries to strike a delicate balance: On one hand, the
SGP imposes the constraints on national fiscal policy that were
thought necessary to protect the ECB from outside political pressures.
On the other hand, the SGP�unlike a balanced budget amendment�
allows some flexibility for the national fiscal policies to iron out the
regional imbalances. Ideally, the appropriate automatic stabilizers�
which may not be the same for each country�would be given free
reign. We will discuss the effectiveness of the SGP in protecting the
ECB from outside pressures, and current attempts to refocus the SGP in
a way that will cause less collateral damage to the automatic stabilizers.

In section III, we discuss the second component of fiscal policy and
the need for fiscal discipline. The recent literature suggests that it
would be a mistake to dismiss the discretionary part of fiscal policy as
simply a macroeconomic shock. As government debt grew in the
United States and in the EU, a more sinister view of fiscal policy�and
its implications for monetary policy�began to develop. Political
economists talked of political biases leading to excessive deficits,4 and
discussions of �unpleasant monetarist arithmetic� and the �fiscal theory



of the price level� suggested that the government�s approach to the
question of fiscal solvency can severely limit the options left open to
monetary policy. If fiscal policy does not react to the government�s
debt, monetary policy can, in theory, lose the ability to control the
price level or the real interest rate. Fiscal policy has to have a certain
kind of discipline if a central bank is to have the functional independ-
ence to achieve price stability. As we shall see, either the EU�s SGP or
the United States� (proposed) balance budget amendment would guar-
antee the fiscal discipline that is required. Indeed, from the narrow
view of monetary policy, this may be the best argument for them.
However, we will argue that they are heavy-handed solutions to a prob-
lem that may not even exist, at least in the United States or the EU.

In section IV, we discuss other ways in which fiscal policy interacts
with monetary policy. We show that there is very little evidence that
discretionary fiscal policy in the United States or the EU has been
focused on macroeconomic stabilization. Changes in fiscal policy do,
however, represent macroeconomic shocks with which monetary pol-
icy has to contend. We show that, contrary to the findings of some oth-
ers, financial markets�long-term interest rates in particular�do react
to fiscal deficits.

We then explore these issues further by combining two lines of
research. One, following Blanchard and Perotti (2001) and Fatas and
Mihov (2000a), examines the effects of fiscal shocks in a vector
autoregression (VAR) that abstracts from financial markets and mon-
etary policy. The second, surveyed by Christiano, Eichenbaum, and
Evans (1999), examines the effects of monetary policy shocks in a
VAR that abstracts from fiscal policy. We find that financial markets
do absorb some of the effect of government spending shocks and mit-
igate their effect on output. This seems to have made life easier for the
Federal Reserve.

The three sections that follow can be read independently. Section II
focuses on issues that are of current interest in the euro area and, in
particular, the Stability and Growth Pact. Section III focuses on issues
raised by the new fiscal theory of the price level; fiscal discipline is
clearly a requirement for central bank independence, but if our
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assessment is correct, it is probably not a matter of immediate con-
cern in either the United States or the euro area. Section IV presents
new evidence on the way in which fiscal shocks affect the U.S. econ-
omy and the Federal Reserve. Conclusions are presented at the end of
each section.

Automatic stabilizers and interest payments on the debt II

Central banks have to adjust to the nondiscretionary components of
fiscal policy in a systematic way. The legislation that defines auto-
matic stabilizers and the political challenge of debt finance in high-
debt countries are aspects of fiscal policy that do not change every
year; they tend to evolve slowly. Curiously, these two aspects of fiscal
policy meet in current discussions of the EU�s SGP. Their interaction
and the implications for monetary policy is our topic here.

Both the United States and the EU saw the need to grant legal inde-
pendence to their central banks, but the notion that legal independence
has to be bolstered by constraints on fiscal policy has only been pop-
ular in the EU. The Delors Report (1987) provided the blueprint for
EMU and called for constraints on national fiscal policies to protect
the ECB from outside political pressures. Reference values for
national deficits (3 percent of GDP) and debts (60 percent of GDP)
were among the eligibility requirements written into the Maastricht
Treaty, and they live on in the SGP. The deficit limit has always played
a more prominent role than the debt limit. We suspect that this is
because the 3 percent deficit limit could reasonably be applied to all
countries, while the 60 percent debt limit was simply not feasible for
some high-debt countries.5 The SGP calls for annual submissions of
national �stability and convergence programs,� surveillance by the
European Commission and the European Council, an �early warning�
mechanism, and financial penalties if the warnings are not heeded.
The recent experiences of Germany and Portugal�who had to take
corrective actions to avoid early warnings�suggest that the pact has
some bite; peer pressure appears to be the teeth.6,7

First, we ask whether the SGP actually protects the ECB from out-
side pressures. Then, we ask if the protection it provides comes at too
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high a price. The ECB might be expected to create stable macroeco-
nomic conditions for the euro area as a whole, but it cannot be
expected to iron out the regional imbalances that we already see
emerging. Automatic fiscal stabilizers are the best solution to regional
imbalances, if the SGP is flexible enough to let them work.

Pressures for lower interest rates and the effectiveness 
of fiscal constraints II. A

Governments frequently lobby for lower interest rates. In the United
States, some administrations (such as the Reagan Administration)
have done so quite openly. The Clinton Administration avoided public
comment on Federal Reserve policy, but was widely believed to be
concerned that high interest rates would slow economic growth. When
the ECB first came to power, several finance ministers called for a
competitive exchange rate; this was implicitly a call for looser mone-
tary policy. (The Maastricht Treaty allows the Council of Ministers to
adopt �general orientations� for exchange rate policy, provided that it
does not interfere with price stability. So, it may not be surprising to
see calls for a looser monetary policy expressed in terms of the
exchange rate.) None of these pressures were directly related to fiscal
policy, and constraints on deficits or debt levels would presumably
have had little effect on them.

There may be a worry that high-debt countries will lobby for lower
interest rates. A country with a public debt equal to its GDP could
lower its interest payments�and its tax collections�by 1 percent of
GDP if it could just persuade the central bank to lower interest rates
by 1 percent. Italy, Belgium, and Greece had public debts greater than
or equal to their GDPs in 2001, but none of these countries ran afoul
of the SGP. Instead, it was Germany and Portugal that narrowly
escaped early warnings, and these countries had lower debt to GDP
ratios than the euro area average. The SGP seems to have penalized
the wrong countries. The reason for this is that the SGP focuses on
deficit limits instead of debt limits. Germany and Portugal ran deficits
that were 2.7 and 2.5 percent of GDP in 2001, close to the 3 percent
limit; Italy and Greece ran deficits that were 1.4 and 0.4 percent of
GDP, and Belgium had a surplus.8
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Another worry in some circles is that fiscally irresponsible countries
may ask the ECB or other community members for financial bailouts.
Here again, it would appear that the SGP�s focus on deficits, rather
than debt levels, is misplaced. Luxembourg�whose debt is only about
5 percent of GDP�could presumably run high deficits for quite some
time before anyone would worry about its ability to service its debt.

In Canzoneri and Diba (1999), we surveyed a number of arguments
for fiscal constraints. In each case, debt limits appeared to be the appro-
priate remedy (if one was needed). One might argue that deficit limits
do penalize high-debt countries, since interest payments make it more
difficult for a high-debt country to live within the deficit limit. One
might also argue that constraints on deficits will keep debt levels from
building up over time. But, as the previous examples illustrate, the
pact�s current focus on the deficit, rather than the debt, can present a
rather distorted picture of where the problems actually lie. Some com-
mentators predict that Italy�s debt-to-GDP ratio will rise this year, even
though its deficit-to-GDP ratio will remain below 3 percent.9 It will be
interesting to see how the European Commission and the European
Council react to this situation. Will the focus on deficits continue or
will some importance actually be attributed to the debt criterion?

In conclusion, deficit limits appear to be a rather blunt instrument
for protecting the central bank from outside political pressures. In the
next section, we will see that the new �fiscal theory of the price level�
does provide a logically consistent argument for deficit (or debt) lim-
its; however, we will also see that the argument is probably not rele-
vant for the EU (or the United States). Moreover, depending upon how
the constraints are actually imposed, they may inhibit the functioning
of automatic stabilizers. We turn to this issue in the next section.

The optimal strength of automatic stabilizers 
and implications for monetary policy II. B

How strong should automatic stabilizers be?10 And how should mon-
etary policy adjust to them? Here, it is useful to think of monetary pol-
icy as a rule, analogous to the automatic stabilizers for fiscal policy:
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Rt = constant + β(πt�π*) + γyt. (2)

As a number of studies have shown, the Federal Reserve tends to
increase the interest rate (R) when inflation (π) rises above its target
(π*) or when the GDP gap (y) increases;11 the gap term may reflect
active demand management, or it may simply serve as an additional
predictor of future inflation. In any case, the size of the parameter γ
measures the strength of the Federal Reserve�s usual response to an
increase in the GDP gap, while α in the fiscal policy rule measures the
strength of automatic stabilizers.

How should the monetary and fiscal policy rules be coordinated?
Suppose Congress legislates stronger automatic stabilizers. One might
think that the Federal Reserve would respond by decreasing γ:12 With
stronger stabilizers in place, a shock to aggregate demand would have
a smaller effect on output and inflation, and the Federal Reserve would
not need to respond as aggressively. Conceptually, fiscal policy could
also adapt to changes in monetary policy. The Maastricht Treaty spec-
ifies price stability as the primary goal of the ECB. If over time we
observe that the ECB responds to this mandate by choosing a smaller
γ than was in effect before EMU, then it may make sense for national
legislatures in the euro area to strengthen their automatic stabilizers.13

Taxes and transfers affect market efficiency and the distribution of
income, and legislation establishing automatic stabilizers has gener-
ally been determined by microeconomic and political considerations.
EC (2002a) reports that the average deficit elasticity in the EU (and in
the euro area as well) is 0.5. That is, when the GDP gap increases by
1 percent, the deficit goes up by percent of GDP. There is, however,
considerable variation across the EU. Nordic countries favor more
progressive tax structures, and their deficit elasticities are around 0.7
or 0.8. Ireland, Portugal, and Austria are on the low end, with elastic-
ities around 0.3 or 0.35. EC (2002a) and Cohen and Follette (2000)
report deficit elasticities of 0.25 and 0.30 for the United States, which
is about half the euro area average.

In the United States, there may not be a coordination problem.
Legislation establishing the automatic stabilizers may not have taken

1
2
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macroeconomic stabilization into account, but the Federal Reserve
has presumably adapted to the existing legislation. In the euro area,
the situation is more complicated for at least two reasons: First, the
�federal� budget is small in comparison to the national budgets, and
it has no automatic stabilizers to speak of.14 Twelve national govern-
ments have legislated twelve sets of automatic stabilizers with twelve
different deficit elasticities. Second, the SGP limits deficits to 3 per-
cent of GDP, and this may not allow the legislated stabilizers to func-
tion freely.

We begin with the diversity of deficit elasticities. From a macroeco-
nomic point of view, one might think that there is an argument for uni-
formity: How can the ECB adapt to twelve different automatic stabi-
lizers? However, fiscal policy plays a more complicated role in the
euro area than it does in the United States. As noted earlier, the litera-
ture on EMU suggests that national shocks will be larger in the euro
area than are regional in the United States, and that monetary policy
will have more uneven effects across countries in the euro area than
across regions in the United States.15 Chart 1 illustrates the diversity
of current macroeconomic performance. Ireland is currently on the
expansionary end (with 4.8 percent inflation and 11.5 percent growth),
while Belgium and Finland are on the recessionary end (with about 1.5
percent inflation and negative growth). Now that there is a single mon-
etary policy in the euro area, national fiscal policies are all that are left
to iron out these regional imbalances. From this perspective, it is not
at all clear that uniform automatic stabilizers are the best policy.
Regions that experience larger idiosyncratic shocks and/or show a
smaller response to a change in the common monetary policy may
well benefit from stronger automatic stabilizers. It would be interest-
ing to know if the observed variation in deficit elasticities lines up
with these criteria.16 However, there has been little research on this
coordination problem,17 and we have heard no discussion of it in the
official community.

By contrast, there has been an extensive discussion of the SGP�s
effect on the existing automatic stabilizers, and there is a concerted
effort to change the focus of the SGP so as to give the automatic sta-
bilizers free reign. The SGP limits actual deficits to 3 percent of GDP,
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but it also commits EU governments to bring �medium-term budgets�
to �close to balance.� Medium-term budgets are generally being inter-
preted as structural or cyclically adjusted budgets, and the effort under
way is to change the emphasis from a constraint on actual deficits to a
constraint on structural deficits.18 In the latest updates of the stability
and convergence programs, EU countries confirm their commitment
to reach structural balance by 2003 or 2004.

The logic of this switch in emphasis can be illustrated by a simple
example. Suppose an EU country is producing at full capacity, that its
budget is in balance, and that its deficit elasticity is 0.5 (the EU aver-
age). Now, suppose that GDP falls by 6 percent, which may be viewed
as a major recession for this country. The automatic stabilizers will
produce a deficit of just 3 percent (= 0.5×6) of GDP. In other words,
if the government brings its budget into structural balance, then it can
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be reasonably assured that its automatic stabilizers will not be
impeded by the 3 percent limit on actual deficits.

Of course, EU countries vary in their deficit elasticities and in their
cyclical volatilities. A country with strong automatic stabilizers and
high output volatility will need to achieve a stronger structural balance
than a country with weak stabilizers and low volatility. Measurement
issues abound.19 However, EC (2002a) reports a set of �minimal
benchmarks� for structural deficits, which�if achieved�will �allow
automatic stabilizers to play fully while respecting the 3 percent
limit.�20 The euro area average is a structural deficit of 1.4 percent.
Some of the smaller countries and the Nordic countries have to tighten
their belts even further: Belgium, the Netherlands, Denmark, and
Sweden have minimal structural deficits in the range of .03 percent to
.08 percent of GDP; Finland and Luxembourg need structural sur-
pluses. We hear that this is causing some discontent. Why should
countries be �penalized� for favoring a more progressive tax system
and a more egalitarian distribution of income? The SGP is forcing a
weighing of the microeconomic and macroeconomic factors that
should go into the determination of automatic stabilizers.

Conclusions: The SGP and automatic stabilizers II. C

If the purpose of the SGP is to protect the ECB from outside politi-
cal pressures, then debt targets would seem to be the appropriate rem-
edy. As the recent experiences of Germany and Portugal show, the
emphasis on �excessive deficits� may be misleading. Moreover, deficit
constraints seem to be having an asymmetric effect in practice. The
�stick� is strong when the economy is weak and deficits are nearing
the 3 percent limit, but the �carrot� is weak when the economy is strong
and deficits are out of the news. Germany, for example, would proba-
bly not be experiencing its current difficulties if it had strengthened its
structural balance when the opportunity presented itself.

While we are not convinced that any kind of fiscal constraint is nec-
essary for price stability, Canzoneri and Diba (1999) recommended
switching the emphasis of the SGP from actual deficits to structural
deficits, and we are pleased to see movement in this direction. It is an
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effective means of allowing the automatic stabilizers to function
freely. For those in the United States who advocate a balanced budget
amendment to keep government debt in line, the EU experience pro-
vides a valuable lesson.

Many in Europe think that growth in public debt should be limited
for a host of reasons that extend well beyond monetary policy. And,
indeed, fiscal constraints were written into the Maastricht Treaty and
the SGP to address a broad range of problems.21 However, the
Maastricht Treaty and the SGP are closely identified with EMU in the
public view, and this is perhaps unfortunate. It may be dangerous to
burden the EMU project with concerns that are not directly related to
monetary policy.

Discretionary fiscal policy and the need for fiscal discipline III

Recent theoretical contributions suggest that the government�s
approach to fiscal solvency has strong implications for the options that
are left open to the central bank. To us, the main message from the
�fiscal theory of the price level��and from an earlier literature on
�unpleasant monetarist arithmetic��is that fiscal policy has to be dis-
ciplined if the central bank is to have the functional independence to
carry out a mandate for price stability. We have a very specific notion
of discipline in mind: Fiscal policy has to assure fiscal solvency for
any price path that the central bank might deliver. In practice, the cen-
tral bank may choose its inflation target in consultation with the gov-
ernment, but a disciplined fiscal policy will accommodate any con-
ceivable price path.

We begin by describing the new fiscal theory of the price level.
Then, we ask whether U.S. and EU governments have the discipline
that is required for functional central bank independence.

And finally, we identify constraints on fiscal policy that assure the
required discipline if it is lacking. A balanced budget amendment or
the constraints specified in the SGP would suffice, though they appear
to be much stronger than is necessary.
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Much of our discussion will revolve around public-sector budget con-
straints. Flow budget constraints say that the Treasury has to finance
fiscal deficits by selling bonds to the public or to the central bank. These
annual budget constraints can be aggregated into a single present-
value budget constraint (PVBC); it says that over time the (expected
and discounted) stream of government revenue has to pay for the
stream of government spending plus the existing public sector debt:22

(3)

Existing government liabilities consist of base money (M-1) and
Treasury bonds (B-1) held by the private sector. Government revenue
consists of taxes (T) and central bank transfers (CBT). Central bank
transfers are the interest payments on bonds held by the central bank;
they are returned to the Treasury. Assuming that money was introduced
by open market operations, the central bank�s bond holdings are equal
to the private sector�s base money holdings. So, for future reference,
CBT�or what is more commonly known as seigniorage�can be
expressed as R times M: M is the base for the seigniorage tax, and R is
the tax rate. The discount factors (δt) are the price of a dollar to be
delivered t years in the future; they vary inversely with interest rates.

For empirical work, it is convenient to scale variables by nominal GDP.
Canzoneri, Cumby, and Diba (2001a) show that (3) can be rewritten as:

(4)

The liabilities-to-GDP ratio has to equal the expected present value
of present and future primary surpluses, inclusive of central bank
transfers, and scaled by GDP. Here, the discount factors (Dt) vary
directly with real growth in the economy and inversely with real inter-
est rates.
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During the last three decades, a large literature has examined the
dynamics of the government budget constraint. This literature began
with Blinder and Solow�s (1973) theoretical analysis of different
approaches�money versus debt�to the financing of a deficit.
Following Hamilton and Flavin (1986), several contributions to the lit-
erature tried to develop empirical tests of government solvency. The
critical insight regarding the new fiscal theory of the price level is that
the PVBC, (4), is an equilibrium condition.23 The fundamental ques-
tion, according to the new theory, is not whether the PVBC is satisfied,
but how the PVBC is satisfied?

The fiscal theory of the price level III. A

The fiscal theory of the price level provides a new insight regarding
the ways in which the government�s approach to fiscal solvency can
limit the options that are left open to the central bank.24 Woodford
(1995) characterized the government�s approach to solvency by clas-
sifying fiscal policies as Ricardian or non-Ricardian. In a �Ricardian�
regime, primary surpluses are expected to move over time so as to
guarantee that the PVBC holds, no matter what prices or discount fac-
tors are fed into it. In a �non-Ricardian� regime, there is no such guar-
antee.25 Our notion of discipline is motivated by Woodford�s classifi-
cation scheme: The government is disciplined (in our sense) if its fis-
cal policy is Ricardian (in Woodford�s sense).

Much of what is familiar to us from monetary economics comes
from reasoning in which fiscal policy is assumed�sometimes only
implicitly�to be Ricardian. A Ricardian fiscal policy takes care of the
PVBC; so, prices and discount factors can be determined elsewhere
by, say, the forces of money supply and demand or a Phillips curve. A
non-Ricardian fiscal policy can have some very unfamiliar implica-
tions. For example, suppose real primary surpluses (inclusive of cen-
tral bank transfers) are determined by a political process that takes no
account of fiscal solvency. What makes the PVBC hold? Nominal
income, P0Y0, and/or the discount factors, Dt, have to move to keep
(4) in balance. Fiscal surpluses replace the monetary supply as the
nominal anchor; hence, the name�fiscal theory of the price level.
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Non-Ricardian regimes are what is new and controversial about the
fiscal theory of the price level. To get a feel for how prices and real
interest rates are determined when fiscal policy is non-Ricardian, we
consider the effects of a tax cut in two different economies: One has
relatively flexible wages and prices, and the other has a high degree of
nominal rigidity.

In an economy with flexible wages and prices, real output and real
interest rates (and therefore the discount factors, Dt) are determined by
real factors such as productivity; they are fixed at their �natural�
rates.26 A tax cut lowers the right-hand side of (4), and the price level,
P0, rises to bring the left-hand side in line. Why does the price level
rise? Surely, price increases are caused by excess demand and not by
accountants somewhere in the bowels of the Treasury. Woodford
(1995) describes the price adjustment process as a wealth effect: After
taxes are cut (and the right-hand side of (4) falls), real household
wealth (the left-hand side of (4)) is too high; so, aggregate demand is
too strong and prices rise, restoring the balance in (4). In any event,
the price level is determined by fiscal policy, and fluctuations in real
primary surpluses become the main source of price instability.

Of course, there are fiscal aspects to monetary policy. Even in a non-
Ricardian regime, a central bank could, in principle, work through the
seigniorage term in (4) to control the price level. For example, when
taxes are cut, the central bank would raise the interest rate enough to
make the increase in seigniorage offset the decrease in tax revenue,
holding the right-hand side of (4) constant. However, Canzoneri and
Diba (1998), and Canzoneri, Cumby, and Diba (2001a) show that such
a policy would not be feasible in practice. Actual and potential
seigniorage revenues are too small in OECD countries to be used in
this way. In the United States, for example, base money was only 6
percent of GDP in 1995, and a typical surplus shock would be conser-
vatively estimated at 1 percent of GDP. The Federal Reserve would
have to raise the interest rate on government bonds by 1700 basis
points to make seigniorage revenues offset a surplus shock of this
size!27 interest rate hikes of this magnitude are simply not feasible.
The central bank would not be able to stabilize prices in this non-
Ricardian regime.
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In an economy with significant wage and price rigidities, real inter-
est rates and output will rise after a tax cut. Here, P0, Y0, and the dis-
count factors, Dt, move in equilibrium to satisfy (4).

Once again, the central bank could work through seigniorage to
offset fluctuations in the government�s primary surplus, but seignior-
age revenues are just too small for this to be feasible in practice. In a
non-Ricardian regime, the central bank loses control of aggregate
demand.

The assumption that the government has nominal, rather than real,
liabilities is essential for this to be a theory of the price level.28

Provided the government has some nominal liabilities, the govern-
ment�s present value budget constraint will always be satisfied in equi-
librium�either by Ricardian fiscal policy or by price level move-
ments. If, however, all liabilities are real, changes in the price level
cannot satisfy the present value budget constraint. Either government
spending, taxes, or seigniorage must adjust to assure fiscal solvency.
An earlier literature on �unpleasant monetarist arithmetic� discussed
these issues.29

The bottom line on the fiscal theory of the price level is similar to
the message of unpleasant monetarist arithmetic. Legal central-bank
independence does not confer functional independence.

If the central bank is to be held accountable for price stability, legal inde-
pendence must be bolstered by the fiscal discipline of a Ricardian
regime. The next questions are: Do governments in the United States and
the EU have the discipline of a Ricardian regime? And if not, what con-
straints on fiscal policy would guarantee the required discipline?

Are governments in the United States and the EU disciplined? III. B

This is not an easy question to answer. There is no formal statistical
test that will discriminate between Ricardian and non-Ricardian
regimes. In any given model of the economy, the same structural equa-
tions hold for Ricardian regimes and for non-Ricardian regimes. There
is no parameter value or exclusion restriction to be tested. The distinc-
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tion between regimes is in how we solve the model: Do we let primary
surpluses move to satisfy the PVBC, or do we take them to be exoge-
nous and force other variables to do the adjusting? Put another way
(essentially by Cochrane (1998)), for any given view of how the econ-
omy works and any given data set, there will be a Ricardian way of
explaining historical events and there will also be a non-Ricardian way.

In a series of papers, we have taken a different approach to the ques-
tion.30 We have analyzed the theoretical and historical plausibility of
the two regimes. One might think that the discipline required of
Ricardian regimes is unrealistic and that they are unlikely to be observed
in reality. To establish the theoretical plausibility of Ricardian regimes,
we have shown that Ricardian policies can actually be quite lax; the dis-
cipline required is not as strong as it might at first seem. To establish the
historical plausibility of Ricardian regimes, we have argued that a
Ricardian interpretation of a variety of historical events and statistical
regularities is more plausible than the non-Ricardian interpretation. We
will begin with the theoretical plausibility of Ricardian regimes.

Theoretical plausibility of Ricardian regimes III. B. 1

Is the discipline required of a Ricardian regime plausible? In the
United States, we have seen government debt as a fraction of GDP rise
during the Reagan and (first) Bush Administrations, and then stabilize
and decline in the Clinton Administration. Now, it seems likely to rise
again. In the EU, some worry that debt is out of control in certain
countries. Just how disciplined does a government have to be to have
a Ricardian policy?

There is, so far as we know, no way of writing an equation that char-
acterizes all Ricardian policies. However, in Canzoneri, Cumby, and
Diba (2001b), we were able to characterize a large class of them. To
get some intuition as to why our class of policies work, think about
what the PVBC actually says and what it has to rule out. Equation 3
says that over time expenditures cannot exceed revenues: The govern-
ment cannot run a �Ponzi scheme� in which it borrows and then con-
tinually rolls the debt over, never paying it off.
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Consider a fiscal policy that relates the surplus to GDP ratio to the
liabilities to GDP ratio:

(5)

where φt ≥ 0. St is the primary surplus inclusive of central bank trans-
fers, and Lt is the sum of base money and government debt. t is a
random variable representing automatic stabilizers or political factors
unrelated to fiscal solvency. The parameter φt measures the respon-
siveness of primary surpluses to changes in the level of government
liabilities. φt may vary from year to year; when φt is positive, the gov-
ernment is paying off some of its debt. Intuitively, the government will
have to do this continually, or at least from time to time, if it is to avoid
running a Ponzi scheme. In Canzoneri, Cumby, and Diba (2001b), we
prove a proposition saying that (subject to some regularity conditions)
if φt is expected to be positive infinitely often, then the PVBC holds
for any prices and discount factors; the policy (5) is Ricardian.31, 32

Note that, in principle anyway, the policy can be quite lax. φt could
be positive after every election, at the beginning of every decade, or
even at the beginning of every century; φt only has to be positive infi-
nitely often. However, our proposition probably overstates the case.
Financial markets have to believe that fiscal retrenchments will even-
tually occur and on a recurring basis. This credibility requirement may
put stronger constraints on Ricardian policies than our proposition
indicates. In any case, our proposition establishes the theoretical plau-
sibility of Ricardian regimes.

Historical implausibility of non-Ricardian regimes III. B. 2

Next, we consider two historical episodes: (1) the 1999-2001 peg-
ging of exchange rates prior to the introduction of the euro; and (2) the
postwar behavior of U.S. surpluses and government debt. Both of
these episodes have plausible Ricardian interpretations, and, we think,
quite implausible non-Ricardian interpretations. In Canzoneri and
Diba (2000), we argue that the fiscal theory�s interpretation of the pur-
ported shift in monetary and fiscal policy in the United States around
1980 is also implausible.

∈
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The 1999-2001 period of fixed exchange rates in Europe. The first
historical episode we consider is the successful pegging of exchange
rates at the outset of EMU.33 A grid of exchange rates was announced
and the exchange rates were maintained for three years until the national
currencies were replaced by the euro at the beginning of this year.

Standard monetary theory gives the Ricardian interpretation of this
period: Central banks in the euro area maintained the fixed parities by
coordinating monetary policies. We can illustrate the Ricardian inter-
pretation a simple analytical example; the argument generalizes to
more realistic settings. Let be the official franc/DM parity, and let
RF and RG be the French and German interest rates. The interest par-
ity condition,

(6)

says that French and German bonds have to pay the same expected
rate of return. The French and German central banks made the peg
credible ( ) by forcing their interest rates to converge. The
French and German PVBCs are in the background. But in the
Ricardian interpretation, they are being maintained by the fiscal poli-
cies of the French and German governments. The price levels in
France and Germany are determined by monetary policy.34 In the sim-
plest example, purchasing power parity, (7) PF = G, links the
French price level, PF, to the German price level, PG.

The non-Ricardian interpretation of this period is quite different:
Governments in the euro area maintained the fixed parities by coordi-
nating fiscal policies. We can illustrate the non-Ricardian interpreta-
tion using the same equations as above; again, the argument general-
izes to more realistic settings. French surpluses determined the French
price level, PF, via the French PVBC, while German surpluses deter-
mined the German price level, PG, via the German PVBC. The French
and German governments coordinated surpluses so that the two price
levels were consistent with purchasing power parity, (7), at the
announced parity. Monetary policy made the interest rates converge in
(6), since the peg was credible.

EP
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Central banks coordinated policy to maintain fixed parities in the
Ricardian interpretation; governments coordinated policy to maintain
fixed parities in the non-Ricardian interpretation. This dichotomy
should not be surprising. The exchange rate is a nominal variable, and
monetary policy provides the nominal anchor in a Ricardian regime,
while fiscal policy provides the nominal anchor in a non-Ricardian
regime.

The Ricardian interpretation of this period seems quite plausible to
us. National central banks had already joined forces in Frankfurt to
implement a common monetary policy across the euro area. On the
other hand, the non-Ricardian interpretation seems quite implausible.
We heard of little or no effort to coordinate surpluses across the euro
area. The SGP came nowhere near to calling for that, and the �euro
club� of finance ministers hardly seems to have that as an objective.35

The same analysis can be applied to other successful exchange rate
systems. For example, the Benelux and Austrian currencies were
closely tied to the DM well before the advent of EMU. These arrange-
ments are generally thought to have been maintained by central banks
with relatively little help from fiscal policy. We conclude that the gov-
ernments of these countries have probably had the discipline of a
Ricardian regime for some time, and that all the governments in the
euro zone have had that discipline for at least the last three years.

The postwar behavior of U.S. government surpluses and liabilities.
In section III. B. 1, we noted that the fiscal policy (5) would be
Ricardian if φt is expected to be positive infinitely often. That discus-
sion seems to invite a statistical study of the relationship between pri-
mary surpluses and government liabilities. This is, however, not as
straightforward as it may at first seem. What, for example, would we
learn from a regression of surpluses on current or lagged liabilities?
Chart 2 plots U.S. surpluses and liabilities from 1951 to 1995, and
there seems to be a loose positive relationship. Suppose, however, the
regression coefficient was not significant. Would this be evidence
against Ricardian regimes? Not necessarily. The proposition referred
to in section III.B.1 does not require φt to be positive each period;
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indeed, φt does not even have to be positive in a finite data set.
Suppose the regression coefficient was positive and significant. Is this
evidence in favor of Ricardian regimes and against non-Ricardian
regimes? Again, not necessarily. A positive correlation between sur-
pluses and liabilities is certainly consistent with a Ricardian regime;
the surplus is responding to the debt. However, it is also consistent
with a non-Ricardian regime, with the direction of causation going the
other way: Changes in the surplus induce price level changes that, in
turn, change the real value of the debt. It is clear from the PVBC that
the current value of government liabilities will respond positively to
an increase in present or expected future surpluses. As indicated ear-
lier, there is probably no formal statistical test that will distinguish
between these two regimes.

The data on surpluses and liabilities do exhibit significant regulari-
ties or patterns. These patterns have Ricardian and non-Ricardian
interpretations, and we can ask which interpretation is more plausible.
In Canzoneri, Cumby, and Diba (2001b), we documented various pat-
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Chart 2
Primary Surpluses and Liabilities, 1951-1995
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terns using VAR in the surplus, liabilities, and other variables. Chart 3
shows impulse response functions from a VAR in just the surplus and
liabilities (both normalized on GDP). A surplus innovation produces a
significant fall in next year�s liabilities and an additional fall in the fol-
lowing year. Moreover, a surplus innovation produces a significant
increase in next year�s surplus. 

The Ricardian interpretation of these patterns is quite straightfor-
ward. A primary surplus pays off some of the current debt; so, next
year�s liabilities are smaller. Since next year�s surplus is also higher,
even more of the debt is paid off and liabilities fall in the following
year as well.
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Chart 3
VAR in Surplus/GDP and Liabilities/GDP
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The non-Ricardian interpretation is somewhat more complicated,
but it can be discerned from the present value budget constraint. To see
the effect of surplus innovation on next year�s liabilities, we have to
move (4) forward by one period. A positive innovation in this year�s
surplus would not have any effect on next year�s liabilities if it did not
affect next year�s surplus or the following years� surpluses. From chart
3, we see that an innovation in this year�s surplus increases next year�s
surplus. So, equation 4 (moved forward by one period) would predict
a rise in next year�s liabilities and not the fall depicted in chart 3. The
non-Ricardian interpretation of the patterns in chart 3 has to be that
this year�s surplus innovation will produce rather large decreases in
surpluses that are in the rather distant future. The decreases have to be
in the rather distant future because they do not appear in chart 3 or in
a decade of autocorrelations of the univariate surplus process. The
decreases have to be rather large because they have to offset the ear-
lier surplus increase and they will be heavily discounted.

The non-Ricardian interpretation of the patterns in chart 3 is logi-
cally consistent, but how plausible is it? What is the political theory
that would predict large surpluses ten or more years after an observed
deficit innovation? The answer cannot be something like: Politicians
(or voters) wake up every decade and respond to the growing debt, or
politicians fight wars (against poverty, terrorists, other countries, or
other politicians) and pay off the debt later. These fiscal policies fit the
requirements of our proposition; they result in Ricardian regimes. The
explanation has to be a political theory that is unrelated to the debt.
Politicians would have to remember that they ran primary surpluses a
decade or more in the past, and then they would have to have a reason
to make up for them by running a deficit. The plausibility of the non-
Ricardian interpretation rests on making such an argument.

Constraints that assure fiscal discipline III. C

Section III. B suggests that governments in the United States and the
EU do have the fiscal discipline of a Ricardian regime. However, not
everyone will be convinced by our arguments, and governments may
act differently in the future. It may, therefore, be prudent to identify�
and perhaps enact�constraints on fiscal policy that will guarantee
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that governments have discipline. It is also important to identify con-
straints that will cause the least collateral damage.

The deficit constraint in the SGP is a sufficient condition, and this
may be the best argument for it.36 The rule says that total deficits
(inclusive of interest payments) may not exceed 3 percent of GDP:

(8)

Rearranging terms:

(9)

(9) is a fiscal policy rule of the form (5); the interest rate is the coeffi-
cient φt, and the last term is the random variable t. If the constraint is
expected to be binding infinitely often, then the proposition discussed
in section III.B.1 applies. Woodford (1997) has shown that the 60 per-
cent debt limit is also a sufficient condition.

Much weaker fiscal restrictions would suffice, as the discussion in
section III. B. 1 makes clear. For example, the cap on the deficit could
be 5 percent of GDP instead of 3. Or, the rule could apply to the sum
of the primary surplus and half of the interest payments on the debt.
More generally, the rule could be stated in terms of the structural
deficit, instead of the actual deficit; this would lessen the collateral
damage, as discussed in section II.

Conclusions: Fiscal discipline and functional 
central bank independence III. D

The fiscal theory of the price level�like the earlier �monetarist
arithmetic��makes the point that if the government�s present value
budget constraint is to hold, the government�s approach to the debt and
fiscal solvency can limit the options open to a central bank, even if it
has been granted legal independence. If the central bank is to have the
functional independence to achieve price stability, then the govern-
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ment must have the discipline of a Ricardian regime: It has to assure
fiscal solvency for any path the price level might take.

We find it theoretically and historically plausible that governments
in the United States and the EU have this discipline, but it is diffi-
cult�if not impossible�to test the hypothesis formally. The SGP
guarantees the required discipline (assuming that it is enforced) in the
euro area, and this may be the best argument in its favor.37 The tradi-
tional arguments for the SGP (given in the last section) are really argu-
ments for debt limits and not the deficits limits that have figured
prominently in recent applications of the SGP. The fiscal theory of the
price level gives a logically consistent argument for deficit limits, but
it is probably not relevant for governments in the euro area.

Discretionary fiscal policy and macroeconomic stabilization IV

Taylor (2000) has argued that discretionary fiscal policy in the
United States has not been and, indeed, should not be actively engaged
in macroeconomic stabilization. EC (2002a) seems to make a very
similar case for the EU. In the first subsection, we review the evidence
on discretionary fiscal policy and conclude that there is little reason to
think that the President and Congress interact strategically with the
Federal Reserve over stabilization policy. In the second subsection, we
view discretionary fiscal policy as a macroeconomic shock. We pres-
ent new evidence on how U.S. fiscal shocks affect U.S. financial mar-
kets and output. And we show how the Federal Reserve has reacted to
this source of instability.

Is discretionary fiscal policy geared toward 
macroeconomic stabilization? IV. A

Recent attempts to legislate countercyclical policies have not been
very successful, which is not surprising given the fact that postwar
recessions have averaged eleven months (peak to trough) and federal
budget decisions are taken more or less annually. Taylor (2000) notes
that �In 1992, President Bush proposed legislation intended to speed
up the recovery from the 1990-1991 recession. Congress rejected this
proposal for countercyclical fiscal stimulus. In early 1993, President
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Clinton proposed his own stimulus package, but Congress rejected this
proposal too.� After much congressional debate, in March of this year,
President Bush signed into law the Economic Security and Recovery
Act. However, this was preceded by two quarters of positive growth,
and, as of this writing, the recovery still appears to be under way.
Political institutions in the United States are not very conducive to
timely countercyclical actions.

Chart 4 gives a historical perspective on the actual stance of fiscal
policy. It plots changes in the structural surplus (normalized on poten-
tial output) against the GDP gap (measured in percentages).38 One
might think that countercyclical stances are located in the southwest
quadrant (expansions when the gap is negative) and the northeast
quadrant (contractions when the gap is positive); procyclical stances
are located in the northwest and southeast quadrants. Viewed in this
way, there were twenty-two countercyclical budgets and nineteen pro-
cyclical budgets. The regressions in the top panel of table 1 support the
visual impression in chart 4. There seems to be little evidence that
actual discretionary policy has been countercyclical.

We should, however, be a little careful in interpreting these data:
Chart 4 does not illustrate the intent of the observed policy stance; and
the change in structural surpluses has some defects as a measure of the
stance of fiscal policy. Examination of some the points in chart 4 is
instructive. The 1963 expansion was President Kennedy�s tax cut; it
was intended to be countercyclical. The 1965, 1966, and 1967 expan-
sions were President Johnson�s spending on the Vietnam War and the
war on poverty; clearly, they were not intended as countercyclical
measures, but they resulted in the 1968 tax increase, which was. The
1975 expansion was President Ford�s tax cut, following the oil price
increase; his predecessor�s famous assertion��We are all Keynesians
now��suggests its intent. The 1982 expansion was President
Reagan�s tax cut. This tax cut was proposed before the 1980 election,
and it was not intended as a countercyclical measure; however, it
appears in chart 4 as the most aggressive example of a countercyclical
measure. Meyer (2001) refers to President Reagan as �an accidental
Keynesian.� The 1983 point in chart 4 illustrates a defect in our meas-
ure of the fiscal stance: It shows no change in the structural surplus,
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but 1983 clearly saw a continuation of the expansionary policy begun
in 1982.39

In all, there is little evidence in the United States�especially during
the last two decades�that discretionary fiscal actions have been effec-
tively focused on macroeconomic stabilization. EC (2002a) presents
similar evidence for the EU.

The aggregate effects of fiscal policy and their 
implications for monetary policy IV. B

In this section we consider two questions�how intermediate-term
and long-term bond markets have reacted to fiscal shocks and how the
Federal Reserve has reacted to fiscal shocks. There is a widespread
view in policy discussions and financial market commentary that
higher fiscal deficits are associated with higher intermediate-term and
long-term interest rates. (Short-term rates are presumably determined
by Federal Reserve policy.) This view is also reflected in large-scale
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Chart 4
Discretionary Policy and GDP Gaps
(U.S. Data, 1960-2001, Fiscal Year)
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econometric models and in Federal Reserve Board documents. In con-
trast, much of the academic literature�for example Plosser (1982,
1987) and Evans (1985, 1987a, 1987b)�has concluded that there is
no evidence to support a statistically significant positive relationship
between fiscal deficits and interest rates. Recent empirical work on the
effects of fiscal policy�for example Blanchard and Perotti (2001) and
Fatas and Mihov (2001a, 2001b)�has not examined the link between
fiscal shocks and interest rates.

We examine the role played by financial markets in two ways. In
section IV. B. 1, using Congressional Budget Office (CBO) budget
forecasts, we find that there is a sizable and statistically significant
effect of projected surpluses on the spread between intermediate-term
(or long-term) Treasury yields and Treasury bill yields. An increase in
the projected surplus averaging 1 percentage point of GDP is associated
with a decline in the spread of about 55 to 60 basis points. In section
IV. B. 2, we expand on Blanchard and Perotti�s (2001) approach to
identifying fiscal shocks and estimating their effect on output by intro-
ducing the reactions of financial markets and monetary policy. We find
that positive spending shocks lead to increases in interest rates, and
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Table 1
Regressions of Structural Surplus/Potential GDP

on the GDP Gap

Dependent Variable: Dependent Variable:

First Difference of Ratio Level of Ratio

Sample GDP Gap GDP Gap

Period Coefficient R-Squared Coefficient R-Squared

1960-2001 .093 .071 -.015 .001
(1.730) (-.197)

1960-1979 .117 .080 -.203 .271
(1.255) (-2.584)

1980-2001 .111 .111 .316 .264
(1.544) (2.676)

Note: All regressions included a constant. T-ratios are in parentheses.



that this reaction by the financial markets attenuates the effect of spend-
ing shocks on real GDP. The results for tax shocks are not as clear as
those for spending shocks and some puzzles remain. In section IV. B. 3,
we examine the response of monetary policy�and the federal funds
rate in particular�to fiscal shocks. We ask whether the response can be
described by a simple Taylor rule. A more detailed discussion of
econometric identification issues can be found in the appendix.

The reaction of financial markets to fiscal policy IV. B. 1

Interest rates and other asset prices may be affected by tax and
spending shocks. Discussions of the financial markets� reaction to fis-
cal shocks generally focus on intermediate-term or long-term interest
rates. For example, fiscal policy is cited (along with expectations
about the state of the economy and, to a lesser extent, expected infla-
tion) as the cause of long-term interest rate developments in the
Federal Reserve�s two most recent semiannual monetary policy
reports to the Congress.40

The effects of fiscal policy on long-term interest rates are also
embedded in large-scale macroeconometric models, such as FRB/US
(which was developed at the Federal Reserve Board and is used there
for policy analysis and forecasting), DRI/WEFA, and Macroeconomic
Advisers models. Elmendorf and Reifschneider (2002) simulate the
effects of sustained tax cuts and spending increases in the FRB/US
model, in which asset prices are set in financial markets by forward-
looking agents. They find that the ten-year note rate rises immediately
when taxes are cut and then continues to rise for several years. In con-
trast, the federal funds rate, which is determined by a simple Taylor
rule, rises only slowly. Thus, the spread between the ten-year note rate
and the federal funds rate rises. Elmendorf and Reifschneider also find
that financial market responses to a tax cut significantly attenuate the
tax cut�s effect on real output. An increase in spending also raises the
ten-year bond rate immediately; the federal funds rate rises as well,
but more gradually than the ten-year note rate.

Policy discussions of the aggregate effects of fiscal policy often
involve the implications for monetary policy. For example, with the

Should the European Central Bank and the Federal Reserve 

Be Concerned About Fiscal Policy? 361



emergence of both actual and projected fiscal surpluses in 1999 and
2000, a number of commentators in the press and in financial markets
worried that the declines in long-term interest rates induced by these
surpluses would conflict with attempts by the Federal Reserve to
dampen aggregate demand.41 More recently, some discussions of the
slow phase-in of the tax cuts enacted in 2001 focused on the resulting
increases in long-term interest rates and the potentially contractionary
effects that these would have on aggregate demand.42

It is perhaps surprising, given the widespread view that fiscal policy
affects financial markets, that a significant part of the academic liter-
ature finds that budget deficits do not have a statistically significant
effect on interest rates. In two closely related papers, Plosser (1982,
1987) looks at the effect of innovations to government debt on excess
holding period returns on Treasury bills with two to twelve months to
maturity, and on bonds and notes with up to five years to maturity, all
relative to the one-month bill rate. He finds no evidence of a signifi-
cant positive effect�estimates are negative and marginally signif-
icant. Plosser does find some evidence that shocks to military spend-
ing raise rates, but the results are sensitive to the choice of sample.

Plosser�s findings are echoed in a series of papers. Boothe and Reid
(1989) apply the methods in Plosser (1982, 1987) to Canadian data and
find no evidence of a statistically significant positive effect of deficits
(or government spending) on interest rates. Evans (1987b) applies
Plosser�s approach to data from five countries in addition to the United
States; he finds no evidence of a statistically significant positive effect
of deficits on interest rates. Evans (1987a) looks at U.S. data from 1908
to1984 (and eleven subsamples), and he finds no evidence of a statisti-
cally significant positive effect of deficits on either the interest rate on
commercial paper or the AAA bond rate. Evans (1985) looks at three
wartime periods in the United States�the Civil War, World War I, and
World War II�in which fiscal deficits increased substantially without
any discernable effect on nominal or real interest rates. In fact, he
presents regressions in which higher deficits are associated with inter-
est rate declines (holding government spending constant).

Many people have remained unconvinced by this literature�
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Elmendorf and Mankiw (2000) characterize it as �uninformative� and
Bernheim (1989) is even more critical. And the academic literature
does not all reach the same conclusion. Wachtel and Young (1987) find
that revisions in CBO and OMB forecasts for current fiscal year
deficits have a positive and statistically significant effect on daily
changes in interest rates all along the yield curve. Kitchen (1996) also
finds statistically significant effects of changes in OMB forecasts (in
this case both one-year and multiyear forecasts) on overnight changes
in interest rates on Treasury securities of various maturities.
Elmendorf (1993) uses forecasts of budget deficits from Data
Resources, Inc. and finds that forecasts of larger deficits are associated
with higher intermediate-term and long-term interest rates. And
Elmendorf (1996) examines financial market responses to news about
the Gramm-Rudman-Hollings law of 1985; he finds that higher
expected spending and larger expected budget deficits are associated
with higher real interest rates.

Here, we present new evidence on the link between fiscal surpluses
and interest rates. The CBO forecasts budget balances each year in
January or February (after the release of the President�s budget) and
again in midsummer.43 For the past ten years, the CBO has been fore-
casting over a ten-year horizon. Prior to that, its horizon was only five
years. We look at the effect of CBO surplus forecasts on interest rates
over both samples: semi-annual data for five-year forecasts beginning
in 1984 and ten-year forecasts beginning in 1992.44 Our sample ends
at the beginning of 2002.

Rather than looking at the level of interest rates, we look at two
spreads: the spread between five-year Treasury notes and three-month
Treasury bills, and between ten-year notes and three-month bills.45 We
do so for two reasons: First, discussions of fiscal policy�s effect on
interest rates often focus on intermediate and long-term rates;46 and
second, by looking at the spread, we avoid having to model the level
of interest rates.

The top panel of chart 5 plots the spread between the five-year note
rate and the three-month bill rate on the vertical axis and the CBO
five-year surplus forecast on the horizontal axis, using semi-annual
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Chart 5
Interest Rate Spreads and Budget Forecasts
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data from 1984 to 2002.47 The bottom panel plots the first differences
in these two series. As is apparent from the two plots, there is a clear
inverse relationship between the interest rate spreads and the CBO
forecasts. Higher projected budget surpluses are associated with lower
interest rate spreads. There is one outlier in the top panel, January
2002. Two factors may account for its outlier status. This forecast
revised both the five-year and ten-year surpluses downward rather
dramatically, but in the view of many observers, not by enough. The
sizable August revisions suggest that those observers were correct. In
addition, the Federal Reserve had pushed short-term rates down con-
siderably in the preceding year.

Table 2 contains the results of two sets of regressions that correspond
to the two panels of chart 5. The left-hand panel contains the estimated
slope coefficients (and the estimated t-ratios) for the regression,

RLt � R3t = a + bSt + ut, (10)

where RLt is the yield on either the ten-year note or the five-year note
(expressed as percent per year), R3t is the yield on three-month bills,
and St is the annual average of the CBO�s cumulative five-year or ten-
year surplus forecasts (expressed as a percent of GDP). The estimates
are corrected for first-order serial correlation. The right-hand panel
contains the estimated slope coefficients (and the estimated t-ratios)
for the regression,

∆RLt � ∆R3t = a + b∆St + vt. (11)

All of the estimates confirm a statistically significant link between
higher projected budget surpluses and lower spreads of long-term rates
over short-term rates. The magnitude of the effect is substantial in both
samples and somewhat larger for five-year projections than for ten-year
projections, probably reflecting greater uncertainty about the second
five years of those forecasts. The estimates computed using the five-
year projections suggest that an increase in projected future deficits
averaging 1 percent of current GDP is associated with an increase in
long-term rates over short-term rates of between 53 and 60 basis points.
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Measurement error is almost certainly a serious problem that biases
all of these estimates toward zero. The baselines used reflect provi-
sions in existing tax laws, such as sunset provisions and alternative
minimum tax problems, that are widely recognized as almost certain
to be changed. Thus, the effects of projected surpluses are likely to be
larger than the estimates in table 2. A second consideration might also
impart a downward bias to the slope coefficients. To the extent that
positive supply shocks, such as increases in trend productivity growth,
both raise projected surpluses and raise interest rates, the measured
effect of projected surpluses on interest rates will be understated.

The last row of table 2 provides estimates of the effects of current,
rather than projected, surpluses on interest rate spreads. Instead of
regressing interest rate spreads on projected surpluses, we regress
spreads on the actual surplus (as a percent of GDP, both lagged one
quarter). These results also suggest that higher budget surpluses are
associated with lower spreads.

These results present strong evidence that budget deficits exert a
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Table 2
Regressions of Interest Rate Spreads 
on CBO Budget Surplus Projections

Levels First Differences

5-Year Note - 10-Year Note - 5-Year Note - 10-Year Note -

3-Month Bill 3-Month Bill 3-Month Bill 3-Month Bill

5-year projections -.524 -.591 -.538 -.603
1984-2002 (-4.625) (-4.555) (-4.950) (-4.846)

10-year projections -.415 -.451 -.410 -.446
1992-2002 (-3.308) (-3.348) (-3.429) (-3.468)

Actual surpluses -.200 -.279 -.487 -.679
1984-2002 (-1.809) (-1.792) (-1.921) (-2.428)

Note: All regressions included a constant. T-ratios are in parentheses.



substantial and statistically significant effect on interest rates. The
reaction of intermediate-term and long-term rates to projected fiscal
surpluses suggests that even if monetary policy is characterized by
strict interest rate targeting and does not react to fiscal policy, finan-
cial market reaction may attenuate the effect of fiscal policy on aggre-
gate demand.48 The results do not, however, distinguish between the
interest rate effects resulting from the actions of automatic stabilizers
and those arising from discretionary policy or between the effects of
fiscal shocks and those of anticipated fiscal policies. In addition, the
results tell us only about the response of intermediate-term and long-
term rates over and above any Federal Reserve reaction. They do not
tell us about the full interest rate effect of fiscal policy. In the next sec-
tion, we attempt to remedy these two shortcomings by considering the
effects of fiscal policy shocks over time in a structural VAR.

The reaction of inflation and output to fiscal shocks IV. B. 2

Blanchard and Perotti (2001) estimate the dynamic effects of tax
and government spending shocks on real output in a three-equation
structural VAR. In order to identify these shocks, they assume that leg-
islative action takes sufficiently long that tax and spending decisions
are not affected by current quarter changes in output. Therefore,
within the quarter, spending shocks do not respond at all to output
and net taxes respond to output only through the operation of auto-
matic stabilizers.

Blanchard and Perotti (2001) decompose net taxes into several cat-
egories and use detailed estimates of the output elasticity of each of
these categories to compute the aggregate output elasticity (which
varies over time due to changes in tax laws and to changes in the com-
position of net taxes across the categories). This allows them to esti-
mate the effect of output on net taxes and identify tax shocks.49

Blanchard and Perotti (2001) find that both taxes and spending have
a sizable and persistent effect on real output. A positive one-dollar tax
shock (a tax increase) reduces output initially by about 70 cents. The
effect rises slightly, with the peak effect�a decline in GDP of about 80
cents�occurring about five quarters after the shock. After that, output
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returns gradually to trend.50 A one-dollar spending shock (an increase
in spending) raises GDP by about 84 cents within a quarter. The effect
of the shock grows and is quite persistent, reaching a peak effect on
GDP of about 1.3 dollars about fifteen quarters after the shock.

These results raise several questions, which we address here. What
is the impact of fiscal shocks on inflation? Is there evidence of reac-
tion by the Federal Reserve to fiscal policy shocks? Does it differ from
the response predicted by a simple Taylor rule? Does financial market
(and Federal Reserve) reaction to fiscal shocks attenuate the effect of
the shocks on real output?

We provide answers to these questions by bringing together two
pieces of the literature. The first, typified by Blanchard and Perotti
(2001) and Fatas and Mihov (2000), considers the aggregate impact of
fiscal shocks. The second, typified by Bernanke and Blinder (1992),
Bernanke and Mihov (1998), and Chistiano, Eichenbaum, and Evans
(1999), considers the effect of monetary policy shocks. Interestingly,
the analysis of fiscal shocks ignores potential interactions with mone-
tary policy and the analysis of monetary policy ignores potential inter-
actions with fiscal policy.

We begin by estimating Blanchard and Perotti�s structural VAR,
which describes the dynamics of net taxes, government spending
(government consumption and investment), and real output. We then
add a core set of variables typically used in VAR analysis of monetary
policy: inflation (measured by the GDP deflator), commodity prices
(the index of sensitive materials prices from the index of leading eco-
nomic indicators), bank reserves, and the federal funds rate.51 In addi-
tion, we include the ten-year constant-maturity Treasury rate.
Identification of these shocks uses the standard triangularization method
with two important exceptions. First, we take account of the effect of
interest rate changes on federal government net interest payments, and
therefore on net taxes. Second, we take account of the effect of price
level changes on tax receipts. Failing to do so would raise the possibil-
ity of attributing an increase in government interest costs resulting from
a positive interest rate shock to a negative tax shock.52
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Chart 6 presents the impulse response functions for shocks to net
taxes and government spending from our estimates of the original
(three variable) Blanchard-Perotti model.53 Although our sample dif-
fers from the one used by Blanchard and Perotti (2001), the impulse
responses computed from the structural VARs are quite similar. A one-
dollar increase in taxes reduces GDP by about 60 cents on impact. The
effect grows, reaching a peak effect on GDP of about -80 cents four
quarters after the shock. Output then gradually returns to its trend. The
impact of a spending shock is both greater and more persistent than the
impact of a tax shock. A one-dollar increase in spending raises GDP
by about 85 cents on impact. The effect grows, reaching a peak effect
on GDP of about 1.05 dollars around fourteen quarters after the shock.
The decline from the peak effect is quite gradual. Chart 6 also displays
the standard error bands computed using 500 bootstrap replications.54

As is the case with the estimates presented in Blanchard and Perotti
(2001), the impulse response functions are imprecisely estimated�the
standard error bands are fairly wide.

Chart 7 presents the impulse response functions from our estimates
of the expanded (eight variable) model. Both tax and spending shocks
are normalized to 1 percent of GDP. Chart 7 shows the dynamic
responses of real GDP, inflation, the federal funds rate, and the ten-
year bond yield.55, 56 The response of output is measured in percent
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and the response of interest rates and inflation are measured in per-
centage points (expressed at an annual rate).

The left-hand column displays the effects of a spending shock. The
impact effect on real GDP is larger than in the system without interest
rates (shown in chart 6); the impact multiplier is 1.1 rather than 0.85.
The peak effect is also larger (1.2 rather than 1.05), but both of these
differences are fairly small given the precision with which we are able
to estimate the responses. The most striking difference between the
two sets of estimates is the more rapid return of real GDP to trend
when we allow for an interest rate response. The peak effect of a
spending shock on output is reached after about one year. Although the
output effects of a spending shock are still quite persistent, they are
much less persistent than when interest rate effects are ignored. The
multiplier after five years is just under 0.4, which is less than half of
its estimated value without an interest rate response.

Inflation rises temporarily in response to a spending shock. After a
brief (and difficult to explain) two-quarter decline, inflation gradually
rises, reaching a peak of about 0.5 percentage point two years after
the shock. The impact on inflation then declines, with inflation
returning to its trend value about five years after the peak. The infla-
tion effects are estimated even less precisely than the output effects�
even the peak effect is only slightly more than one standard error
above zero.

The ten-year note rate is estimated to rise by about 45 basis points
on impact. After reaching a peak of about 65 basis points in the next
quarter, the effect of a spending shock on the ten-year note rate
declines slowly. Only after about ten quarters does the effect fall
below 50 basis points.

The right-hand column of chart 7 contains the response to a tax
shock (a tax increase) equivalent to 1 percent of GDP. The impact mul-
tiplier, about 0.6, is virtually identical to that obtained without any
interest rate response. Surprisingly, the estimated response after that
exceeds the response depicted in chart 6. The output effect grows,
reaching a peak multiplier of -1.7 after three years. The inflation
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response to a tax shock is more muted than is the response to a spend-
ing shock. After an initial (and once again puzzling) uptick, the infla-
tion response declines steadily and is about 0.2 percent below trend
after five years. The effect of the tax shock on the long-term interest
rate is similarly small. After rising slightly, the ten-year note yield
falls. Five years after the shock, it is down by only 12 basis points.

The reaction of monetary policy to fiscal shocks IV. B. 3

Monetary policy in the United States is frequently characterized
with a simple Taylor rule�like equation 2�linking the federal funds
rate to the equilibrium real interest rate, the output gap (with a coeffi-
cient of 0.5), and the gap between inflation and its target value (with
a coefficient of 1.5). Using the output and inflation responses found in
chart 7, the rule suggests that a positive spending shock ought to lead
to an increase in the federal funds rate (even assuming that the equi-
librium real interest rate is unchanged). More precisely, the rule sug-
gests that the federal funds rate ought to rise by about 50 basis points
on impact and reach a peak effect of about 120 basis points after about
two years. The results from our structural VAR are roughly consistent
with the rule�s predictions: The estimated impact effect of a spending
shock on the federal funds rate is 60 basis points; the federal funds
rate then rises for about a year, reaching a peak of about 75 basis
points before declining. These effects are, however, measured quite
imprecisely.

A positive tax shock would be expected to reduce the federal funds
rate in response to the declines in output and inflation resulting from
the shock. The simple Taylor rule would predict that the federal funds
rate would fall by about 30 basis points for a few quarters and, begin-
ning in the third quarter after the shock, decline further. The peak
effect predicted by the Taylor rule is about -110 basis points, about
four years after the shock. By contrast, the response of the federal
funds rate in our VAR (pictured in the right panel of chart 7) is posi-
tive for nearly two years before turning negative. Recall that for tax
shocks (in contrast with spending shocks), our VAR found a greater
estimated effect on output when interest rate responses were taken into
account. Part of the explanation for this anomaly may lie in the behav-
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ior of the federal funds rate. The initial rise in the federal funds rate
(and the long-term rate) seems to reinforce the effect of the tax
increase on aggregate demand. This behavior of the federal funds rate
is rather puzzling: Why would the Federal Reserve tighten monetary
policy in response to a tax increase? Omitted variables are a potential
problem in any small VAR, and we suspect that an omitted variable
may lie behind this puzzle.

Conclusions: Fiscal shocks and monetary policy IV. C

Discretionary fiscal policy does not appear to have been effectively
focused on macroeconomic stabilization, at least not in the last two
decades. We find little reason to think that the President and Congress
interact strategically with the Federal Reserve over stabilization pol-
icy; this view of the policy coordination problem seems to be dated.

Fiscal policy does, however, affect the economic environment in
which monetary policy acts. Fiscal policy provides automatic stabiliz-
ers, but it is also the source of macroeconomic shocks that may desta-
bilize prices and output. In contrast to much of the academic literature,
we find a strong and statistically significant correlation between fiscal
deficits and intermediate-term and long-term interest rates. Moreover,
our structural VAR implies that positive spending shocks lead to
increases in interest rates and that this reaction by the financial mar-
kets attenuates the effect of spending shocks on real GDP.57 These
findings reconcile the empirical evidence with structural models that
have been developed at the Federal Reserve Board and with what
appears to be the conventional Federal Reserve wisdom.

We also estimate the Federal Reserve�s reaction to fiscal shocks. The
Federal Reserve appears to have reacted to government spending
shocks in a way that is consistent with standard calibrations of the
Taylor rule. So, these spending shocks do appear to be a concern for
the Federal Reserve, but they are of no greater concern than any other
shock that affects the GDP gap and inflation.
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Appendix: Econometric and Identification Issues

In section IV we examine the effects of shocks to net taxes (taxes net
of transfers, including net interest payments) and spending (govern-
ment consumption and investment) separately, allowing the effects of
the two to differ. We use the VAR,

where q is the data-determined lag length, Xt = (Tt, Gt, Yt, πt, Ct, RFFt,
Rt, R10t)′,Tt is the log of real per capita net taxes, Gt is the log of real
per capita government consumption and investment, Yt is the log of
real per capita GDP, πt is the change in the log of the GDP deflator, Ct
is the log of the index of sensitive commodity prices from the index of
leading economic indicators, RFFt is the federal funds rate, Rt is the
log of per capita bank reserves, and R10t is the ten-year constant matu-
rity Treasury yield. The VAR combines the variables used by
Christiano, Eichenbaum, and Evans (1999)�with the exception that
we use only one monetary aggregate rather than the three that they
use�and those used by Blanchard and Perotti (2001).

The reduced form disturbances in the VAR, ut, will be correlated and
E(utut′) = Σ. As a result, these disturbances cannot be interpreted as fis-
cal shocks. In order to identify shocks to U.S. fiscal policy, we need to
impose some structure on the covariance matrix of the reduced form
disturbances. The standard approach to doing so is to choose a �causal
ordering� in which variables earlier in the ordering are assumed to
exert a contemporaneous effect on variables later in the ordering, but
the reverse is assumed not to be true. This has the effect of decom-
posing the covariance matrix Σ into GG′, where G is triangular and is
then used to recover the effects of orthogonal, structural shocks.
(G�1ut = vt, where the structural shocks, vt, are uncorrelated).

Rather than adopting this standard approach, we follow Blanchard
and Perotti (2001) and identify the shocks using institutional features
of the U.S. tax and transfer systems and the timing of revenue collec-
tions to identify the �automatic� responses of net taxes and spending

X A X ut j t j t
j

q

= +−
=
∑ ,

1
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to changes in GDP in a structural VAR. In addition, because we
include both prices and interest rates in our VAR, we adjust for the
effects of price and interest rate changes on net taxes. These automatic
responses are then subtracted from the reduced form disturbances to
identify structural tax shocks. Spending shocks are then identified by
the assumption that the timing of spending decisions is such that there
is no response of spending to GDP within a quarter. Prices can, how-
ever, affect real spending within the quarter because many spending
decisions are set in nominal terms and are not adjusted for within-
quarter inflation. The remaining shocks are then identified with the
causal ordering used by Chistiano, Eichenbaum, and Evans (1999).

More formally, the reduced form shock in the net taxes equation is
assumed to be related to the other shocks by,

Blanchard and Perotti (2001) draw on Giorno, Richardson,
Roseveare, and van den Noord (1995) to estimate the GDP elasticity
of five components of net taxes and compute the share-weighted aver-
age of these elasticities to determine a1 and we follow their procedures
to obtain our estimate. We follow Perotti (2002) in estimating a3. In
order to compute the price elasticity of income tax and Social Security
tax receipts, we assume that tax rates are not indexed within the quar-
ter, and therefore move with nominal wages. We then use the estimates
of the elasticities of individual income taxes and Social Security taxes
with respect to real wages in Giorno and others (1995) and subtract
one to get the price elasticities. Transfers do not adjust within the quar-
ter to price shocks, so the price elasticity of real transfers is -1.0. Real
indirect tax receipts and real corporate income tax receipts are
assumed to unaffected by price shocks.

Estimating a4 and a5 is a bit more involved. As interest rates change,
the change in net taxes is, 

,

where the sum is over debt maturities, Dk is the value of new debt

dT D dRk kk
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issues of maturity k, and Rk is the yield on new issues of maturity k.
As we are interested in the effects of shocks to the short rate and the
ten-year note rate, we approximate,

and estimate the parameters β1 and β2 by regressing the constant
maturity Treasury yield for each maturity on the federal funds rate and
the ten-year note rate. Next, we estimate Dk for each quarter by taking
the quantity of debt outstanding by maturity category (taken from the
Treasury Bulletin) and adjusting by the ratio of new issues to the
amount outstanding for each maturity category. (We compute this ratio
using auction data from the Bureau of Public Debt Web site for three
years.) Finally, we assume that auctions, on average, occur midway
through the quarter, so that interest on new issues is paid for only one-
half of the quarter.

In order to identify spending shocks, we follow Blanchard and
Perotti (2001) and assume that there is no discretionary response of
spending to any other shocks within a quarter, and use Perotti�s (2002)
assumption that the price elasticity of real spending is -0.5. The struc-
tural spending shock is equal to the reduced-form spending shock
adjusted for the reduced-form price shock, .

We identify real GDP shocks by assuming (as do Christiano,
Eichenbaum, and Evans (1999)) that shocks to interest rates, prices,
and monetary aggregates have no contemporaneous effect on GDP.
The reduced form GDP shock is then,

Again, we follow Blanchard and Perotti (2001) and estimate the
parameters c1 and c2 with an instrumental variables regression and

as instruments.

We identify the shock to the federal funds rate by assuming that the
monetary authority follows an augmented Taylor rule, which allows
for a reaction to taxes and spending directly, rather than restricting that
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reaction to occur through the impact of taxes and spending on output
and inflation. In addition, we allow commodity prices to affect the fed-
eral funds rate, although removing this effect would have no notice-
able impact on the results we report. The reduced form federal funds
rate shock is then,

In order to deal with the simultaneity that arises due to the interest rate
effects on net taxes, we estimate the parameters using instrumental
variables.

Combining these identifying assumptions with the causal ordering
used by Christiano, Eichenbaum, and Evans (1999), and allowing the
Federal Reserve to react to tax and spending shocks in setting the fed-
eral funds rate yields the system that we estimate.

Authors� note: The authors would like to thank the discussants, Alan Blinder and
Sebastian Edwards, for their (mostly) kind comments. They would also like to thank
Moreno Bertoldi, Darrel Cohen, Jean-Philippe Costis, Otmar Issing, Luca Onorante,
Rolf Strauch, and especially Dale Henderson for their helpful suggestions.
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Endnotes

1 Here, we are only concerned with the fiscal requirements for central bank inde-
pendence. There has been a tendency in Europe to use the EMU process�both the
entrance requirements and the SGP�to address a range of fiscal ills.

2 Examples include: Alesina and Tabellini (1987), Dobelle and Fischer (1994),
Beetsma and Bovenberg (1998), Dixit and Lambertini (2001), Lambertini and Rovelli
(2001), Buti, Roeger and in�t Veld (2001, 2002), and Hughes-Hallett and Viegi (2002).

3 Our approach is not really new. It is consistent with the view taken by John Taylor
in his 1995 symposium paper, with Laurence Meyer�s (2001) observations, with the
official views expressed in EC (2002a), and with the discussion in Alesina and others
(2001).

4 Alesina and Perotti (1995) survey these political economy models.

5 The Maastricht Treaty tried to overcome this obstacle by only requiring that the
debt-to-GDP ratio be �sufficiently diminishing and approaching the reference value at
a satisfactory pace.� But, this language is open to interpretation, and hard-liners
seemed to take comfort in phrases like �3 percent is 3 percent.�

6 Canzoneri and Diba (1999) describe the pact�s �excessive deficits� procedure. EC
(2002a; section 2) describes the pact�s surveillance procedure and its �early warnings�
mechanism, and their recent application to Germany and Portugal. See also EC (2002b).

7 Portugal is currently coming under further scrutiny. According to Commissioner
Solbe�s statement of July 25, �Today, the Portugese authorities have made public the
general government figures for 2001: the general government deficit in 2001
amounted to 4.1% of GDP ... The Commission will therefore initiate the Excessive
Deficit Procedure for Portugal ...� An annex outlines the specific steps that will be
taken. See European Commission Rapid Press Releases.

8 These figures, and projections for 2002, can be found in tables I.2 and I.3 of EC
(2002a).

9 See the Financial Times, September 4, 2002.

10 Auerbach and Feenberg (2000), Cohen and Follette (2000), Taylor (2000) and
Sala-i-Martin and Sachs (1992) discuss the strength of U.S. automatic stabilizers. EC
(2001, 2002a) discuss the strength of EU stabilizers.

11 Rules of this form provide a reasonably good explanation of both Federal
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Reserve and (earlier) Bundesbank behavior; see Taylor (1999).

12 Taylor�s (1995) simulations suggest that this would be the right response.

13 Again, Taylor�s (2000) simulations lend support for this.

14 The biggest EU programs are the Common Agricultural Policy and the Structural
Development Funds; neither has a strong cyclical component.

15 See, for example, Bayoumi and Eichengreen (1993), and Carlino and DeFina
(2000). The ECB�s staff argues that there has been some convergence; see Angeloni
and Dedola (1999).

16 Fatas and Mihov (2000a) consider a cross section of twenty OECD countries and
find that the volatility of real GDP growth is inversely related to government expen-
ditures, revenues, and transfers (each as a fraction of GDP). They then examine the
relationship between automatic stabilizers and output volatility and find the evidence
is mixed.

17 Current research is hampered by the fact that most New Neoclassical Synthesis
models exhibit Ricardian equivalence, which implies that transfers have no effect.

18 On page 31, EC (2002a) states that �The core commitment of the SGP is for
Member States to achieve and maintain medium term budget positions that are close
to balance or in Surplus.� The emphasis on structural balance is quite evident through-
out this EC document.

19 The volume edited by Brunila, Buti, and Franco (2001) contains several studies
of this and other aspects of the SGP.

20 Actually, these are a revised�and somewhat weaker�set of numbers. There
were technical issues in finding a consensus on these benchmarks. Measurement of
the deficit elasticities was not too contentious, but measurement of GDP gaps was. In
November 2001, ECOFIN endorsed a method of measuring gaps�essentially, a pro-
duction function approach replaced HP filtering (see EC (2002a)). There is also a
�Lucas critique� problem here: Cyclical volatility under EMU may be different than
the pre-EMU volatility.

21 Evidence of this is not hard to find. The European Commission working paper
no. 45 (July 2002) states that �the Maastricht Treaty represents a clear commitment to
sound public finances, both in response to the preceding secular upward drift in gov-
ernment spending, deficits and debt, and in view of EMU, in which sound budgets are
necessary to support price stability. ...� Moreover, EU members who are not in the
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euro area (United Kingdom, Denmark, and Sweden) are required by the SGP to sub-
mit annual stability programs, and they are monitored by the European Commission,
though they are not subject to the pact�s financial penalties.

22 The present-value budget constraint is found by iterating the government�s flow
budget constraint forward and applying the household transversality condition; (3)
may, therefore, be viewed as an equilibrium condition. See Canzoneri, Cumby, and
Diba (2001a) for a more detailed derivation. For algebraic simplicity, we have
assumed that all government bonds mature after one year. This simplification is not
necessary; see Woodford (1998) and Cochrane (2001).

23 Woodford (1995) articulates this argument most clearly: The private sector�s
PVBC must hold as a consequence of the households� utility maximization. And, in
equilibrium, the public sector�s PVBC is the mirror image of the private sector�s
PVBC.

24 Important early contributions to this literature include: Leeper (1991), Woodford
(1994, 1995), Sims (1994), and Cochrane (1998). Canzoneri, Cumby, and Diba�s
(2001b) first footnote and Woodford�s (2001) third footnote point to more recent con-
tributions. Interesting precursors include: Sargent (1982), Begg and Haque (1984),
Masson (1987), and Auernheimer and Contreras (1990). Notable critics include:
McCallum (1998) and Buiter (2001). Our own contributions are: Canzoneri and Diba
(2000) and Canzoneri, Cumby, and Diba (2001a,b).

25 Why the �Ricardian� label? Later on, we will see that government bonds have
wealth effects in non-Ricardian regimes. Woodford (2001) offers another motivation.
In discussions of �Ricardian Equivalence,� it is asserted that a tax cut financed by
government borrowing must necessarily be accompanied by tax increases at some
time in the future that hold the present value of tax liabilities constant at current prices
and discount factors; this will be true by definition in a Ricardian fiscal regime.

26 We assume that tax distortions are small; the tax cut does not affect these
variables.

27 Canzoneri, Cumby, and Diba (2001a) used the standard error from an AR1
regression to estimate the conditional standard deviation of the surplus-to-GDP ratio.
For the United States, they found this �typical� surplus shock to be a little over 1 per-
cent of GDP. This estimate is conservative since the surplus process is serially corre-
lated, and a 1 percent shock to the current surplus would raise the right-hand side of
(4) by more than 1 percent. To make the increase in seigniorage offset this �typical�
shock to the surplus, we need: 0.01 = 0.06x∆R, or ∆R = 1/6 ≈ 0.17. Notice that this
estimate is also conservative, in that we have assumed money demand does not fall as
the interest rate rises.
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28 This theory also applies to an economy in which some government debt is
denominated in a foreign currency or indexed to the price level; see Woodford (1998).

29 See Sargent and Wallace (1981) and Sargent (1987, pp. 176-177).

30 See Canzoneri and Diba (2000); Canzoneri, Cumby, and Diba (2001a,b).

31 More precisely, φt has to be bounded away from zero infinitely often, but the
bound can be arbitrarily small.

32 To gain some intuition for how this rule works, consider an example where

t = 0, and where the real interest rate and real GDP are constant. (5) reduces to st =
φtwt, where �s� is the surplus to GDP ratio and �w� is the liabilities to GDP ratio. The
flow budget constraint can be written as wt+1 = (1+r)wt � (1+r)st, where r (> 0) is the
real interest rate. Substituting the surplus rule into the flow budget constraint, debt
dynamics are governed by wt+1 = (1+r)(1�φt)wt. Iterating this equation forward, wt+T
= (1+r)T[(1�φt)(1�φt+1)���(1�φt+T�1)]wt. Debt dynamics would be stable if φt were
between r and 1 infinitely often, so that . However, the �no Ponzi
game� restriction that is equivalent to the PVBC, (4), only requires that the present
value of wT � (1+r)�TwT � go to zero as . If φt is between 0 and 1 infinitely
often, then the PVBC holds for any r or Pt that is fed into it, and we have a Ricardian
regime.

33 Canzoneri, Cumby, and Diba (2001a) provides a more detailed discussion of this
historical episode.

34 The model is closed by money market equations for each country.

35 Indeed, as we shall soon see, adherence to the SGP would assure a Ricardian
regime.

36 See Canzoneri and Diba (1998, 1999) or Canzoneri, Cumby, and Diba (2001a).

37 The balanced-budget amendments that have been proposed in the United States
would also produce the required discipline.

38 The change in surpluses is forward looking. For example, the change in the sur-
plus between 1963 and 1964 is plotted against the output gap for 1963. The standard-
ized primary surplus as a percent of potential GDP and the output gap are from table
F-11 of the Congressional Budget Office�s, The Budget and Economic Outlook: Fiscal
Years 2003-2012.

39 An alternative measure would be the level of the surplus (rather than its change).

T →∞

limT t Tw→∞ + = 0

∈
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Taylor (2000) used the level and reported regressions like those in the bottom panel
of table 1. The regressions show a significantly procyclical policy prior to 1980, and
a significantly countercyclical policy post-1980. Taylor argues that the post-1980
result is misleading for two reasons: (1) the Reagan tax policy we have already dis-
cussed; and (2) the late 1990s change in income distribution (to richer tax payers in
high brackets), which gave the impression of a discretionary tax increase. He con-
cludes that �the seemingly well-timed countercyclical fiscal movements of the struc-
tural surplus during the 1980s and 1990s is best interpreted as a coincidence.�

40 Federal Reserve Board (2001) pp. 163-164 and (2002), p. 520. The view that fis-
cal deficits affect long-term rates is also reflected in Chairman Greenspan�s speeches
and testimony. See Greenspan (2001, 2002).

41 These discussions tended to be somewhat confused. The only real alternative to
running surpluses was to make fiscal policy more expansionary, which would not have
assisted the Federal Reserve in dampening aggregate demand.

42 See, for example, Gale and Potter (2002).

43 We have regular data on the midsummer update only beginning in 1984.

44 We follow the literature in working with deficits rather than the level of the debt.
Feldstein (1986) argues that interest rates are probably more responsive to expected
deficits than to either current deficits or outstanding debt, and presents some evidence
that expected future deficits affect current interest rates.

45 We use the constant maturity Treasury series for the five-year and ten-year notes
and express the bill rate as a bond equivalent yield.

46 John Kitchen suggested this specification to one of the authors. The evidence in
Elmendorf and Reifschneider (2002) is consistent with a greater impact of tax change
on longer-term rates than on shorter-term rates.

47 All surplus numbers are cumulative and expressed as the average annual surplus
relative to lagged nominal GDP.

48 Macroeconomic Advisers (2000) reports that about three-fourths of the interest
rate sensitivity of aggregate demand in their model is tied to long-term yields.

49 Identifying the shocks is completed in two alternative ways: by allowing spend-
ing to affect net taxes within the quarter (but not vice-versa) and the other way around.

50 Blanchard and Perotti (1999) look at two specifications of trends�one
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deterministic and the other stochastic. The effects described previously are for the
deterministic trend specification. The effects of a tax shock are greater with stochas-
tic trends, with a peak effect on GDP of -1.33 occurring after seven quarters.

51 To keep the number of variables as small as possible, we chose to use only one
of the three monetary aggregates used by Christiano, Eichenbaum, and Evans (1999).

52 We present the details of how we adjust for interest costs in net taxes in the
appendix.

53 Because the VAR is estimated in logs, we need to transform the impulse
responses to get the multipliers that we plot. To do so, we multiply the responses by
the ratio of the levels of the variables at the end of the sample (more precisely, their
average values during 1999).

54 For comparability with the results presented in Blanchard and Perotti (2001), we
plot the responses plus and minus one standard error.

55 We also examined the impulse response from a 100 basis point increase in the
federal funds rate. But because they are very similar to those reported in, for example,
Christiano, Eichenbaum, and Evans (1999), we do not report them.

56 As in chart 6, we plot one-standard-error bands along with the estimated impulse
response.

57 The results for tax shocks are not as clear as those for spending shocks. Some
puzzles remain for future work.
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Commentary: Should the European
Central Bank and the Federal Reserve

Be Concerned about Fiscal Policy?

Alan S. Blinder

Canzoneri, Cumby, and Diba (henceforth, CC&D) have written a
lovely three-act play, set in the majestic shadows of the Grand Tetons.
I enjoyed reading it, and I enjoyed seeing it performed live.

Actually, the opus is a trio of one-act plays united by a common
theme, which is how fiscal policy might influence monetary policy.
Like many such artistic creations, the three acts hang together only
loosely, and the authors explicitly invite us to treat each as a free-
standing workówhich I will do. After a few remarks on each, I will
suggest a new fourth act, which would bring back an important issue
that CC&D seem to have banished to the wings: the policy mix.
Returning it to center stage offers me an opportunity to stroll down
memory lane a bit, for I presented the very first paper at the very first
Jackson Hole conference on precisely this topic.1

Act 1: Fiscal discipline in the stability and growth pact

So, let me start with Act 1, which is a thoughtful criticism of the
EUís ìStability and Growth Pact.î Some of us will recall that this
agreement was originally called the ìStability Pact.î The reference to
growth was added at the 11th hour, just when financial penalties for
miscreants were being added. In a curious compromise, France won
on the wording and Germany won on the penalties for noncompliance.
But the pact was always focused on stability; it was designed to ensure
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that any lack of fiscal discipline in member countries would not inter-
fere with the ECBís quest for monetary stability in the euro area.

CC&D offer two criticisms of the pact, both of which I agree with.
First, it sets limits on annual budget deficits, even though most coher-
ent arguments for fiscal limits apply to cumulative national debts. For
example, countries with large debt burdens might lobby the central
bank for lower interest rates. The consistency, in steady state, of a 3-
percent-of-GDP deficit limit and a 60-percent-of-GDP debt limit with
5 percent nominal GDP growth may be a lovely piece of arithmetic.
But CC&D correctly point out that substituting the deficit limit for the
debt limit may penalize the wrong countries at the wrong times.

CC&Dís other criticism is that the pact sets limits on actual budget
deficits rather than structural budget deficits. In so doing, it poten-
tially interferes with the operation of the automatic fiscal stabilizersó
which, of course, work far faster than discretionary policy ever can. As
the authors note, this problem is particularly worrisome in Europe,
where what they call the deficit elasticity is quite highóroughly dou-
ble that of the United States.2 To put the point bluntly, adherence to the
pact during a serious recession might force a country to pursue
Hooverite fiscal policies, even if its long-run fiscal house was in good
order. This unhappy scenario must look somewhat less than hypothet-
ical in Germany right now.

I agree with CC&Dís criticisms wholeheartedly and only wish they
had been empowered to draft the Stability and Growth Pact. But I
would like to take the point furtheróto discretionary fiscal policy. All
the countries in the European Economic and Monetary Union have, by
necessity, a common monetary policy. But their cyclical situations are
bound to be quite disparate at timesóas they are now. If Ireland is in
an exuberant boom while Belgium is languishing in a slump, the
ECBís choice of monetary policy will presumably be too loose for
Ireland and too tight for Belgium. Doesnít it then make sense to
tighten fiscal policy in Ireland and loosen fiscal policy in Belgium?
The pact will not stand in the way of the Irish tightening, but it might
prevent the Belgian easing, thereby giving the euro area as a whole a
deflationary bias.
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Now, you might be thinking that this same problem must apply to
the fifty states of the United States, all of which live under the Fedís
common monetary policy. But the analogy is a poor one, for the fifty
states are truly united, while the twelve countries are not. If, for exam-
ple, New Jersey is booming while Wyoming is depressed, significant
(per capita) fiscal transfers will flow automatically from New Jersey to
Wyoming via Washington. The analogous transfers through Brussels
are puny by comparison. Labor mobility across state lines in the United
States is also much greater than labor mobility across national borders
in Europe.3 So, there is much greater need for nation-specific discre-
tionary fiscal policy in Europe than there is for state-specific discre-
tionary fiscal policy in the United States. When it comes to dealing
with country-specific shocks, the monetary union tied one hand
behind policymakersí backs, perhaps for good reasons. The Stability
and Growth Pact then tied the other. Try riding a horse with both hands
tied behind your back.

Act 3: Does discretionary fiscal policy make sense?

Iíd now like to jump to Act 3 because it is more closely related to
Act 1. CC&D ask two questions. The first is: Has discretionary fiscal
policy in the United States actually been used as a macroeconomic sta-
bilizer? Their answer is: not often. I agree. If Congress and the
President could not get their act together under the clear-emergency
conditions that followed September 11, I think we might as well bury
the possibility of intelligent fiscal policy. And may it rest in peace.

CC&Dís second question is whether fiscal deficits raise long-term
interest rates, as seemingly all policymakers and market participants
believe. One of the dirty little secrets of empirical macroeconomics,
which the authors here reveal, is that there is almost no empirical evi-
dence supporting this commonsense proposition. Yet, many of us con-
tinue to believe it. For example, I think I saw with my own eyes that
long-term interest rates fell dramatically in response to the Clinton
Administrationís deficit reduction plan in 1993.

Fortunately for all of us, CC&D present some new empirical results
that buttress the commonsense view. They find that projected (by the



Congressional Budget Office) fiscal deficits ìexert a substantial and
statistically significant effect on interest rates.î (p. 366-367.) I am, of
course, cheered by these findings. But Act 1 reminds us of a nagging
question. Doesnít the very idea that prices adjust to clear markets sug-
gest that bond prices should react to the outstanding stock of govern-
ment debt, rather than to the flow of annual deficits?

Actually, CC&Dís results may support this hunch. When you add up
projected deficits, or changes in projected deficits, over ten-year peri-
ods, you may well obtain a variable that correlates better with the
expected debt ten years from now than with this yearís annual deficit.
I would recommend that the authors try substituting the projected
future stock of debt for the variable they use and see what kind of
results they get.

Act 2: The fiscal theory of the price level

I come now to Act 2, which is mostly about the so-called fiscal the-
ory of the price level. The theoryís name derives from its peculiar con-
clusion that fiscal policy, not monetary policy, determines the price
level in the very long runóa curiosum that CC&D do a fine job of
explicating. For present purposes, the hallmark of the theory is its
emphasis on the need for a certain degree of fiscal discipline if mone-
tary policy is to do its job. As the authors put it, ìthe governmentís
approach to fiscal solvency has strong implications for the options that
are left open to the central bank.î (p. 344.) 

Does it really? Despite coming from Princeton, I am not convinced
that the FOMC should pay much attention to the fiscal theory of the
price level when it meets next month, or next year, or even next
decade.4 The main reason pertains to the meaning of the phrase ìlong
runî in this context. The point, which CC&D make tacitly but do not
emphasize, is that the time span to which the fiscal theory applies is a
very long one, indeed. I call it the ìinfinite run.î You can find several
hints of this in CC&Dís Act 2. 

First, they emphasize their novel theoretical finding that the fiscal
discipline required to give monetary policy enough independence ìcan
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be quite lax.î (p. 350.) Specifically, the deficit must react negatively
to the accumulated debt ìinfinitely often,î (p. 350.)ówhich, in the
authorsí words might mean ìafter every election, at the beginning of
every decade, or even at the beginning of every century.î (p. 350.)
Letís see. If ìinfinitely oftenî can mean once a century, then even
Lyndon Johnson, Ronald Reagan, and George W. Bush can be viewed
as paragons of fiscal virtue.5

Second, they note in a footnote that the governmentís present value
budget constraint is derived by ìiterating the governmentís flow
budget constraint forward, and applying the transversality condition.î
(p. 380, footnote 22.) Mention of any transversality condition should
ring a warning bell in your minds. It refers to an asymptotic conver-
gence conditionówhat I just called ìthe infinite run.î Over that long
a run, we are not just all dead, we are all fully decomposed!

Third, their description of how the economy responds to a tax cut
will sound odd to most students trained in macroeconomics: ìA tax cut
lowers the right-hand side of [the present value budget constraint], and
the price level rises to bring the left-hand side in line.î (p. 347.) Wait
a minute. Is the key equilibrium condition really the satisfaction of the
present value budget constraint? Does the price level really bear the
main burden of adjustment? Donít many other variables adjust much
fasterósuch as real output and interest rates, both of which should rise
after a tax cut? Any empirical macro model will tell us that what is
portrayed here as the effect of a fiscal expansion on the price level
must take a very long time, indeed.

Letís think a bit about how the actual macrodynamics play out after
a rise in government spending.6 Start the economy in equilibrium with
a balanced budget. Now raise spending, thereby stimulating aggregate
demand. If the central bank holds either bank reserves or the money
supply constant, interest rates will rise immediately, with the magni-
tude dependent on expectations of, e.g., how long-lasting the deficit is
expected to be and how monetary policy might respond in the future.
If the central bank holds the short-term interest rate constant, the yield
curve should steepen.
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As this process is playing out, new assetsóeither high-powered
money or government bondsómust be created to cover the budget
deficits. Thatís the flow budget constraint:

∆M + ∆B = G + iB - T(y,P), (1)

in nominal terms, where T(y,P) is tax receipts, G is government expen-
diture, i is the nominal interest rate, M is the (high-powered) money
supply and B is the number of $1 bonds.7 The asset creation described
by equation 1 will also drive aggregate demand upward. As Carl Christ
pointed out in a 1968 paper, a new steady-state equilibrium requires
that the budget deficit eventually be closed.8 How does that happen?
Here, the mix of future monetary and fiscal policies becomes crucial,
which was the point of a once-famous but now forgotten 1973 paper by
Bob Solow and me.9

Letís review the four possible cases and relate each to the fiscal the-
ory of the price level. An increase in government spending that enlarges
current and future budget deficits will require some combination of:

(1) increased issuance of interest-bearing debt,10

(2) increased creation of high-powered money,

(3) increases in future taxes,

(4) decreases in future government expenditures.

Case 1. Stability under bond financing: The fiscal expansion sets a
horse race in motion. On the one hand, real output (y) and the price
level (P) rise, thereby increasing tax receipts and helping to close the
deficit. But, on the other hand, interest rates (i) and the national debt
(B in nominal terms, b=B/P in real terms) also rise, which widens the
deficit. Solow and I (1973) showed that, for some parameter values,
the economyís natural dynamics will be stable even when all deficits
are financed by issuing bonds. In that case, the economy will converge
to a new, higher equilibrium with budget balance restored:

396 Alan S. Blinder



t(y,P) = g + ib, (2)

where t(.)=T(.)/P, g=G/P, and b=B/P. In the stable case, the fiscal
expansion will never ìforceî the central bank to print more money. So,
this case is ìnon-Ricardian,î in the language of the fiscal theory of the
price level. More important, it is not threatening to the functional inde-
pendence of the central bank.

Thatís good news. But is the economy likely to be stable under bond
financing? In the simple case where the tax function is linear homoge-
neous (so that tP=0),11 the long-run multiplier implied by equation 2 is:

dy/dg = (1/ty) [1 + b(di/dg) + i(db/dg)]. (3)

Explicit solutions for di/dg and db/dg depend on the details of the
underlying model. But scrutiny of equation 3 will do for present pur-
poses. Surely di/dg and db/dg will be positive, making the term in
square brackets larger than one. And 1/ty is a pretty big numberósay,
three or four in the United States. So, equation 3 suggests a rather
large multiplier, dy/dg, certainly much larger than what the FRB/US
model tells the FOMC. That should alert us to the strong possibility
that the economy might never converge to the new equilibrium under
bond financing.12

Case 2. Instability under bond financing: In fact, using a fixed-price
model, Solow and I (1973) showed that the economy might well be
unstable under bond financing of deficits, but is always stable under
money financing. A few years later, Tobin and Buiter (1976) estab-
lished corresponding results for a full-employment model in which a
variable P did all the adjusting while y was fixed.13 Shortly thereafter,
Pyle and Turnovsky (1976) derived similar results for a more compli-
cated model in which both P and y adjusted simultaneously.14 The
message of these and other papers was simple and consistent: Stability
under money financing was vastly more likely than stability under
bond financing.

What do these results mean in practice? If the government runs a
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deficit, and the economy is stable under money financing but unstable
under bond financing, the central bank may be forced to finance
deficits by printing money. The other option doesnít work. Since the
policy of bond financing can be viewed as adherence to monetarism
(because the central bank sticks to its money target, regardless of the
deficit), this result anticipated Sargent and Wallaceís (1981) ìunpleas-
ant monetarist arithmetic.î15 From the point of view of the fiscal the-
ory of the price level, it is also the more worrisome ìnon-Ricardianî
case. Here, monetary policy does lose control of the price level to fis-
cal policy.

Cases 3 and 4. Adjusting future fiscal policy instead: But what about
the so-called Ricardian cases, which Solow and I did not consider
back in 1973? Imagine that the economy starts bombing off on one of
the unstable paths. Something has to give, because actual economic
variables do not go to positive or negative infinity. We have just noted
that money financing of deficits can stabilize the system, though at a
cost of considerable inflation. What about changes in fiscal policy?

In a quite different context, Barro (1974) pointed out that current
tax cuts can be balanced by future tax increases that preserve the
present-value budget constraint.16 If present-value constraints are all
that matteróa proposition I would disputeóa tax cut is a non-event in
this case. Alternatively, current tax cuts (or expenditure increases) can
be balanced by future reductions in government spending of equal pres-
ent value. In neither of these cases is the ability of the central bank to
stabilize the price level compromised in any way.

So, where does this all leave us, and how does it relate to CC&Dís
nicely written second act? If the government runs a large deficit,
thereby boosting the growth of aggregate demand, there are four pure
possibilitiesóand, of course, an infinite number of combinations of
the four.

(1) If all deficits are covered by issuing bonds, and the economy is
stable under this financing policy, the central bank need not react. It
might want to react by tightening monetary policy to prevent inflation.
But the central bank, not the fiscal authorities, controls the price level.
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(2) If bond financing of deficits leads to dynamic instability (or,
under rational expectations, to ìunpleasant monetarist arithmeticî),
and the fiscal authorities refuse to be disciplined, the central bank may
be forced to cover the deficits by printing money. In that case, it does,
indeed, lose control over the price level and of monetary policy more
generally.

(3) and (4) In the unstable case, the fiscal authorities might decide to
prevent instability by exercising some discipline. That could mean
either raising taxes or cutting spending. Either reaction would take the
pressure off monetary policy. And CC&D tell us that not much disci-
pline is required.

Finally, we should all remember that this discussion is loaded with,
what I call, ìangels-on-the-head-of-a-pin economics.î The ìrunsî to
which these theoretical results apply are very long, indeed. Over time
spans that a practical central banker might think of as ìthe long run,î
say five to ten years, the present-value budget constraint is not terribly
relevant under normal circumstances. And even the flow budget con-
straint equation 1 is just an accounting identity that summarizes options
rather than imposes any serious constraints.17 It is, instead, the old-
fashioned fiscal-monetary policy mix that may really affect the econ-
omy. This brings me to the unwritten Act 4, wherein the prince of
Denmark enters the play.

Suggested Act 4: The fiscal-monetary policy mix

I begin with the obvious. Both fiscal policy and monetary policy
influence aggregate demand, exchange rates, real interest rates, and
stock market valuations. Mostly through the latter two, they influence
the share of investment in GDP. If we imagine holding aggregate
demand constant and changing the policy mix toward more expan-
sionary fiscal policy and tighter monetary policy, that should raise real
interest rates and decrease the investment share. (CC&Dís Act 3 reas-
sures us on this point.) It should, therefore, damage medium-term
growth. A change in the policy mix in the other direction should be
pro-investment, and therefore pro-growth.
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All that is economic kindergarten. Yet, the policy mix, an issue
barely raised by CC&D, was the focus of my 1982 Jackson Hole paper
on the coordination of monetary and fiscal policy. Why?

Because in August 1982, the United States was in the early stages of
reacting to the Reagan-Volcker policy mix. The abandonment of fiscal
discipline by the Reagan Administration, even though it would be cor-
rected in much less than a century, collided violently with the anti-
inflation policies of the Federal Reserve under Paul Volcker, sending
interest rates skyrocketing. This undesirable mix of tight money and
loose fiscal policy had plagued us beforeóthink, for example, of
Johnson and Martin in 1966. But the Reagan-Volcker episode was
probably the most spectacular example ever. In commenting on my
1982 paper, James Tobin opined that the ìfiscal-and-monetary tug-of-
war has over the years, spectacularly right now, led to a mix that
penalizes capital formation and growth.î18 The perverse policy mix
made a great deal of difference to the U.S. economy. It was, I would
say, one of the two main macroeconomic stories of the 1980sóthe
other being the conquest of inflationóeven though it did not last long
enough to wrest control of the price level from the Fed.

The main macroeconomic story of the 1990s was precisely the
opposite. The Clinton-Greenspan policy mix of tighter fiscal policy
(leading ultimately to large surpluses) and easier monetary policy
served the nation extremely well. It presumably boosted both the
investment share and the growth rate for years. And what might hap-
pen a century later was presumably unimportant to markets, to citi-
zens, and to policymakers.

Now, in the 2000s, we are faced with the possibility that fiscal and
monetary policy might collide again. It is not revealing any trade
secrets to state that monetary policy will have to be tightened consid-
erably once the current period of weakness is over. The FOMC has
already said that, and Iím sure it did not have the year 2102 in mind.
Yet, fiscal discipline has collapsed again. Not only are we in the midst
of a ten-year tax-cutting binge, but the shackles on government spend-
ing have also come off. It could be that the Bush-Greenspan policy
mix will wind up being a smaller-scale replay of Reagan-Volcker.
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If you will indulge me one last word about my 1982 Jackson Hole
paper, I will conclude by tying Act 4 back to Act 2. Among the topics
that worried me then was the lack of coordination between monetary
and fiscal policy. I suggested that a policy mix of tight money and
loose fiscal policy might be the natural Nash equilibrium of a nonco-
operative game between a government that placed higher weight on
reducing unemployment and a central bank that placed higher weight
on reducing inflation.19 One way to solve this problem, I observed,
was suggested by Milton Friedman back in 1948óyears before he
became the first monetarist.20 Friedman suggested that fiscal policy
set spending and taxes on microeconomic criteria, and not vary them
cyclically. With what we now call the structural deficit fixed at zero,
the actual budget would show a surplus or a deficit, depending on the
stage of the business cycle. And Friedman suggested that all such
deficits or surpluses be financed by money creation or destruction.

Notice three things about this policy. First, recall the theoretical
finding that the economy is (virtually) always dynamically stable
under money financing of deficits. Second, in terms of the four cases
dealt with in Act 2, this non-Ricardian case is precisely the opposite of
monetarism: The supply of bonds is non-reactive while money growth
varies sharply with the business cycleóand in a stabilizing manner.
And third, this Friedman rule would create an extremely powerful
automatic stabilizer. A $100 billion deficit, for example, would lead to
$100 billion in new high-powered money. Thatís quite a kick. It
wouldnít last for a century, but it ought to cure slumps in short order.

I canít help thinking that both fiscal and monetary policymakers
might be better off studying the 1948 writings of Milton Friedman
than the modern fiscal theory of the price level.

Authorís note: The author is grateful to Lars Svensson for helpful discussions.
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Endnotes

1 See Alan S. Blinder. ìIssues in the Coordination of Monetary and Fiscal Policy,î
in Proceedings of a Conference on Monetary Policy Issues in the 1980s (Federal
Reserve Bank of Kansas City, 1982), pp. 3-34.

2 The terminology is misleading. The ìdeficit elasticityî is the derivative (not the
elasticity) of the government budget deficit with respect to GDP.

3 This is true even though even labor mobility in the United States should not be
exaggerated. See Olivier Blanchard and Lawrence Katz, ìRegional Evolutions,î
Brookings Papers on Economic Activity, 1:1992, pp. 1-75.

4 I refer to the fact that two of my esteemed colleagues, Christopher Sims and
Michael Woodford, have been major proponents of the theory. See, for example, Sims
(1994) or Woodford (1994). [References are in CC&Dís bibliography.]

5 Of course, these once-a-century fiscal adjustments would have to be very large to
do the trick. CC&D are playing with the mathematics of infinity here.

6 I switch from a tax cut to an increase in government spending only for notational
simplicity.

7 To keep the arithmetic simple, I model government bonds as having zero matu-
rity. A more realistic model would let bond prices depend on interest rates and allow
for capital gains and losses.

8 See Carl F. Christ, ìA simple macroeconomic model with a government budget
restraint,î Journal of Political Economy, 76:1968, pp. 53-67. In a growth context, the
corresponding condition is that the debt/GDP ratio be stabilized.

9 See Alan S. Blinder and Robert M. Solow. ìDoes Fiscal Policy Matter?î Journal
of Public Economics, 2:1973, pp. 319-337.

10 Of course, if the countryís long-run fiscal situation truly raises the specter of
insolvency, it may not be able to float debt. This is an important case for the fiscal the-
ory of the price level. But it is not likely to apply to the EU or the United States.

11This simplification is in no way crucial to any results; it just reduces the algebra.

12 Note that, under money financing, db/dg will be zero and di/dg will probably be
negative.
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13 In this case, a linear homogeneous tax function will not do. Rising P must raise
real tax receipts. See James Tobin and Willem Buiter. ìLong-Run Effects of Fiscal and
Monetary Policy on Aggregate Demand,î in Jerome Stein, ed., Monetarism (North-
Holland, 1976).

14 See David H. Pyle and Stephen J. Turnovsky. ìThe Dynamics of Government
Policy in an Inflationary Environment: An ëIntermediate Runí Analysis,î Journal of
Money, Credit, and Banking, 8:1976, pp. 411-437.

15 In the stable case, the steady-state multiplier dy/dg is actually larger under bond
financing than under money financing. This implies that an open-market purchase of
bonds will be disinflationaryówhich is the essence of Sargent and Wallaceís surpris-
ing result. [Reference is in CC&Dís bibliography.] 

16 See Robert J. Barro. ìAre Government Bonds Net Wealth?î Journal of Political
Economy, 82:1974, pp. 1095-1117.

17 One major exception is if the nationís finances are in such a mess that it cannot
float bonds. In that case, monetary policy becomes subordinated to fiscal policy
because a fiscal deficit forces money creation.

18 See James Tobin. ìDiscussion,î in Federal Reserve Bank of Kansas City,
Monetary Policy Issues in the 1980s, 1982, p. 44.

19 Both were assumed to favor a higher investment share of GDP.

20 See Milton Friedman. ìA Monetary and Fiscal Framework for Economic
Stability,î American Economic Review, 38: 1948, pp. 245-264.

Commentary 403



Commentary: Should the European
Central Bank and the Federal Reserve

Be Concerned about Fiscal Policy?

Sebastian Edwards

Canzoneri, Cumby, and Diba have written a very good paper on the
relationship between fiscal and monetary policy. It is informative,
clear, and persuasive. As the title indicates, the analysis deals exclu-
sively with the cases of the United States and the European Union
(EU). In a way, however, these are the countries where the discus-
sion on the connection between fiscal and monetary policy is least
interesting. This is because, as the authors themselves persuasively
point out, it is very difficult to argue seriously�either theoretically,
empirically, or historically�that the United States or the EU have
lacked Ricardian fiscal discipline. Clearly, these are not cases of fis-
cal dominance.

There are, however, a number of other countries where the issue of
fiscal constraints on monetary policy actions is very important. Many
of these countries are in Latin America, and a premier example is
Argentina, where the dominance of fiscal policy�and, in particular,
of rampant fiscal imbalance in the provinces�ended up triggering a
massive crisis at the end of 2001. A second case, although not nearly
as serious as Argentina, is that of Brazil, where recent�that is, during
July and August of this year�concerns about the sustainability of fis-
cal policy have generated very serious financial upheaval and have
resulted in a rapid weakening of the currency and a significant jump
in the country risk premium. 
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In these comments, I expand the analysis presented by Canzoneri,
Cumby, and Diba to the case of the emerging markets, with especial
emphasis on Latin America. I will address three issues. First, I will
discuss how the existence of indexed debt changes the channels
through which macroeconomic shocks are validated. Second, I will
discuss two specific cases: Chile and Brazil. And third, I will deal
with a brief discussion on monetary policy and financial sector regu-
lation in the emerging markets.

As is explained in great detail in the their paper, in standard fiscal
theory of the price level stories, jumps in the price level play an impor-
tant role in making sure that the intertemporal budget constraints
holds. This comes out very clearly in the paper�s equation 4. A higher
price level reduces the real value of outstanding public-sector debt and
restores the intertemporal equilibrium condition when the deficit is too
high as to assure sustainability. This, of course, is a very plausible
story when the public debt is denominated in the local currency.
Things, however, change if the debt is indexed. Consider the extreme
case when all of the public-sector debt is fully indexed to the domes-
tic price level. Under these circumstances, jumps in the domestic price
level do nothing to restore equilibrium: A jump in the price level
results, through the indexation mechanism, in an immediate equipro-
portional jump in the nominal value of outstanding debt, and the debt-
to-GDP ratio is restored to its pre-price level jump level. A similar
situation, although not as drastic, will take place when a proportion of
the debt is indexed to the price level, or when the debt is indexed to
the nominal exchange rate. This was, indeed, the case of Argentina
during the 2001 to 2002 crisis.

In the presence of massive indexation, there are two ways out of the
problem. One alternative is that the authorities understand that with
indexed debt, price level jumps do not help to restore equilibrium; all
they do is unleash a public debt-driven hyperinflation process. As a
result of this understanding, the government authorities change their
behavior and conduct fiscal policy in a super careful, conservative,
and austere way. That is, the sheer existence of indexation provides an
incentive for the government to fiscally be disciplined, in a Ricardian
sense. Some authors have argued that this would, indeed, be the case
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and have suggested that emerging markets should deliberately index
their debt to the nominal exchange rate as a way of generating a con-
servative fiscal behavior. History, including the recent Argentine deba-
cle, has shown, however, that this is not a likely outcome of indexing
the public-sector debt. Instead, the presence of indexed debt�and, in
particular, debt indexed to the exchange rate�will usually result in
perverse incentives, where the monetary authorities intervene in the
foreign-exchange market in an effort to avoid the weakening of the cur-
rency. A second way out of the inconsistencies generated by indexed
debt is that instead of the intertemporal constraint being re-established
by a jump in the price level (an upward jump in the denominator in
equation 4), it gets re-established by a write-off of all or part of the debt
itself (this is a downward jump in the numerator in equation 4).1 This
is, indeed, the way in which the situation was resolved in Argentina at
the end of 2001, when the government defaulted on $140 billion (U.S.
dollars) of debt. As the developments of the last eight months in
Argentina have shown, the costs associated with this option�in terms
of loss of access to the international capital market, collapse in output,
and climb in the rate of unemployment�can be very high, indeed. In
fact, I believe that it is fair to say that one of the most important lessons
of the Argentina debacle is that, contrary to what a number of observers
claimed in the period leading to the crisis, there isn�t such a thing as a
costless�or even low cost�debt default.

The second part of my comments refers to two country experi-
ences�those of Chile and Brazil�that are particularly relevant for
the discussion at hand. Chile provides a particularly interesting case
because it has not only been the most successful country in Latin
America in the last decade and a half, but since the year 2000 it has
operated with two rules: a monetary rule based on an inflation-target-
ing framework and an explicit, publicly known fiscal rule. As back-
ground, Chile has posted an average rate of growth of 5.8 percent
during the last fifteen years; it has an extremely open economy�aver-
age import tariffs are approximately 4.8 percent; inflation has been
stable at around 4 percent; and it has had an independent central bank
since the return of democracy in 1990. Chile has been a pioneering
inflation-targeting country and has a very low public-sector debt-to-
GDP ratio, in the order of 12 percent. In early 2000, the incoming



administration of President Ricardo Lagos adopted a very strict fiscal
rule that calls for a yearly structural surplus of 1 percent of GDP. This
rule has three interesting characteristics: First, it is a deficit-based, as
opposed to debt-based, rule of the type that Canzoneri, Cumby, and
Diba criticize in their paper. Second, the Chilean rule is significantly
stricter than the Stability and Growth Pact rule in effect in the EU. And
third, by defining the rule in terms of the structural fiscal balance, it
has allowed the government to run a counter-cyclical fiscal policy,
something that almost no Latin American country has been able to in
the last thirty years or so. In fact, it is expected that during 2002�a
year of recession and depressed terms of trade�the consolidated
nominal public-sector deficit in Chile will be 3.2 percent of GDP.

What is particularly interesting about Chile�s rule is that it was not
enacted�as some uninformed observer could conclude�as a way of
protecting the independent central bank from a non-Ricardian public
sector. The main reason why the Lagos Administration implemented
this rule is to protect the Treasury from the government�s own politi-
cal supporters, both in Congress and outside of it. This strict rule has,
indeed, helped keep the left-of-center coalition member parties at bay
in their requests for increasing expenditure in pet projects. Although
the fiscal rule main objective was not to isolate the central bank from
�fiscal theory of the price level� type of pressures, it has allowed the
bank to use greater degrees of freedom. In particular, it has allowed the
central bank to pursue a more aggressive low-interest-rates policy dur-
ing the last few months. In addition, with fiscal policy governed by the
above-mentioned rule, the central bank has felt comfortable with a
weaker currency and has avoided intervening (very) actively in the
foreign-exchange market. 

From a political economy point of view, the different political forces
have broadly accepted the overall notion of a fiscal rule. Some of the
details�including the calculation of potential GDP growth and of the
�normal� price of copper�have been challenged, but the principle has
been accepted. This is, on itself, important and may very well start a
trend among Latin American countries.

I now turn to Brazil, a country that has been profusely in the news
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lately�in particular as a result of deteriorating financial conditions
and the large IMF package announced a few weeks ago. Although it is
clear that in Brazil there is no �fiscal dominance,� the fiscal side does
introduce some important constraints to the conduct of monetary pol-
icy. This is for two basic reasons: First, Brazil�s public-sector debt is
at its limit, having reached its �ceiling� some time during the first few
months of this year. In terms of GDP, the consolidated public-sector
debt was 30 percent by the end of 1994�the first year of the real plan.
It was 50 percent by mid-2001, and it had climbed to 62 percent by the
end of July of this year.2 Second, most of this public-sector debt is
indexed, either to the foreign exchange or to short-term interest rates.
Recent calculations indicate that, all in all, more than 70 percent of
total public-sector debt is indexed, with 40 percent tied to the real/U.S.
dollar exchange rate and another 30 percent tied to interest rates. This
has left the central bank between a rock and a hard place. In particu-
lar, under conditions of instability and uncertainty, the central bank is
greatly constrained on its ability to use the interest rate as a policy tool.
If it raises interest rates, that part of the debt tied to it will increase,
raising the debt-to-GDP ratio generating through this channel, greater
instability. If, however, interest rates are not raised, the currency will
tend to depreciate�as it has during much of this year�also generat-
ing a higher debt ratio, which feeds into greater instability. 

Earlier this year, things took a turn for the worse in Brazil. This was
the result of two shocks: First, the collapse of the Argentine economy
introduced great uncertainty with respect to the future of the regional
trading bloc MERCOSUR, generating a drastic decline in FDI in
Brazil. And second, there has been a great deal of uncertainty sur-
rounding the October 6 presidential election. In particular, private-sec-
tor analysts have been concerned with the very strong showing in the
polls of the left-wing candidate Luiz Inacio da Silva, �Lula.� The
combination of these two shocks and the very high debt-to-GDP ratio,
discussed above, have shown to be a fatal combination. Investors have
dumped Brazilian bonds, local firms have tried to cover their foreign-
exchange exposure, and international banks have been calling in their
credit lines. As a result, the risk premium on Brazilian international
bonds has climbed past the 2,000 basis points mark, and the exchange
rate, which in January stood at 2.3 reais per dollar, has migrated to the
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3.2 to 3.4 range. The country has rapidly moved into a �bad equilib-
rium,� where the beliefs that a crisis may occur have generated a series
of reactions that have resulted in an increase in the probability that the
crisis may indeed occur. Brazil has been trapped in a vicious circle. 

The IMF program announced a few weeks ago has been a serious
attempt to move Brazil out of this bad equilibrium. It is a solid and
largely well-designed program. At $30 billion (U.S. dollars), it is
larger than what most people expected; it is back-loaded and provides
the right incentives; it includes $6 billion (U.S. dollars) of fresh
resources to be disbursed this year; it lowers the international reserves
floor to $5 billion (U.S. dollars), increasing the amount of usable
reserves significantly; it introduces flexibility into the inflation-target-
ing rule; it maintains a primary surplus target of 3.75 percent of GDP;
and it is lean in terms of ancillary conditions. I believe that this pro-
gram has a fighting chance of succeeding. All political candidates have
broadly supported it, the trade surplus is increasing, and for a few days
the market seemed to have reacted positively to the news of renewed
multilateral support. Having said this, it is important to emphasize that
for the public debt situation to really stabilize, a constellation of factors
has to come into line. First, during 2003 to 2004, average rate of growth
should move back to the 4 to 4.5 percent mark. Second, the cost of bor-
rowing for Brazil should go down from it current level of approxi-
mately 1,900 basis points above Treasuries, to the vicinity of the 700
basis points. Third, maturing bonds, loans, and credit lines have to be
rolled over massively. Fourth, the primary surplus should go up to
approximately 3.9 percent of GDP and maintained at that level for the
foreseeable future. And finally, the currency has to strengthen drasti-
cally, moving from the current 3.3 reais per U.S. dollar rate, to around
2.3 to 2.4 reais per dollar. While it is not impossible to fulfill this rather
formidable list of requirements, it will not be easy to do it.

The final part of my remarks refers to two issues regarding mone-
tary and financial policy in the emerging countries. Here, I am on
more tentative terrain, and instead of making a statement I want to
raise some questions that I believe will have important consequences
for the future stability of the emerging nations and of the world finan-
cial system. The first question is whether the exchange rate should
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enter into the monetary policy rule in an inflation-targeting frame-
work. From a technical point of view, this discussion may be framed
in terms of the form of the Taylor rule in a small open economy. Taylor
himself has posed the problem as follows (2001, p. 263.): �How should
the instruments of monetary policy (the interest rate or a monetary
aggregate) react to the exchange rate?� In order to address this question
more formally, consider the following equation (see Taylor, 2001.):

rt = fπt + gyt + h0et + h1et�1. (1)

Where rt is the short-term interest rate used by the central bank as a
policy tool, πt is the deviation of the rate of inflation from its target
level�possibly zero�yt is the deviation of real GDP from potential
real GDP, and et is the log of the real exchange rate in year t.3 f and g
are the traditional Taylor rule coefficients; h0 and h1 are the coeffi-
cients of the current and lagged log of the real exchange rates in the
expanded Taylor rule and are the main interest of this discussion.
Traditional analyses have assumed that the central bank should ignore
open economy considerations when undertaking monetary policy�in
terms of equation 1, this means that h0 = h1 = 0. It is conceivable, how-
ever, that in a small open economy the optimal monetary policy rule�
that is the policy that maximizes the authorities� objective function�is
one where both h0 and h1 are different from zero. Interestingly, if h0
< 0 and h1 = �h0, then the rule implies that monetary policy should
react to changes in the (real) exchange rate. Notice that the formula-
tion in equation 1 does not imply, even when h0 and h1 are different
from zero, that the monetary authorities should defend a certain level
of the exchange rate. 

The second question is whether foreign-currency indebtedness should
be regulated in emerging countries with a floating exchange rate and
inflation targeting. The importance of this question is based on the fact
that when there is massive foreign-currency-denominated debt�
either public or private�changes in the nominal exchange rate will
tend to be translated into large balance-sheet effects. This, in turn, is
likely to affect the authorities� willingness to let the exchange rate to
truly float. There is some evidence suggesting that price-based and
transparent mechanisms that regulate capital inflows, such as the flex-
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ible tax on short-term capital used by Chile during much of the 1990s,
work relatively well as a transitional device. It allows for some capi-
tal mobility and discourages short-term speculative monies; at the
same time, it avoids arbitrary decisions by bureaucrats. But, as I have
argued elsewhere, even Chile-style capital controls have costs, and
they did not spare Chile from contagion or macroeconomic instability
during the second half of the 1990s. This is a question that, as the pre-
vious one, will require additional research.

Endnotes

1 From a purely algebraic point of view, a third option is that real GDP, the second
variable in the denominator in equation 4 experiences a jump. From a practical point
of view, however, this is not a relevant alternative, as it is extremely unlikely that in a
country with doubtful solvency real GDP growth will increase at the rates required to
solve the intertemporal imbalance.

2 Only 20 percent of this debt corresponds to foreign debt.

3 In this formulation, an increase in e denotes a real exchange rate appreciation.
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General Discussion:
Should the European

Central Bank and the Federal Reserve
Be Concerned About Fiscal Policy?

Chair: John B. Taylor

Mr. Taylor: Thank you very much, Sebastian. We have a couple of
questions here, Jean-Philippe would you please get us started?

Mr. Cotis: I am not going to say the Stability and Growth Pact is an
ideal theoretical object, but it is there. I am not sure it imparts such a
deflationary bias to European activity. I guess the recent doctrine in
Europe was that we should aim, at least, at structural budget balance.
This is not silly in a context of aging populations, staffing pension
reforms, and very high unfunded liabilities. Having reached a position
of structural budget balance, you have ample room for automatic sta-
bilizers to play and enough to cope with large negative output gaps,
from 4 to 6 percentage points of GDP. I don�t have to remind you that
automatic stabilizers are twice as large in Europe than in the United
States. So, what went wrong in Europe over the past few years? I
guess fiscal policies went wrong, quite independently from the pros
and cons of the stability pact.

A number of European countries ran pro-cyclical fiscal policies dur-
ing the late 1990s, leading to a marked deterioration of their structural
balances. It was neither good for economic stabilization nor for the
long-run sustainability of public finances. So, I doubt that deteriorat-
ing further the structural balances in Europe will be helpful on either
count. A few words about Germany now. Unfortunately, I am not quite
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sure that Germany�s main problem is primarily a demand one. It is
much more of a structural problem. In any case, Europe is now faced
with an area-wide slowdown, which has been met with reasonably
accommodative monetary conditions. They will benefit Germany.
From a theoretical point of view again, I am sure the Stability and
Growth Pact is something that is not perfect, but in practice it was
not applied. The fact that some countries did not really stick to the
philosophy of the pact during the previous upswing�running pro-
cyclical fiscal policies�is really at the root of the problem. Not stick-
ing to the spirit of the pact has been the major source of economic
destabilization.

Mr. Taylor: Thank you. Let�s go through other comments before we
have the panel respond. Larry Summers, please.

Mr. Summers: We have talked about the fiscal theory of the price
level and Alan�s equation 1 with respect to the United States, Europe,
and emerging markets. I want to raise the possibility of whether it
doesn�t have very substantial relevance to the situation in Japan,
which is the one place where we have not talked about it.

If you look at Alan�s equation 1, we traditionally talk about fiscal
policy, which is the right-hand side of the equation, and monetary pol-
icy, which is left-hand side of the equation. The problem we encounter,
if there is a liquidity trap, is that m and b are perfect substitutes. So,
switching m and b back and forth doesn�t have any effect. One way
around that is the one that Allan Meltzer has suggested a couple of
times, which is to say that there is some other asset, and if you switch
around m + b for that asset, you will have a substantial effect. That is
a way of looking at the problem. Another way of looking at the prob-
lem is to think about what used to be called �money-financed fiscal
expansion.� That is, an increase in g minus t, supported by an increase
in m with no change in b. That doesn�t change the government�s level
of indebtedness. That does provide for a significant expansion. It doesn�t
involve the kind of proximate external implications that a change in
the exchange rate, as was earlier suggested, and is available as a mech-
anism if the whole world were to find itself in this difficulty. So, I�d
be interested in somebody commenting on the fiscal theory of the
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price level as relevant in Japan and whether we are not a bit hob-
nobbed or held back by our traditional divisions conceptually between
what constitutes fiscal and monetary policy in Japan.

Mr. Taylor: Thank you, Larry. Alan Auerbach is next.

Mr. Auerbach: I have two related points about debt measurement
and a short point about the fiscal theory of the price level.

First of all, regarding the Growth and Stability Pact, there was a dis-
cussion of problems relating to basing it on deficits rather than debt.
Both of these relate to deficits and debt as measured. In the United
States and even more so in Europe, we have enormous and very rap-
idly increasing levels of implicit debt, so that both the deficits and the
debt would look very different if one incorporated these accumulating
liabilities. Indeed, how to measure them is not clear. Having a pact that
attempts to pick a particular measure and impose restrictions on that
strikes me as a first-order problem in fiscal control. I don�t think this
issue has gotten enough attention.

A similar point relates to the interchange between the authors and
Alan about finding the effects of the explicit debt level or deficits on
interest rates: Any theory that says explicit liabilities should matter
because we are in a world of finite horizons also says that implicit lia-
bilities should matter. Those move around a lot, so leaving them out of
an equation trying to explain interest rates is a really good explanation
for why the included variables don�t have any impact or as much of an
impact as we believe them to have.

Finally, on the fiscal theory of the price level, I offer a comment that
relates a little bit to the point Sebastian Edwards made about indexed
debt. If you had a world in which there were no nominal assets at all�
if you were in a nonmonetary world�the government�s budget con-
straint would still hold. We could still do the test of whether we are in
a Ricardian or non-Ricardian world. And we might reject that we are
in a Ricardian world. What would that tell us? It wouldn�t tell us that
the fiscal theory of the price level applies because this world doesn�t
have a price level�the price level is indeterminate; it doesn�t matter.



We would know in that world there would be some other adjustment.
It might be default of the debt. It might be a change in regime, a future
tax increase, a cut in government spending. All of those possibilities,
as Alan pointed out, exist when you put money back in the model. I
find it very unconvincing when one looks at whether short-run policy
satisfies or doesn�t satisfy the budget constraint that that tells us any-
thing about whether it is going to be monetized or whether there is
going to be a jump in the price level. All it tells us is that something is
wrong with current policy and there is going to be some adjustment. It
doesn�t tell us that the fiscal theory of the price level applies.

Mr. Taylor: Guillermo Ortíz.

Mr. Ortíz: I have just a very brief comment on Sebastian�s last
remarks. Putting capital controls or imposing other types of limits to
the indebtedness of private agents is a pretty bad idea. It is much bet-
ter to provide incentives for firms to hedge foreign-exchange exposure
rather than to think in terms of controls. Let me suggest that one way
of doing so is simply by developing derivative markets so that firms
can hedge their exposure in a cost-effective way. Another very impor-
tant incentive is associated with the adoption of flexible exchange rates.
We conducted a study in Mexico recently and found there has been a
structural change in private-sector indebtedness in the sense that the
foreign indebtedness of corporates is now heavily concentrated on
exporting firms, while before several firms producing nontradable
goods had significant exchange rate exposure. So, firms by themselves
are hedging their own foreign-exchange risk once they are provided
with the right incentives. It is interesting to look at.

Mr. Taylor: Mickey Levy, please.

Mr. Levy: In your paper you try to identify and test the impact of fis-
cal policy (changes in fiscal surpluses or deficits) on interest rates or the
yield spread, and you find an inverse correlation between projected
budget surpluses and the yield spread. I find in looking at your equation
11, both the yield spread and the deficit or surplus projections are both
jointly and endogenously determined by real, nominal, and cyclical vari-
ables. So, your empirical findings do not seem particularly instructive.
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Mr. Taylor: Okay, would you like to respond to some of the com-
ments and then we will take a break?

Mr. Cumby: Let me just start with a couple of brief comments and
then Behzad Diba and Matt Canzoneri can join in. First, I think we all
agree with Alan Blinder�s view that neither the Fed nor the ECB ought
to be staying up nights worrying about the fiscal theory of the price
level. The reason is that all of the evidence that we look at�direct and
indirect, and no matter how we slice it�supports the conclusion that
fiscal policy has been sufficiently disciplined to be Ricardian.

Second, it is a bit unfortunate that, for reasons of an expositional
clarity, we tend to focus on an economy with flexible prices and with
real income and real interest rates given. With sticky prices, the
important point still remains that if the fiscal authorities don�t main-
tain sufficient discipline, it is the fiscal authority that controls nominal
aggregate demand, not the monetary authority. So, the key question is
not whether prices are sticky, but whether fiscal policy is sufficiently
disciplined. Price stickiness will affect the economy�s response to a
change in nominal aggregate demand but not whether the nominal
anchor is determined by fiscal or monetary policy. 

Third, with indexed debt or real debt, the price level cannot adjust to
satisfy the government�s present value budget constraint. Something
else has to give. It is probably worth recalling the literature on
unpleasant monetarist arithmetic, which is a predecessor to the litera-
ture on the fiscal theory of the price level. In that earlier literature, the
price level does not move to satisfy the present-value budget con-
straint. Instead, that literature considers how changes in seigniorage
can satisfy the present value budget constraint if taxes and spending
do not.

Finally, I want to express appreciation to Sebastian Edwards for
validating our expectations. We thought about having discussion of
how this would apply to emerging markets. We figured that you knew
a whole lot more about that than we did, and we wanted to leave you
something to say.
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Mr. Taylor: Okay, is that it? Anything else?

Mr. Diba: Thanks for the comments. Alan Blinder�s point about
stocks and flows is well-taken; we just follow the literature in using
deficits instead of debt. There is actually a footnote in the latest ver-
sion of the paper acknowledging the point. In terms of Alan�s discus-
sion of the stability conditions under money or debt finance, the main
point of the fiscal theory of the price level, as articulated by Mike
Woodford, is that in an economy with nominal debt, the present-value
budget constraint must always hold in equilibrium. Regardless of the
government�s financing decision, the private sector satisfies its pres-
ent-value budget constraint, and the government�s budget constraint is
just the mirror image of the private sector�s constraint. This is also
related to a point Alan Auerbach made. We are explicitly dealing with
an economy that has nominal debt. So, the present-value budget con-
straint is satisfied. The question is: To what extent is it going to be sat-
isfied through an endogenous adjustment of nominal GDP, either
prices or output?

I fully agree with Alan Blinder�s assertion that the FOMC need not
worry about the fiscal theory. In fact, the reason we articulated the
proposition in the paper was that there were some suggestions in the
earlier literature that surpluses must react strongly to debt to put the
economy in a Ricardian regime. More specifically, the proposition
says that the fiscal response does not have to be larger than the inter-
est rate on debt and can be fairly minimal. So, it should be safe to
ignore the issue in terms of practical thinking about monetary policy
during normal times.

Once we think that this sort of minimal fiscal policy is present, the
question is where do we go with our thinking about how fiscal policy
affects the central bank? Our approach is to think of fiscal policy as a
source of shocks to which monetary policy may respond. I fully agree
with Alan that his Act 4 is the one where the more interesting ques-
tions are. In the paper, we offer one particular way of addressing such
questions by documenting the responses of interest rates, output, and
prices to fiscal shocks.
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On Sebastian�s points, the comments are appreciated. His comment
about indexation is certainly right. If some of the outstanding debt is
indexed or denominated in foreign currency, nominal GDP will be
more volatile in a non-Ricardian regime. And in the extreme case that
he was highlighting, when all the debt is indexed, the present-value
budget constraint cannot be satisfied through fluctuations of nominal
GDP. The applicability of the fiscal theory to Latin American
economies is certainly an interesting topic. There is a very nice paper
by Eduardo Loyo that argues the Brazilian inflation of the 1980s can
be understood as a combination of non-Ricardian fiscal policy and the
adoption of a Taylor rule by the central bank. I think there are inter-
esting and open questions along these lines. However, saying that fis-
cal policy matters does not necessarily mean that the fiscal theory of
the price level is true. For example, in Brazil, it may have been the
case that fiscal policy was increasing the supply of bonds that had
some liquidity services. The fiscal theory doesn�t just say that fiscal
policy matters; it also says that the effects of fiscal policy work
through changes in the nominal net worth of the private sector. So, the
theory emphasizes the types of wealth effects that Alan does not seem
to find very reasonable.

Finally, Larry Summers� question points to another interesting appli-
cation. The fiscal theory would say that switching bonds into money
should not matter much, regardless of whether or not the economy is
in a liquidity trap. I don�t know what the theory would say about
Japan, because the theory would imply that changes in expectations
about primary surpluses are what matters.

Mr. Taylor: Okay, thank you very much.
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Overview

David A. Dodge

What I propose to do on this panel today is to talk about stabiliza-
tion policy and policy cooperation from the viewpoint of an industrial
country that has a floating exchange rate and both an explicit inflation
target for monetary policy and a clear objective for fiscal policy. While
my perspective has been particularly influenced by my time as deputy
minister of finance and now as governor of Canada’s central bank, the
broad outlines of my conclusions are widely shared, not only in those
two institutions, but in Canadian academic and public policy circles as
well. Moreover, I believe that our experience and the lessons that can
be drawn from it are applicable to all open economies with flexible
exchange rates.

In the 1990s, the Bank of Canada and the government of Canada
reached a series of joint agreements on inflation-control targets. As
well, the government established a framework that greatly reduces the
probability of running a fiscal deficit and, thus, puts the debt-to-GDP
ratio on a clear downward track.

Initially, the credibility of these policies was not high; so, it was
essential to demonstrate clearly our resolve to achieve greater fiscal
prudence and lower inflation until credibility was gained. Thus, it was
sometimes necessary to override the automatic stabilizers of fiscal
policy in order to establish credibility. And for monetary policy, it
meant that we could not always implement the easing warranted by
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our inflation targets. But as the targets were achieved, the public’s
trust that the authorities were going to do what they said they would
do increased. That trust is tremendously important.

Now that the credibility of both monetary and fiscal policies is
firmly established, the stabilizers are able to do their job.

I would like to begin by considering stabilization policy, then say a
few words on policy cooperation.1

Stabilization policy

Monetary policy and stabilization

In aiming to achieve a 2 percent inflation target over an eighteen- to
twenty-four-month horizon, Canadian monetary policy plays an
important role in stabilizing the economy in response to demand and
supply shocks.

When there are shifts in demand, the direction of changes in our
policy interest rate is quite clear. Suppose that the economy is operating
at its production potential and that inflation is at the 2 percent target. A
downward shift in demand would create excess supply in the economy,
putting downward pressure on inflation. To bring inflation back to 2
percent over a period of eighteen to twenty-four months, the Bank of
Canada would lower its target for the overnight interest rate. Through
its effect on market interest rates and the exchange rate, this action
would increase the level of output in the economy, moving it back
toward production potential. Inflation would, therefore, return to
the target shortly after the excess supply disappeared from the econ-
omy. An upward shift in demand would, of course, generate symmet-
ric responses.

While the theory is clear about the appropriate response to demand
shocks, the magnitude and persistence of shocks—and, hence, the size
and timing of interest rate adjustments—are always difficult to judge.
This is where the art of monetary policymaking comes into play.
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It is even more difficult, of course, to gauge the appropriate mone-
tary policy response to supply shocks, which take the form of higher
(or lower) inflation than expected for a given level of demand. The
bank’s framework for inflation targeting allows temporary supply
shocks to be largely ignored, as long as they do not feed into inflation
expectations. The credibility that has been established means that
they typically no longer do so. Consider price surprises coming from
the most volatile components of the consumer price index—compo-
nents such as fruits and vegetables or fuel oil and natural gas. As our
operating guide, we use a measure of core inflation that excludes
these components. This gives us, and economic observers, some con-
fidence that we are looking at something close to the underlying trend
of inflation. Thus, our interest rate response to price shocks that are
perceived to be temporary can be minimal. As a result, there will be
little effect on output. In other words, monetary policy does not turn
temporary supply shocks into something that is destabilizing for
aggregate output.

A more difficult situation occurs when persistent increases or decreases
in prices coming from the most volatile components of the consumer
price index threaten to keep the total index away from the target for a
significant period. Credibility helps here too, but the bank must be par-
ticularly cautious that these movements in inflation do not feed into
inflation expectations.

Supply shocks that take the form of a change in the level or growth
rate of potential output are often hard to recognize. Here, however, the
key is for the central bank to return the trend of inflation to the target
if it has moved away. Since the trend of inflation relative to the target
is the best indicator of where demand is relative to potential output,
this will be consistent with moving demand back into line with the
new path of potential output over the medium term.

Fiscal policy and automatic stabilization

In Canada, the main automatic fiscal stabilizers are various types of
tax revenues, as well as employment insurance payouts. Some of these
fiscal stabilizers work almost immediately—for example, personal



income tax deducted by the employer. Others, such as employment
insurance payments, work with a fairly short lag.

Comparing and contrasting automatic fiscal 
and monetary stabilizers

Automatic fiscal stabilizers are very effective in dampening an out-
put cycle. But they offset only part of the change in output. In contrast,
monetary policy can fully offset a change in output, but it takes time
to work, with the full impact on output normally felt only after twelve
to eighteen months.

Discretionary stabilization policy

While the automatic or quasi-automatic stabilization provided by
monetary and fiscal policies is very desirable, the question remains as
to whether there is a role for something further—a discretionary sta-
bilization policy.

In the case of monetary policy, the nature of the response is the more
or less automatic one described earlier. As I implied then, judgment is
key to the process. That is particularly true in times of great uncer-
tainty, such as last autumn. But a clear inflation target means that, in
principle, the discretionary choice for monetary policymakers is lim-
ited relative to that of the fiscal authorities.2

The arguments for and against discretionary fiscal policy as an
important element in macroeconomic stabilization in an open econ-
omy tend to revolve primarily around lags and around the effective-
ness of short-run fiscal policy relative to monetary policy.

If the timing were close to perfect, fiscal policy measures that lasted
for two or three quarters could, in principle and under ideal circum-
stances, shorten the time it takes to move output back to its desired
level. Thus, in principle, discretionary fiscal policy is a useful tool.
But, as a practitioner, I can tell you that the great problem here is that
temporary measures are both difficult to initiate quickly when the
needarises and extraordinarily difficult to stop once the need is past.
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Thus, as a practical matter not a philosophical one, there are some
severe limitations to the use of discretionary fiscal policy as a stabi-
lizer.3, 4

My views about this have been reinforced by the way the business
cycle in Canada has developed over the last eighteen months or so. In
early 2001, we were expecting that the slowdown in both the U.S. and
Canadian economies would be modest. In Canada, an earlier-
announced tax cut was fortuitously coming into effect. It was not until
the middle of last summer that it became evident that the Canadian
economy was undergoing a more pronounced slowdown than we had
expected. Between January and August 2001, we had lowered our pol-
icy interest rate by 175 basis points. Even the most ardent supporters of
discretionary fiscal policy would not have thought about doing any-
thing major until August. With the horrific events of September 11,
economic forecasters marked down their forecasts for 2001 and 2002
significantly. We, like other major central banks, accelerated the pace at
which we were cutting interest rates—from September through January
2002, we lowered our policy interest rate by a further 200 basis points.

Fortunately, the Canadian government added only a small amount to
spending in its budget announcements in late 2001, and that consisted
mainly of necessary spending for security and border issues. I say
“fortunately” because, based on the national accounts published at the
end of May 2002, growth in the Canadian economy actually
rebounded in the fourth quarter of 2001 and accelerated to about 6 per-
cent in the first quarter of this year.

Thus, with the benefit of hindsight, it is evident that there was more
underlying strength in the economy than we expected. Combined
with the large amount of monetary stimulus that was applied, this
meant that the economy could recover rapidly. Therefore, added fiscal
stimulus was not necessary to get the economy going. And the mone-
tary stimulus provided is proving much easier to turn around. Since
mid-April, we have raised our policy rate by 75 basis points. To be
sure, other uncertainties have arisen and will continue to arise in the
future. Our best judgment about these uncertain factors will continue
to be taken into account. But, overall, this episode is clearly showing
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that monetary policy actions can be used more flexibly than fiscal pol-
icy actions. 

I would stress that discretionary fiscal policy can also get govern-
ments into trouble if it leads them to neglect their long-run fiscal
anchor—particularly since discretionary action is more likely to be
associated with an easing in policy than a tightening. This neglect
would risk eroding fiscal credibility—the trust that the public has that
the fiscal targets will be met.

Policy cooperation and stabilization

Now, let me turn to the issue of policy cooperation and policy coor-
dination.

Our inflation targets are joint targets. They are not just the bank’s
targets—they are the targets of the government of Canada as well.

Our view is that, essentially, “coordination” came through the joint
agreement on inflation targets. With clear agreement on the medium-
term policy objectives and with a shared understanding of the policy
framework, there is no need for coordination on the setting of interest
rates and fiscal policy instruments.

The economic literature on policy coordination tends to be about sit-
uations where the fiscal and monetary authorities have one or more of
the following: very different views of economic welfare,5 inconsistent
policy objectives, policy that is totally discretionary, or a tendency to
get involved in game-like behavior with one another. None of these
applies in Canada—and none should apply anywhere.

Given our policy framework, when the government changes fiscal
policy, it needs to think of how these changes will affect inflation and,
consequently, interest rates. Similarly, the Bank of Canada needs to
consider how changes in fiscal policy will affect demand and inflation
and, thus, its setting of interest rates. Therefore, it is to the mutual ben-
efit of both parties to cooperate in sharing information and analysis as
they adjust their policy settings.
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Cooperation between the bank and the federal Department of
Finance occurs on a number of levels. I have frequent discussions with
the minister and deputy minister. And there are meetings at the staff
level to share, for example, information from economic forecasts, sur-
veys, and contacts with various groups and organizations. One of the
key reasons for our regular discussions has been to ensure that each
institution understands the details of the framework within which the
other one is pursuing its objectives and how this framework is being
implemented with respect to current economic surprises. The bank
also keeps in close touch with provincial fiscal authorities.

Thus far, I have not said anything about the appropriate mix of mon-
etary and fiscal policies when talking about coordination and cooper-
ation. Quite simply, with explicit frameworks in place for monetary
and fiscal policies, the whole issue of policy mix becomes moot. The
fiscal and monetary authorities are both adjusting their policy instru-
ments to attain their respective objectives. There is no other mix of
interest rates and fiscal thrust that the authorities will perceive as con-
sistent with meeting the monetary and fiscal objectives.

Concluding thoughts

Clear monetary and fiscal objectives, combined with clear account-
ability for meeting those objectives, provide the background for pol-
icy cooperation and stabilization in Canada. The monetary and fiscal
policy frameworks have created an environment where cooperation in
the form of sharing information and analysis is most effective. Fiscal
and monetary credibility is high. In other words, economic agents trust
that the monetary authorities and the fiscal authorities will maintain
these frameworks.

With trust in place and with expectations well-anchored, the auto-
matic fiscal stabilizers can be allowed to operate fully, and monetary
policy actions can be directed to achieving the inflation targets. In
addition, when major shocks occur, with trust in place, there can be a
temporary overshoot or undershoot of the fiscal or monetary targets
without unhinging confidence in the framework or in expectations that
the targets will be met over time.
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I believe that Canada’s experience and the lessons we have learned
about having clear policy objectives and supportive, transparent pol-
icy frameworks have broad applicability in open economies with a
flexible exchange rate.

Endnotes

1 The interaction of fiscal and monetary policies is covered more fully in Dodge
(2002).

2 Some commentators have described inflation targeting as “constrained discre-
tion,” in the sense that there is a clear objective and a medium-term framework but
no precise rule for varying the policy interest rate (Bernanke and others, 1999). That
is, there are many possible paths back to equilibrium. At the Bank of Canada, we
have decided that the best way to implement inflation targeting is to have an accept-
able tradeoff between the variance of inflation around its target and the variance of
output around its production potential. Thus, we have chosen an eighteen- to twenty-
four-month horizon for achieving the inflation target. We take into account all the rel-
evant information, but we have no simple rule for setting interest rates.

3 This is also the view of Cecchetti (2002) and Taylor (2000). For an opposing view,
see Seidman (2001). Much earlier, Boulding (1969) summarized an academic ses-
sion on recent experiences in the use of fiscal policy with a poem including the fol-
lowing lines, “… Policy may follow Fillip’s Law—Too little and too late, too much
too soon. ...”

4 For the Canadian federal government, the limitation of discretionary fiscal pol-
icy as a stabilizer is compounded by the fact that Canadian provincial governments
taken together represent a larger share of the economy than the federal government
does, and their spending structure (which includes more spending on capital than the
federal government) better lends itself to discretionary spending for stabilization
purposes.

5 That is, their “loss functions” are very different.
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Jacob A. Frenkel

In his opening remarks, Alan Greenspan reminded us that last year
when we were meeting in this place, we were just on the eve of 9/11,
and we did not know about it. We are now a year after 9/11, we know
about it, but each one of us may have a different assessment of that
event. Some would argue that this has demonstrated the fundamental
resilience of the U.S. economy. Some would argue that we are living
in a changing environment. 

Alan mentioned in his opening remarks that if we look at the scope
of the topics for this conference from fiscal policy to policy mix, one
may wonder initially what it has to do with monetary policy�until
one realizes that they are all part and parcel of the ingredients for mon-
etary policy. The real debate is: Should monetary policy deal with each
and every aspect of the real economy through a complicated monetary
rule? Or, should all of these details of the real economy be ingredients
into the decision-making process that ultimately focuses on a very nar-
row and well-defined objective. Those are some of the issues that
came up in the discussion this morning.

I think that Otmar Issing mentioned yesterday that we have moved
to a Knightian world, a world of uncertainty. I would like to start my
remarks with a brief anecdote of a questionnaire that was given in
New York a few weeks after the 9/11 Twin Towers catastrophe. At the
time, it was known that there would be some military action in
Afghanistan, but, of course, nobody yet knew the outcome. Three
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questions were asked. Question 1: Suppose that when next summer
comes, you find out that the military activity in Afghanistan proved to
be successful. Would you plan to take your family on holiday in the
United States? The answer was yes. Question 2: Suppose that when
next summer comes, you find out that the military activities have
failed, whatever way they have been defined. Will you plan to take
your family on holiday here in the United States? The answer was yes.
Question 3: Suppose that when next summer comes, you do not know
if the military activities have been successful or failed. Will you plan
to take your family on holiday in the United States? And a much larger
proportion of people said no. Now, it looks a paradox: If you win, it is
a holiday; if you lose, it is a holiday; and if you don�t know, it is a lin-
ear combination of the two, you stay home. When you think about it,
the answer can be interpreted in terms of the Knightian distinction
between risk and uncertainty. We know how to live in a period of risk,
we know how to parameterize it, and we know to buy insurance.
That�s life. We know to take an umbrella when the forecast is for rain.
We know how to take risk and price it.

But when you don�t know the probability distributions, obviously
that is when you go to the bunker. When you are in a bunker, you sit
on your hands. You wait with investment plans. CEOs are reluctant to
have investment plans. And what happens to forecasts of the real econ-
omy when they are made from the bunker without a periscope?
Forecasters will look at each other and say, �Sit on your hands.�
Forecasters competed in downward revision of the real economy of
the United States shortly after the Twin Tower disaster took place. The
real issue is: When will we return from the world of uncertainty to the
much more pleasant risky world in which we know how to operate?

How come some forecasters fundamentally downgraded their fore-
casts and others did not? The distinction was between those who stuck
to the fundamentals when making their forecasts, not withstanding the
fact that they were sitting in a bunker, and those who looked at their
friends without a periscope and forgot the fundamentals. I�d like to
come back to this, but it ties to the issue of policymaking in an uncer-
tain world, in an uncertain environment, in a changing world in which
parameters are different than what they used to be.
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I still remember the face of Dan Rather when he reported with a sigh
of relief that apparently the anthrax attack was not done by al-Qaida
but by an American lunatic. So, that was something that was more
familiar�that is American lunatics.

In the first session, we spoke about partial information, partial under-
standing, partial forecasts�and how you make those partial things. Do
you look at the minutes from the meetings? Do you look at who was
chairman? Do you look at the central figures? Allan Meltzer helped us
a little bit in this regard. But the basic question brings us back to Herb
Stein�s question, which is: What do you do when you don�t know what
to do? Morris Goldstein left us with a similar question that was not
answered. But that is really the question, especially in such situations
where the processes are deemed to be nonsustainable. Again, as Herb
Stein said, �Things that cannot be continued forever tend not to con-
tinue forever.� He was very perceptive. But economists from Malthus
onward have always been good in stating what cannot go on forever.
They were less good in stating when things will burst.

This brings me to the opening session yesterday morning, which
really set the stage for this debate: Alan Greenspan�s discussion of
bubbles and the overall perspective. I must say that this was the most
comprehensive presentation that I have heard about the subtleties
involved, and, not surprisingly, I fully support the perspective that was
presented.

There is a fundamental policy issue: to burst or not to burst. But the
dilemma for Hamlet was much simpler. Because when we ask �to
burst or not to burst,� we have to also ask �to burst what?� Is there
something to burst? Is there a bubble to burst? When should we burst?
How should we burst? What policy instruments should we use to
burst? Pronouncements? Interest rates? We know very well that if you
burst only through the interest rates�which is the only actual policy
instrument that you have as a monetary authority�it would require
such a fundamental change in interest rates that it is bound to create
significant difficulties to the real economy, either through the aggre-
gate demand side or through the balance sheets and all the corporate
imbalances that will arise. You better be sure that you know what you



are doing. If you are not sure, how do you go around it? If it is a bub-
ble, it will burst. And, if it burst, there will be fallout. Should you have
prevented it? Could you have prevented it? That is the policy dilemma.

The message that came from yesterday�s session is that even if an
event has a low probability, if its implications are extremely cata-
strophic, you had better beware. This adds a footnote to the discussion
between Chuck Freedman and Lars Svensson about low-probability
events. In order to assess them, you must attach costs. In general, pol-
icymaking processes are always comparisons between the cost of type
one error and the cost of type two error. There is always this choice to
be made. As we heard yesterday, the assessment of that kind of situa-
tion is that you had better prepare the economy to deal with a bursting
bubble, so that when it does burst you have minimal cost. What does
it mean to prepare the economy? Well, have a sound financial system,
have a sound banking system, have good mechanisms of that type in
place because when the bubble bursts is not the time to put them in
place. Have a good competitive system, have a good deregulated sys-
tem, and have a good productive system, so when something bad does
happen you see that time is nonlinear and you are able to bounce back
much more rapidly than in the past.

This principle of trying to deal with it without imposing additional
costs was discussed throughout the sessions. For example, when
Marty Feldstein spoke about expansionary fiscal policy, he said,
�Let�s do it. However, without the cost that this typically entails�
without increased budget deficits, without having the government debt
rising. Let�s do it through the supply side and incentive effects, etc.�

Guillermo Ortíz spoke about the implications for foreign exchange
volatility in several countries. He said, �Let�s not mess it up by inter-
vening in the foreign exchange market, but create the market mecha-
nisms that will enable that volatility to be absorbed at the minimal
cost.� Again, he mentioned stronger financial systems, stronger for-
eign exchange markets, and the like. So, that line of preventive action
by creating a better absorbing capacity, rather than adding noise to a
system and hoping that negative shocks will offset each other rather
than be additive, has been a very important principle here.
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I would like only to add one footnote to these elements�which is,
if a central bank gets into the habit of bursting bubbles, there is a great
danger of taking over the automatic corrective mechanisms of the
marketplace that are capable of defusing quite a few bubbles that we
don�t see. There have been so many bubbles like the dog in Sherlock
Holmes that never barked. You don�t know how many bubbles have
been there that were defused by the market. There is a strong case to
be made that if the market anticipates the Fed will take care of the bub-
bles, then there will be actually more bubbles, because the corrective
mechanisms that would have defused them will be less. The issue of
moral hazard is there. But in any event, there is no central bank in the
world that can defuse exactly the number of bubbles that exist. Again,
the dilemma of the central banks will be: Do I prefer a policy that
defuses three out of the next five bubbles? Or a policy that defuses five
of the next three bubbles? Three out of three is out of the question. So,
you can see that we are just elevating the degree of uncertainty to a
different level without really addressing the issue itself. But there is
good reason to assume that under these circumstances we will have,
on average, a higher interest rate in the economy, because it is the
height of the interest rate that deals with the bubbles�or a highly
volatile interest rate, because it will be the sharp declining interest rate
that will need to be implemented in order to deal with the conse-
quences of the bursting bubble�with shorter periods of expansion
than we have had. Of course, sophisticated investors will know to take
this into account.

We will never know the central bank�s model until the ultimate
point, and that is the point the Romers brought forward. But, we can
infer something about it. Therefore, understanding the model is still
key. Before I move on to the inflation targeting, let me tell you a little
story about the importance of understanding the model. I have told this
to some of you before, so I assume you are forgetful. There was this
guy who was driving in the Champs Élysées next to the Arc de
Triomphe. He was looking for a parking place, which is very difficult
to find there. After several rounds there, he raised his head and said to
God, �If you are there, I promise, if you find me a parking place, I�ll
start observing. I�ll do everything my grandfather taught me to do.� He
didn�t finish this remark and suddenly a car right in front of him left
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and a beautiful parking place became available, and he pulled in to it
and said, �God, no need. I found one!� 

Well, this guy did not understand the model. He did not understand
the cause and effect. That is the problem in economic life, where time
is very nonlinear and suddenly the future comes ahead of the policy
because it was anticipated. This can be very confusing.

The problem with crises is that they are like London buses�they
come in twos or threes�and when they arrive they never go to the
place where you want them to go. The dictum of dealing with the
infrastructure of the economy, rather than to do the Mickey Mouse
policymaking is the line that I would take.

This brings me to inflation targeting, which I would call more a
focus on objectives for monetary policy. There are two types of
economies that have adopted inflation targeting. There are those who
have had a tradition of relative price stability, and they found it useful
to immortalize it through inflation targeting�I put Canada in this
group. There are others that have had a tradition of high volatile infla-
tion, occasionally hyper inflation�I put Mexico, Brazil, Israel, and
others in that group.

A Martian coming down to Earth and seeing that these countries
have adopted inflation targets will get confused, because the history
here does matter. The purpose is important. But let me start from the
end. I cannot think of a single economy that has adopted the inflation-
targeting strategy and has regretted it. The fact of the matter is�and I
will speak more on the countries that I am more familiar with, the
countries with a legacy of inflation�the focus on the objectives of the
central bank and the codification of that focus through legislation or
government decision has been absent in most of the places. There is
nothing more important to bring about price stability or reduced infla-
tion than to first know what you want to achieve. Then, the next ques-
tion focuses on: If you want to achieve it, what is the mechanism and
the framework that are needed? If you need the legislation, let�s do it.
If you need the instrument, let�s provide it. If you have a government
that must join the act by joint determination of the inflation target, so
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that the inflation target achievement is not an orphan for the central
bank but a major strategy issue for the government at large, then do it.
In the case of Israel and many other places, it has been extremely
important. In this regard, the points that Guillermo Ortíz has made are
very important.

I have some difficulties with the otherwise excellent presentation by
Lars Svensson, because of the issues that were raised already. I don�t
have a problem with having the output gap as part of the objectives.
But, there is some logical inconsistency. On the one hand, I agree with
Lars on the argument that asset prices and asset market developments
can be incorporated into the decision of the central bank to the extent
that they affect the ultimate objective�call it �price stability.� So,
there is a channel. But, I could not, by the same logic, do the same, as
Marty indicated. The output gap will be incorporated to the extent that
it affects my ability to achieve my objective. It is really through the
line of price stability, rather than the two heads of the central bank
objectives. Because there is nothing more dangerous than to have
accountability for an objective to which you do not have the instru-
ments to achieve. Before long, the central bank will be in charge of the
growth of the economy, and the fiscal authorities will go to the beach.
I think that is bad. I must say that when Marty indicated that he gets
along with the parliamentarians very well, I noted his body language
and remembered the telephone call that the secretary-general of the
Communist Party got before the fall of the Soviet Union. And he was
asked on the telephone, �How do you feel?� The answer was, �Very
good.� And the other guy told him, �Okay, I�ll call later. You must not
be alone in the office.� So, there is an issue of developing the priori-
ties and the like.

Let me make one final remark that ties back to the fundamentals.
Today, there seems to be in the eyes of the observers a fundamental
disconnect between the picture of the real economy, at least in the
United States, and the so-called mirror image of that real economy, as
reflected from financial markets. The question is: Why?

First of all, we know it is nonsustainable. That is what Herb Stein
told us. Well, if it is not sustainable, who will adjust to whom? Will the
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mirror image, which may be distorted, correct itself to the real econ-
omy; or will the real economy get the contagion effect from the mir-
ror image? It is not that there is no mechanism by which the mirror
image, which may be distorted�because of the scandals in Wall
Street, because of a variety of issues�can actually export some of the
viruses to the real economy through consumer confidence and the like,
especially if we don�t explain to the consumer what is really going on.
But if one comes with the right periscope and looks at the fundamen-
tals and recognizes the openness of the economy, the flexibility of the
economy, the competitiveness of the economy, the productivity of the
economy, the technological revolution that has been part of it, the
information revolution, the robust financial speed. In 1997, we all
thought the world was going under with the Asian crisis and now it�s
over. In 1998, we all thought the world was going under with Russia
and LTCM and now it�s over. There is fundamental resilience that at
the end of the day, and it is not sheer optimism, it is the mirror image
that will ultimately adjust to the real economy. If that is the case, I end
up being optimistic, though unsanguine.
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Overview

Frederic S. Mishkin

I.

The basic lesson I have gleaned from this symposium is that
Keynes� adage, �In the long run, we are all dead,� is bad economics.
The key to doing stabilization policy right is to take a long-run view,
while Keynes� adage suggests otherwise and encourages a focus on
short-run stabilization.

The need for a focus on long-run issues in the design of fiscal pol-
icy comes out clearly in the papers by Alan Auerbach and Matthew
Canzoneri, Bob Cumby, and Behzad Diba and the discussion that fol-
lowed. Expectations are central in all of the analyses, and so long-run
considerations are critical to understanding what effects fiscal policy
will have. It, thus, follows that to make sure that fiscal policy has the
intended effects and is beneficial, it needs to be designed with long-
run considerations in mind.

The same is true for monetary policy. The discussions of monetary
policy in presentations by central bankers Otmar Issing, Guillermo
Ortíz, Yutaka Yamaguchi, and David Dodge also puts great stress on a
long-run focus in the proper design of monetary policy. Indeed, the
paper by Christina and David Romer makes it quite clear that mone-
tary policy was only successful when it focused on long-run consider-
ations. Only when the Federal Reserve recognized that there was no
long-run tradeoff between output and inflation and pursued the goal of
price stability seriously, as it did in the 1950s and early 1960s and after
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1979, did good outcomes result. The 1970s, when monetary policy
focused more on short-run considerations, was not a happy decade for
monetary policy because inflation spiraled out of control.

II.

A focus on the long run in the conduct of monetary policy is a good
principle, but what does it mean in practice?

Clearly, policymakers should care about output fluctuations as well
as inflation fluctuations when setting monetary policy, and this is
reflected in the standard loss function for the monetary policy author-
ities that we see in Lars Svensson�s paper. Given that output fluctua-
tions enter policymakers� objectives, it seems sensible that central
banks should operate along the lines of a Taylor rule in which the pol-
icy interest rate responds to the output gap as well as to the inflation
gap. I want to argue that this seemingly obvious conclusion is not the
right one.

There are three basic problems with a focus on stabilizing the output
gap in the conduct of monetary policy. First, as has been emphasized
in the papers and discussion at this symposium, there is a great deal of
uncertainty about the level of potential output and, so therefore, about
the size of the output gap. This uncertainty not only stems from the
fact that output data are revised substantially after the fact, but also
because our theoretical understanding of the concept of potential out-
put is actually quite limited. It is no surprise then that our estimates of
the output gap are often way off, and then a focus on the output gap
can get you into real trouble.

Indeed, this is exactly what happened in the 1970s in the United
States as is illustrated by the Romer-Romer paper here at the confer-
ence and also in several papers by Anathasios Orphanides, who is on
the staff at the Board of Governors of the Federal Reserve. The Fed
got into trouble during this period because Arthur Burns put too much
weight on the output gap in setting monetary policy when the output
gap was grossly underestimated. Because Burns erroneously believed
that the economy had a lot of slack (i.e., the output gap was negative),

440 Frederic S. Mishkin



when he saw that inflation was not declining or might even be rising,
he came to the conclusion documented by the Romers that monetary
policy was ineffective in constraining inflation. Indeed, Burns repeat-
edly stressed that inflation fluctuations were due to special factors
rather than monetary policy. As the Romers point out, the result was
that the Fed pursued overly expansionary monetary policy, which led
to the great inflation of the 1970s.

A focus on the output gap in the last half of the 1990s would have
been equally disastrous for monetary policy. When I entered the
Federal Reserve System in 1994, the standard view both at the New
York Fed, the Board of Governors, and elsewhere was that the NAIRU
was around 6 percent. However, when economic growth looked like it
was above sustainable levels and the unemployment began to fall
below 6 percent, inflation remained low (and even kept to a slight
downward path). In this situation, the Fed did not tighten as would
have been suggested by a focus on the estimated output gap because
the Fed, instead, kept its eye on the inflation ball. It was willing to
entertain the possibility that the output gap might be seriously mis-
measured and so ignored the inappropriate signal from its output gap
estimates. The result was a highly successful monetary policy that did
not choke off the very high growth rates of this period and yet saw the
Fed attain a CPI inflation rate around 2 percent, which most central
bankers view as being consistent with the holy grail of price stability.

The second problem with a monetary policy focus on reacting to
output fluctuations is that it can have undesirable consequences for
central bank credibility. A focus on output fluctuations may lead eco-
nomic agents to believe that the monetary authorities will try to elim-
inate any decline in output below potential. As a result, it is more
likely that workers and firms will raise wages and prices because they
know that the monetary authorities are likely to accommodate these
rises by pursuing expansionary policy to prevent unemployment from
developing. The result is that a self-fulfilling equilibrium can occur in
which wages and prices rise, then monetary policy accommodates this
rise, and this leads to further rises in wages and prices, and so on, thus
leading to a new equilibrium with higher inflation without a reduction
in output fluctuations.
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The third problem with a focus on the output gap is that it can com-
plicate and hinder the central bank�s communication process with the
public, markets, and politicians. When the monetary authorities
explain their monetary policy actions by indicating that they are trying
to shrink the output gap, the public is more likely to focus on short-run
considerations (job, jobs, jobs) rather than long-run considerations
(controlling inflation). The result is that there might be more political
pressure for the central bank to fall into the time-inconsistency trap
and pursue overly expansionary monetary that results in inflation but
does not actually create jobs.

My concerns about a monetary policy focus on output suggest that
the Federal Reserve�s �bias� statement that it currently makes at the
conclusion of every FOMC meeting might be problematic. In this
statement, the Fed assesses the balance of risks, whether they are
toward higher inflation or toward a weaker economy. The problem
with this statement is that if for a substantial period of time it states
that the balance of risks are toward weakness in the economy, it may
create the impression that the Fed has a short-run focus on preventing
economic downturns. This could then lead in the future to increased
political pressure on the Fed to pursue short-term rather than long-
term policies. Furthermore, it could lead to a weakening of the Federal
Reserve�s inflation-fighting credibility. Neither of these problems
might be severe currently, but in the future they could lead to a wors-
ening of the tradeoff between output and inflation fluctuations,
thereby worsening economic performance. To prevent this outcome,
the balance of risks statement might be better couched in terms of risks
toward a deflationary economic environment rather than toward a
weaker economy.

III.

Given my criticisms of a monetary policy focus on output gaps,
should a central bank not be concerned at all about output fluctua-
tions? The answer is no, and Lars Svensson�s paper shows how this
can be done without falling into the traps outlined above. First, a cen-
tral bank should pursue a target rule of flexible inflation targeting,
rather than an instrument rule of the Taylor type. Second, it should
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embed its output stabilization goal in its flexible inflation-targeting
regime by adjusting how quickly it tries to approach the long-run
inflation target, depending on preferences about the tradeoff between
output versus inflation fluctuations.

It is also important that the central bank make clear to the public that it
does indeed care about output fluctuations, and this is why it will not try
to achieve its inflation target too quickly. Because almost all inflation-tar-
geting central banks have found themselves close to their long-run infla-
tion targets in recent years, they typically explain their target rule by
saying that they are attempting to hit the target over an eighteen-month
to two-year period. This horizon, I suspect, is quite close to the policy
horizon, the time it takes for monetary policy to affect inflation, and it
is reasonable to have this horizon when actual inflation is not far from
its long-run goal. However, if shocks to inflation drive it substantially
away from this long-run target, then a longer horizon should be used
to achieve this target, given that a nonzero weight is put on output
fluctuations in the objective function. Central banks might, thus, want
to make it clearer that if inflation is driven much farther away from its
long-run target than has been the case in recent years, then the
approach to this long-run target will have to be slower than the current
eighteen-month to two-year horizon. In this way, they can demonstrate
that they do care about output fluctuations, but are optimizing mone-
tary policy in a long-run rather than a short-run context.

In addition, central banks can demonstrate that they care about out-
put as well as inflation fluctuations by emphasizing that the preven-
tion of undershoots of the inflation target is every bit as critical as
preventing undershoots of the targets. As the book I wrote with Ben
Bernanke, Tom Laubach, and Adam Posen demonstrates, the Bank
of Canada has been particularly effective at communicating that it is
serious about avoiding undershoots of the inflation target, and this
has increased public support for the Bank of Canada. [I have also
argued elsewhere that having a target for inflation (taking out any
measurement bias) that is slightly above zero also would help
demonstrate the central bank�s concern about output fluctuations and
would also provide some insurance against deflation, which has costly
consequences.]
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IV.

A critical element of successfully conducting a flexible inflation tar-
geting regime is central bank transparency and a successful communi-
cation strategy. Svensson advocates further increases in transparency
over what even the most transparent central banks do currently. But
can you take central bank transparency too far?

This issue reminds me of the famous quote from the fashion
designer Chanel, �You can never be too rich or too thin.�  It may be
true that you can never be too rich (but maybe your children can be),
but you certainly can be too thin. After all, anorexia and starvation can
be killers. Indeed, I think that Svensson advocates a degree of trans-
parency that does go too far. And although I usually agree with Lars
and think that, on the whole, his paper is excellent, here I have to
strongly disagree with him. Matti Vanhalla and other participants at
the symposium have also expressed their doubts about pushing trans-
parency too far, and I want to delve into this issue further.

Svensson wants central banks to increase transparency in two ways:
First, he suggests that central banks should explicitly describe their
objective functions by announcing to the public their numerical
weights on output versus inflation fluctuations, as well as potential
GDP and the inflation goal. Second, he advocates that central banks
announce the expected future policy path for the interest rate instru-
ment. The big problem I have with these proposals is that they violate
the KISS (Keep It Simple Stupid) principle.

The big advance in central bank thinking in recent years is simplifi-
cation of the communication strategy with the markets, the public, and
the politicians. This has been achieved by focusing on price stability,
which puts the appropriate emphasis on what monetary policy can do
(promote price stability) and not on what it cannot do (create jobs in
the long-run through expansionary monetary policy). Svensson�s sug-
gestions would very much complicate the communication process.

Having a central bank specify the weights in its objective function is
far from simple. Although being an economist, I try to be rational and
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maximize my welfare, I would find it very hard to specify my objec-
tive function. I suspect that most people, and even economists, would
be in the same boat. Thus, I don�t think that it would be at all simple
for the members of the policymaking board at a central bank to do this.
Also, if most people have trouble quantifying their objective function,
is it unlikely that the public would understand what the central bank
was talking about if it quantified its objective function.

Furthermore, who should choose the numerical weights for the
objective function? Should it be the central bank, as Svensson seems
to suggest? Why shouldn�t it be the government who, in a democratic
system, is usually thought of as the best entity to set the goals for its
agencies? 

In addition, specifying the objective function requires the central
bank to announce values for potential GDP. However, as already men-
tioned, potential GDP is extremely hard to measure. Announcing the
central bank�s projections for potential GDP may lead to these projec-
tions being interpreted as targets and may promote too much of a focus
on the output gap, which, as I have discussed, leads to all sorts of dif-
ficulties.

The bottom line is that having a central bank specify the weights in
its objective function opens up a can of worms and it should be
avoided. Specifying a policy interest rate path is also a complicated
exercise, and I was not convinced by Svensson�s �simple proposal� for
the policymaking board to do this. When I began my stint in the
Federal Reserve System in the fall of 1994, the Board staff�s green-
book forecast was constructed conditional on a future path of the fed-
eral funds rate. The members of the FOMC found that this compli-
cated discussion of monetary policy at their meetings and, as a result,
the forecasting procedure was changed so that the forecasts were con-
ditioned on the current value of the federal funds rate, which was left
unchanged for the horizon of the forecast. I, thus, agree with the view
expressed by Charles Goodhart, a past member of the Monetary Policy
Committee of the Bank of England, that having the policy board agree
on a future expected path of the policy rate and then announcing it
would not enhance monetary policymaking practice.
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V.

The bottom line from the presentations and discussion at this sym-
posium seems to me to be the following:  In the long run, we might all
be dead. But if we do not focus on the long run, then we might get
pretty sick in the short run. Therefore, a focus on the long run in con-
ducting both monetary and fiscal policy for stabilization purposes is
imperative.
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General Discussion:
Overview Panel

Chair: John B. Taylor

Mr. Taylor: There is time for some good comments from the audi-
ence. Actually, I have one person who already asked and that is John
Makin. 

Mr. Makin: I wanted to return to the issue raised by Lars Svensson�s
paper today with respect to the Bank of Japan, because we all agree
that the situation in Japan is very important. The topic of this confer-
ence is stabilization policy and market bubbles. Japan is facing a mar-
ket bubble issue and has to make a decision as to whether to burst the
bond market bubble. The nominal yield in the ten-year JGB is 1.17
percent and on two-year notes in Japan is less than 10 basis points. So,
if Japan does follow the foolproof solution and aggressively pushes up
inflation expectations by adopting an aggressive currency depreciation
policy, it will be bursting the bond market bubble. This becomes a sig-
nificant problem because the major absorbers of Japanese government
bonds over the past five years have been Japanese banks and insurance
companies, and their balance sheets are already quite weak.

I would just point out that one of the things that needs to be
addressed in conjunction with any kind of a reflationary solution for
Japan would be the issue of a large transfer from holders of bonds
probably to holders of equities. In the event of a rapid reflation in
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Japan, the equity market would respond positively and rapidly and the
bond market would sell off hard. That said, the problem is that the dif-
ficulties implied by Japan�s deflation rate only get larger, given the
steady-state deflation that is present in Japan. That doesn�t mean we
shouldn�t follow a reflationary solution in Japan; I just think some spe-
cific addressing of the problem that is implied in bursting the bond
market bubble would be appropriate and manageable. But, it needs to
be addressed specifically.

Mr. Taylor: Thank you. Ilan Goldfajn, please.

Mr. Goldfajn: I was actually trying to make a comment in the last
session. But since this is an overall session, I will just make my com-
ment regarding fiscal dominance. I am from the Central Bank of
Brazil. My country was mentioned in vain in the last session, so I want
to make a few comments.

The discussion in this session and the previous session regarding fis-
cal dominance and the relationship with monetary policy, Sebastian
Edwards mentioned that he believed the case of Brazil is an interme-
diate case where there are relatively strict intermediate restrictions to
monetary policy. I argue that I don�t think this is the case. Let me tell
you why that is. If you look at what happened�let me digress a little
bit on Brazil just a bit in the last few years�you�ve seen a lot of things
happen. Some reforms have not been done, but a lot of things have
happened. Since 1994, inflation, which was in three and four digits,
has come down. We now have an expected inflation rate for next year
of 4 percent. It follows the depreciation. We have a banking system
that was cleaned in 1995 and is relatively strong. We have a fiscal pri-
mary surplus that until 1990 was zero. It was adjusted to 3.75, and this
year it will probably close to 3.9. So, in the previous paper, it seems
that fiscal policy reacts to the level of the debt.

Of course, we don�t have the major themes that people put on crises,
for example. We don�t have a fixed exchange rate. We don�t have fis-
cal irresponsibility. We don�t have banking problems. We don�t have
short-term external debt. Our public debt is held by domestics. Our
external debt is mainly private. I know all the caveats and I know what
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people are thinking. I don�t have a paper like Lars� that contains all the
caveats, but I am available to talk about this later. What about the sus-
tainability, which is what I think Sebastian was mentioning? If you
actually do the calculations, instead of just thinking and looking at the
market numbers and assessment, you realize that the current primary
surplus is enough in the medium term to have a differential, r minus g
times the level of debt of almost 7 percent. So, we can have real inter-
est rates 7 percent above our growth and still make it at the current pri-
mary surplus. So, what is the problem? Why is it that we still have mb
for Brazil at 1,600?

I have two interpretations. One, we have elections. It is a democracy.
Candidates left from this government are less known and have said
stupid things in the past. After you say stupid things, it is probably
harder to convince people that you are not going to do stupid things in
the future. This has made markets more nervous. Since then, things
have changed. We have an International Monetary Fund program that
has dealt smartly with the incentive structure of the candidates to actu-
ally choose the right direction. I think it is even more important than
the money is the incentive structure of getting the continuity of poli-
cies. What else? If this has been done, why are markets still nervous?

One reason is that this is a learning process. The second is related to
Alan Blinder�s comment regarding fiscal sustainability. How do we
judge it? In the United States, long run or the infinite run as you men-
tion or even the transversality condition, or the Keynesian long run,
where everybody will be dead. In emerging markets, especially after
several shocks, the long run is very short. People die very fast. Their
bodies decompose even faster. The judgment of what is sustainable is
not in years, not in months, sometimes it is just what happens with the
exchange rate. If this affects your debt, that is the judgment. Sebastian
Edwards mentioned that he actually was a little more benign. He actu-
ally gives us one year, until 2003. He said that if in 2003 you reach real
rates of 9 percent�we are actually at 9 percent�but, if we reach 9
percent, if you grow then it is fine. But that is the maximum I have
heard in terms of long run. When you actually do the calculations that
is sustainable. When you look at the real variables that matter�real
interest rates and real exchange rates�real interest rates have gone



down in the last few years. The real exchange rate is more depreciated
than ever. Probably it has overshot. I have worked with real exchange
rates. I haven�t seen a real depreciation of 40 percent. They don�t hap-
pen. Eventually, you get an appreciation. That is probably what will
happen. Real depreciation means a very steep decline in the debt. I just
wanted to make these points, given that you missed me in the previ-
ous session.

Mr. Taylor: Thank you very much. We have quite a few people who
would like to speak, so let�s keep it short. Lars Svensson is next.

Mr. Svensson: Three quick points: First, I am afraid that Rick is
deeply inconsistent when he first emphasizes the importance of hav-
ing explicit objectives and then refuses to specify the loss function.
Furthermore, potential output is a crucial concept in monetary policy,
but it is a very difficult one. But that is no reason for not being explicit.
That it is a crucial concept is precisely why central banks have to
explain what concept of potential output they are using, why they are
using it, and how they measure it. All these objections about being
explicit reminds me of ten years ago, when almost everyone was
against having an explicit inflation target. We all know where that
debate went.

My second point is on Japan, on the problem of a fall in bond prices
if you would do the foolproof way: There is a solution, because that
fall is a capital gain for the Japanese government, a reduction in the
value of the outstanding debt. The government can use that gain to
compensate bond holders�for instance, by increasing the coupon on
the outstanding bonds. 

My third point concerns the issue that Stan raised. Is there a risk that
taking output into account means fine-tuning? I argue that the process
of forecast targeting handles that in the right way because essentially
all the incoming information is filtered through the forecasts. Only if
the information it has an impact on output and projections inflation
one or two years ahead do you respond to that information. Most of
the information coming in would have no impact on those projections
and would hence not induce any monetary policy response. So, you
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won�t be reacting. Most often it will have a very little impact, so you
practically don�t react to it. Occasionally something big happens, for
instance, 9/11�which has big impact on the projections. Then you
respond forcefully.

Mr. Taylor: David Romer.

Mr. Romer: I found a lot of the discussion this morning bizarre. Lars
started out by saying that central banks should care somewhat about
output stabilization and should say so. Let�s stop with that statement
and forget about the details. Much of the morning has been spent
jumping on that idea. People are saying very strongly that central
banks shouldn�t try to stabilize output. And then they say, �Well, they
certainly shouldn�t admit it if they do do it.�

There are two arguments here and they both seem obviously wrong.
One is that central banks should focus on what they can do and not on
what they can�t do. That is fine. But, central banks do have some abil-
ity to stabilize real output. They are not perfect at it. They are also not
perfect at producing price stability. So, that argument seems com-
pletely off point. We have no other policy mechanism to provide sta-
bilization policy in a world where, as I think, the general consensus is
still that fiscal policy is not of much use. The second argument is that
we shouldn�t admit it, because if we admit to the stupid politicians and
public that we care at all about their jobs, they will make us live
through the 1970s again. The 1970s were traumatic; they were terri-
ble. We have lots and lots of knowledge of that experience and no one
wants to replay that. We don�t have to worry about that. Of course, we
should be cautious. Of course, we should worry that we can�t measure
potential output well. 

But those aren�t reasons to refuse to try to stabilize output at all. The
problem is clearest in Rick�s comments. Rick spent awhile objecting
to the idea of using potential output, and then his next subject was
about flexible inflation targeting, which is exactly doing that. We
should be willing to say the obvious, which is that central bankers, in
some form or another, should pay some attention to the real economy
and not just through what it means for inflation.
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ing just at the regression will say, �Gee, these guys have lowered inter-
est rates when they saw the output gap rising.� But that is the wrong
inference. Output begat pricing enabled lowering interest rates
because it did not endanger the inflation front. 

Mr. Mishkin: The first thing I would like to talk about in terms of
Lars� comment is what lens you are looking through in terms of flex-
ible inflation targeting. I have been looking through a lens in which
the key benefit of doing inflation targeting is the communications
strategy. Then, the question is: Does it help to be more explicit in the
communications strategy? You can be too explicit and actually hurt
communications. One example occurs sometimes when I go out to
dinner with my wife, and she dresses up and looks great I find it very
helpful to say, �Sweetheart, you just look fabulous tonight.� It�s when
I go into details that I get into big trouble.

The issue that Romer raised is a very important one, which is that
you don�t want to have the disconnect of actually caring about output
stabilization but not talking about it. There are two issues here that are
important. One is the recognition that we really don�t know what the
output gap is. If we don�t know, we want to look at a lot of informa-
tion to tell us what it might be. A key piece of information to look at
is what is happening on the inflation front. That is exactly what the
Fed has done in recent years. When you look at the last five years of
Federal Reserve policy, the reason they didn�t worry about unemploy-
ment falling below NAIRU which was thought to be below 6 percent
is because they were reading the tea leaves and saying, �We don�t see
inflationary pressures.� That was happening at the Board; that was
happening at the New York Fed where I worked. The second issue is
that you do want to be very explicit about saying you care and how
you care. There are times when it is absolutely clear that you have big
output gaps. So, in Japan, we don�t have to sit there and say, �There is
a lot of subtlety.� In that sense, you can raise these issues in an appro-
priate way. But we have to be sort of humble in the sense that we don�t
really know exactly what the output gaps are.

In terms of the issue of bubbles, let me just make very brief com-
ments. One issue troubles me when people discuss Japan: Is it true that
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the collapse of the bubble caused a big problem? It is likely that the
reaction to it is what caused the bigger problem. In the United States
we had bubbles going on too in terms of the real estate sector and
problems in the financial sector in the late 1980s and early 1990s. We
didn�t wait ten years to clean it up. I think that is very, very important.
Furthermore, there is this issue about pricking bubbles saying, �Well,
we have a lot of uncertainty about the output gap. We have a lot of
uncertainty about whether bubbles are rising.� I would say two things.
One argument I�ve made is: Because of the uncertainty about the out-
put gap, we have to pay less attention to it. But, for bubbles it is even
more complicated to figure out when we are in a bubble or not. A lot
of people say, �Wouldn�t it have been great if the Fed had tightened in
1996?� At a time people began worrying about stock market values. 

That would have cut off a lot of very good high-tech investment. I
always get very nervous when government officials think they know
what appropriate market prices are�even when they are brilliant cen-
tral bankers (which I think all central bankers are).

Mr. Taylor: Okay. Well, that concludes things. Let me say the first
time I came to one of these conferences was 1982�twenty years
ago�and they keep getting better (not uniformly) but this reaches a
new peak. I appreciate all the work you and Craig Hakkio and all the
staff have done. So, anyway thank you very much, Tom.
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