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Foreword

Observers had suspected that the world's financial markets were
becoming increasingly volatilelong before the stock market declined
sharply on October 19, 1987. But that major decline ignited a new
sense of urgency in addressing these suspicions. In the post-October
19 environment, it became imperative to examine and understand
theentireissueof volatility, not only in equity markets, but in credit
markets, commodity markets and foreign exchange marketsas well.

The Federal Reserve Bank of KansasCity, recognizingthat impera-
tive, devoted its 1988 symposium, the twelfth in a continuing series
on major public policy issues, to **Financial Market Volatility.”” A
distinguished group of presentersand commentators shared their views
and research results on various aspects of this vita topic.

We gratefully acknowledge the contributionsof al those who par-
ticipated in the symposium, especially those of Stuart E. Weiner,
research officer and economist in the Bank's Research Department,
who helped develop the program.

Thismuch we know: in today's highly integrated financial markets,
volatility not only can occur, but it can circle the globe, transmitted
from one market to another in a matter of hours or even minutes.
Theinternational character of the Bank's 1988 symposium pointsup
this growing globalization. We hope these proceedings will add to
understanding and encourage others to study the issue of financia
market volatility.

ROGER GUFFEY

President
Federal Reserve Bank of Kansas City
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I ntroduction

Stuart E. Weiner

The stock market crash of 1987 sent shock waves through the
world's financia markets. Stock exchanges in New Y ork, Chicago,
London, Tokyo, Frankfurt, and a host of other cities suffered major
declines. In response, credit markets, commodity markets, and foreign
exchange markets registered sharp swings. Not since the Great
Depression had the world seen such turmoil in financial markets.

But, dramatic as it was, the crash of 1987 was not the first hint
that something was amiss. For severa years, there had been a percep-
tion that financial market volatility wasrising. The crash only served
to bolster that perception.

In an effort to learn more about the volatility of markets, the Federal
ReserveBank of KansasCity sponsored asymposiumtitled ** Financia
Market Volatility,”” held at Jackson Hole, Wyoming, August 17-19,
1988. The symposium brought together distinguished academics,
industry representatives, and policymakers. Three basic questions
were posed. First, what arethe sources of financial market volatility?
Second, what impact doesit have on domestic and international econo-
mies? And third, what public policiesshould be adopted in response?
The view of most of the participants at the symposium was that too
little is known about the causes and consequencesof financial market
volatility to have much confidencein any particular policy response.

This article summarizes the papers and commentary presented at

Stuart E. Weiner isa research officer and economistat the Federal Reserve Bank of Kansas City.
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XVi Stuart E. Weiner

the symposium. The first section examines the sources of financial
market volatility. The second section explores the consequences of
financial market volatility. Thethird sectioneval uates possiblepolicy
responses. The final section summarizes the remarks of an overview
panel.

Sources of volatility

Robert Shiller and Frederic Mishkin led off the symposium with
an examination of the sources of financial market volatility. They
agreed the sources are difficult to identify.

In his paper ** Causes of Changing Financial Market Volatility,**
Robert Shiller noted that recent financial market volatility is not
unique. Throughout the postwar period, stock markets, commodity
markets, bond markets, and foreign exchange markets have recorded
sharp movements. And whileit is true these markets exhibited con-
siderablevolatility in 1987, volatility does not appear to be trending
upward.

Shiller stressed that very little is known about the determinants
of financial market volatility. Economistsand other researcherssimply
do not have a proven theory of financial fluctuations. The theories
that do exist are often unconvincing.

As an example, Shiller pointed to the efficient markets explana-
tion of financial market volatility. This theory argues that changes
in financial market prices reflect changes in underlying economic
variables. The data do not appear to support this theory, however,
becausefinancial market volatility showsllittle relation to the volatility
of such variables asindustria production, short-term interest rates,
or the price level.

Nor do technological innovations provide an adequate explanation
of financial market volatility. Narrowing hisfocusto the stock market,
Shiller argued that stock index futures, arbitrage program trading,
and portfolio insurance probably did not play a fundamental rolein
the October 1987 stock market crash. He noted that the stock market
has been quite volatile in the past, when such innovations did not
exist. Consequently, proposals that would limit or otherwise alter
theseinnovations are likely to be ineffective or even counterproduc-
tive. These proposals include trading halts or **circuit breakers,"
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increased margin requirements on futures contracts, limitations on
index arbitrage, and the abolishment of portfolio insurance.

One explanation of financial market volatility that does have some
merit, accordingto Shiller, is market psychology. Investorssometimes
appear to react to each other rather than to some fundamental event,
and this process can set into motionlarge market swings. Shiller con-
tended that market psychology was a key factor behind the stock
market crash of 1987. Asevidence, he pointed to an investor survey
that he took immediately after the crash: The survey suggests that,
on theday of thecrash, investors were not responding to any specific
news item but to the news of the crash itself.

In discussing Shiller's paper, Frederic Mishkin agreed that stock
market volatility isdifficult to explain. And athough he was somewhat
skeptical about Shiller's survey evidence, he too believed that fac-
torsother than underlying economic fundamental smight have played
arole in the stock market crash of 1987.

Mishkin pointed out that most of the recent proposals to reduce
stock market volatility would make markets less efficient. Markets
would becomelessliquid, respond more slowly to new information,
or reveal less about trading pressures. So even if such proposals
reduced volatility—and it is not clear that they would—they would
have a detrimental impact on market efficiency.

Mishkin also addressed the role of monetary policy in the face of
financia market volatility. Monetary policymakers have two options
when confronted with financial market volatility. They can attempt
to reduce this volatility by intervening in markets, or they can stay
out of the markets but stand ready to function aslender of last resort
in the event of afinancial crisis. Mishkin indicated a preference for
thelatter. Hecited the Federal Reserve's responsesto the Penn Central
crisisof 1970and thestock market crash of 1987 as successful applica-
tions of this approach.

Consequences of volatility

Volatility in financial markets could have far-reaching ramifica-
tions. Symposium participants suggested that such volatility could
disrupt domestic economic activity, unsettleinternational asset flows,
and place strains on global supervisory efforts.
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Domestic impact

Intheir paper ** Financia Factorsin Business Fluctuations,”* Mark
Gertler and R. Glenn Hubbard examined the impact of financia
market fluctuationson businessfluctuations. Through what channels,
they asked, can financia market disruptionsaffect the real economy?

Gertler and Hubbard noted that economists havelong thought there
could be an important link between the financial and real sectors of
theeconomy. The Great Depression has always seemed an obvious
example. Recently, economists have devel oped modelsthat examine
thislink formally. These modelsusualy apply to capita investment,
but they can often be applied to consumer spending and hiring deci-
sions as well.

According to thesetheories, financia market fluctuationscan affect
the real economy through two channels: fluctuationsin the internal
net worth of firmsand fluctuationsin theavailability of bank credit.
In the first case, a fatering economy or a redistribution of wesalth
from debtorsto creditors|owersthecollateralizable net worth of firms,
making it moredifficult for those firms to borrow. Consequently,
capital investment declines. In the second case, a financia disrup-
tion, such as a bank failure, reduces the flow of bank credit to bor-
rowing firms, also causing investment to decline. In both cases,
changes in the financial sector lead to changes in the real sector.

Gertler and Hubbard claimed that evidence supports thesetheories.
Econometric studiesand historical events strongly suggest that finan-
cia market fluctuationscan havean impact on theinvestment of firms,
particularly smal firms. Consequently, financial market fluctuations
can have an impact on the macroeconomy.

Gertler and Hubbard a so offered an explanationfor why the stock
market crash of 1987 had such little effect on the economy. While
stock pricesdid show considerable variability in 1987, they did not
show exceptional changesfrom the beginning of the year to theend
of theyear. Therefore, to theextent that changesin stock prices mirror
changes in firms' collateralizable net worth (which is not directly
observable), the net worth of firmsdid not change substantialy for
theyear asa whole. Consequently, one would not have expected much
effect on investment and, hence, on theoverall economy. Moreover,
it is not clear that changes in stock prices actually mirror changes
in afirm's net worth. And finally, Gertler and Hubbard noted that
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the crash of 1987 —unlike the crash of 1929—did not causea severe
restriction of bank credit, becausethe Federal Reserve aggressively
stepped in to provide adequate liquidity.

In discussing the Gertler-Hubbard paper, Robert Hall agreed that
financia market fluctuationscan affect the real economy through the
two channelsidentified by Gertler and Hubbard. Hall noted that the
model they presented—with its emphasis on the firm's internal net
worth—was an example of what he callsthe** back-to-the-wall** theory
of finance. This theory holds that an effective arrangement for
shareholdersand managersis for shareholdersto receive payments
that resemble fixed debt, not variabledividends, and for managers
to retain exceptional profitsbut also beliablefor exceptional osses.
In thissense, managers backsareto thewall. Hall asserted that many
financia arrangementsin the real world take thisform. Hall agreed
with Gertler and Hubbard that the 1987 stock market crash wasfun-
damentally different from the 1929 crash and that its effects were
therefore quite different as well.

International impact

Charles Goodhart, in his paper ** The International Transmission
of Asset Price Volatility,”" examined thelinksthroughout the world's
financial markets. He asked whether financia markets, especially
equity markets, have become more interdependent. Specificaly, is
volatility in one market now morelikely to be transmitted to other
markets?

Goodhart reported that recent research with a colleague suggests
that financid markets have not become more interdependent.
According to this study, volatilities in various domestic markets
showed no tendency over the 1967-to-1985 period to become more
highly correlated internationally. Thus, Goodhart argued, one must
be cautiousin adopting the view that financial market interdependence
ison the rise.

Goodhart stressed, however, that international transmissionmech-
anismscan still play a major roleon certain key occasions. And the
stock market crash of 1987 appearsto have been such an occasion.
Research by other colleaguesof Goodhart suggeststhat developments
beforeand after the crash are consistent with the view that a normal



XX Stuart E. Weiner

**contagion™ relationship among markets turned into a panicky
**cross-infection™ relationship.

Goodhart explained that thereis nothing abnormal about movements
in onestock market being affected by movementsin another. Indeed,
it is rational for domestic anaysts to take their cue partly from
movementsoverseas—in effect, alowing foreign analyststo evaluate
foreign news for them. But, Goodhart added, such contagion can
escalateinto cross-infectionwhen domestic analystsignorefundamen-
tals and pay excessve attention to the prices set by others.
Econometric studies of the London, Tokyo, and New York stock
marketsindicatethat contagiondid, in fact, escalate after the crash.
And this escalation would help explain one of the puzzling features
of thecrash, the nearly universa declineof stock marketsworldwide
despite different institutional frameworks and different economic
outlooks.

Goodhart also presented some results of a study he currently has
under way, which examines the relationship between stock market
movements and foreign exchange movements. To the extent that
foreign exchange movementsareagood proxy for fundamenta news,
incorporating such movements in econometric studies should allow
the researcher to get a better handle on contagionand cross-infection
effectsin stock markets. Unfortunately, Goodhart's preiminary results
suggest that foreign exchange movements are not a good proxy for
fundamental news. Nevertheless, Goodhart has been able to draw
two tentative conclusionsfrom his work. First, anong the three stock
markets, London, Tokyo, and New Y ork, the Tokyo market appears
to be the most immuneto internati onal devel opments, whilethe Lon-
don market appearsto be the most vulnerable. And second, in the
wake of the October 1987 crash, the New Y ork market appearsto
have become more vulnerable.

In commenting on the Goodhart paper, Brian Quinn agreed that
the London, Tokyo, and New Y ork stock marketsare quitedifferent
in structure, and thus one would expect differing degrees of interna-
tional sengitivity. Quinn concurred that the London market is prob-
ably the most open of the three.

Quinn emphasized that it is important to determine whether the
1987 crash represented a special, isolated case or the arrival of a
new era of heightened volatility. Quinn's view, in contrast to
Goodhart's, was that financia markets have become more volatile
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and interdependent. As evidence, Quinn pointed to the sweeping,
global natureof the 1987 crash and, more narrowly, to the growing
importance of foreign activity on the London stock exchange. Quinn
stressed that thisgrowing integration of the world's financial markets
will put heavy demands on industry supervisors and regulators.

Michael Mussa, in hisdiscussion of the Goodhart paper, echoed
the view that international transmission was very much in evidence
during the stock market crash of 1987. Fundamentals— adeteriora-
tioninthe U.S. trade account, arisein U.S. and other interest rates,
and a possible policy dispute between the United States and West
Germany —were probably responsible for the initial decline in the
U.S. stock market on the morning of October 19. The 300-point
decline over a two-hour period in midday, however, was probably
due to psychological factors. Whatever the reasons for the decline,
the collapse of the U.S. market fueled collapses in the Tokyo and
London markets, and the situation did not improve until the U.S.
market stabilized the next day.

Supervisory impact

In hisluncheon address, ** Globalizationof Financial Markets: Inter-
national Supervisory and Regulatory Issues,”* Alexandre Lamfalussy
examined the role of bank supervisors and securities market super-
visors in today's world of highly integrated markets. He offered
several comments on the rationale for supervision as well as some
thoughts on the October 1987 stock market crash.

Lamfalussy noted that the principal rationalefor supervising finan-
cia ingtitutions, especially banks, is to ensure stability of the finan-
cia system. He also noted that this rationale has been challenged
in recent years. Some analysts believe bank supervision is unnecessary
to achieve financia stability. They argue that deposit insurance, by
preventing bank runs, has made banking crises obsolete. Other
analysts believe bank supervision can actualy impair financia
stability. They argue that supervision reduces the efficiency of the
banking system and weakens market discipline.

While acknowledging that supervision has its costs, Lamfalussy
contended that the benefits of supervision outweigh these costs. In
his view, deposit insurance has not eliminated the risk of systemic
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runson banks. Moreover, the risksin banking have been rising as
a result of greater competition and maor imbalances in the world
economy, thelatter generating disruptive swingsin financia markets.
Consequently, Lamfalussy stated, **| do think that in order to preserve
the stability of thebankingsystem . . . bank management needs the
support of the restraining influence of supervison—even at the cost
of somelossof efficiency, whatever thedefinition of efficiency may
be."" Asto who should do the supervising, Lamfaussy responded,
"It is obvious that in today's globalized banking market, supervi-
sion hasto be as far as possibleglobalized, both in the geographical
and in the inter-industry sense of theterm.”* Lamfalussy pointed to
the recent G-10 agreement on bank capital standardsas a concrete
example of globalized supervision.

Turning to the stock market crash of 1987, Lamfalussy reported
that he was quite struck by the speed with which it circled the globe.
The crashleft nodoubt in hismind that the world's financial markets
had become moreintegrated. Lamfalussy was also impressed by the
resilienceof marketsafter thecrash. Actions by the Federal Reserve
and other central banksto provide ampleliquidity played a key role
in stabilizing markets, Lamfaussy asserted. And finally, Larnfaussy
reiterated his call for globalized supervision, noting that the crash
**alerted bank supervisorsand securities market supervisorsto the
necessity of cooperating with one another both nationally and inter-
nationally."*

Policy response

The recent turmoil in financial markets has generated numerous
proposalsfor reform. Major reforms have been proposed for stock
marketsand foreign exchange markets. Symposium participants had
differing views on the merits of such proposals.

Stock market proposals
In his paper ** Policiesto Curb Stock Market Volatility," Franklin

Edwards examined recent proposalsto reduce stock market volatility.
He asserted that these efforts are misplaced and counterproductive.
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In developing his argument, Edwards first noted that the causes
of stock market voltility have not been clearly identified. However,
disagreement about its causes has not prevented a proliferation of
proposals to reducethisvolatility. Proposed remediesinclude curbs
on program trading, portfolio insurance, and index arbitrage; higher
margin requirements on index futures and options; and the imposi-
tion of trading halts, or circuit breakers, in markets. Edwards sees
problems with virtualy al of these proposals.

Edwards reported that he is not convinced that program trading,
portfolioinsurance, and index arbitrage have increased stock market
volatility. Asaresult, heis not convinced that restricting these types
of trading would be beneficia. Indeed, Edwardsargued, such restric-
tions could prove costly to society.

Higher margin requirementson index futuresand optionsa so make
littlesense, according to Edwards. Higher margins may reduce specu-
lation in markets, but |ess speculation would not necessarily lead to
lessvolatility in these markets. Specul ation can be stabilizingas well
asdestabilizing. Asan example, Edwards pointed to the October 1987
crash. On October 19 and 20, speculators were net buyersof stocks,
not net sellers. Had higher margins been in place at the time, these
speculatorsand their stabilizing influence may well have been absent.

Edwards argued that circuit breakersare also problematic. Under
a circuit breaker scheme, trading would be stopped when certain
predetermined conditions occurred—for example, when prices fell
too low or volume rose too high. The fundamenta problem with cir-
cuit breakersis that they do not allow marketsto adjust fully to new
information. If the breaker is activated, the determination of equili-
brium pricesisinterrupted. An additiona objectionto circuit breakers
is that they may foster the kind of panic selling or buying they are
intended to prevent. Fearing they may be locked into undesirable
positions, traders may buy or sdll frantically as the breaker threshold
approaches.

Edwards contended that, rather than focusing narrowly on limiting
voldility in domestic equity markets, policymakersshould direct their
atention to the far-reaching developmentsin international financial
markets. The financial world is rapidly becoming a single, global
market, and policymakers need to take stepsto ensurethat this globa
market is as liquid and efficient as possible.

In commenting on the Edwards paper, LawrenceSummersindicated
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he would not rule out remedial intervention in stock markets. He
is not convinced that unbridled volatility and a hands-off policy stance
yield benefits to the real economy.

Summers identified two types of trading strategies that investors
pursue: negativefeedback strategiesand positivefeedback strategies.
Under negative feedback strategies, investors buy when the market
declines. Under positive feedback strategies, investors sell when the
market declines. Because positive feedback strategies are self-
reinforcing—that is, declines in the market lead to further declines
in the market—they are likely to increase volatility. Thus, Summers
argued, in evaluating proposalsto reduce stock market volatility, one
should consider whether they would discourage positive feedback
strategies.

Summers suspectsthat low margin requirementsencourage positive
feedback strategies. Indeed, Summers believes that greater liquidity
in futures markets in general probably encourages positive feedback
strategies more than negative feedback strategies. Thus, Summers
reported, heis not averse to making markets less liquid, to ** throw-
ing some sand in the wheels."

David Hale, in hisdiscussion of the Edwards paper, suggested the
stock market crash of 1987 was something of a blessing. One should
not necessarily view it asa problem, he argued, but rather asa solu-
tion to other problems. Specifically, thecrash lowered inflation fears
and reduced upward pressure on interest rates, thus strengthening
the U.S. economy in 1988. Hale agreed with Edwards that higher
margin reguirements on futures contracts would probably not have
cushioned the crash. And, also like Edwards, Hale asserted that
policymakers need to think seriously about how the financial system
isevolving. Technology, securitization, and globalization are trans-
forming the financial landscape.

Foreign exchange market proposals

In their paper *"Exchange Rate Volatility and Misalignment:
Evaluating Some Proposals for Reform,** Jacob Frenkel and Mor-
ris Goldstein examined recent proposals for reducing volatility and
misalignment of exchange rates. These proposalsinclude target zones,
restrictionson international capital flows, and enhanced international
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coordination. Frenkel and Goldstein did not advocate one proposal
over the others, but rather highlighted the relevant issues involved
in al three.

Frenkel and Goldstein stressed that there is an important distinc-
tion between exchange rate volatility and exchange rate misalign-
ment. Exchange rate volatility refers to short-term fluctuations of
exchangeratesaround their long-term trends. Exchangerate misalign-
ment refersto significant deviationsin exchangeratesfrom their long-
term equilibrium levels. Some analysts believe exchange rates have
been both excessively volatile and misaligned in recent years.

Frenkel and Goldstein noted that exchange rate volatility has been
much higher in the floating-rate period than in the Bretton Woods
period. Moreover, this volatility has shown no tendency to subside
as thefloating-rateperiod has worn on. However, in the post-Bretton
Woods era, exchange rates have been lessvolatilethan interest rates,
stock prices, and commodity prices. Are today's exchange rates
excessively volatile? Are they seriously misaligned? Frenkel and
Goldstein asserted that the answers are not obvious.

Turning their focus to proposed remedies, Frenkel and Goldstein
first examined target zones. Under a system of target zones, nations
agreeto try to keep their currencies within certain bands. The width
of the bands, the frequency with which the bands are revised, and
the authorities commitment to the bands are crucial features of a
target-zone agreement. The principal advantage of target zones is
they may force disciplineon anation's fiscal policy. Had target zones
beenin placein theearly 1980s, for example, the United States might
have been dissuaded from running huge federal budget deficits for
fear of running up the value of the dollar. The principal disadvan-
tage of target zonesisthey may force monetary policy to pursue con-
flicting goals—for example, fighting inflation and discouraging an
appreciating currency.

Restricting international capital flows, either directly or through
taxation, is another proposal for reducing exchange rate volatility.
Such proposals are based on the notion that speculation in exchange
markets causes excessive volatility. The problem with this view,
according to Frenkel and Goldstein, isthat speculation can be stabiliz-
ing aswell asdestabilizing. So capital restrictions could be counter-
productive. In addition, thereisthe possibility of **regulatory arbi-
trage," of capital restrictions in one country simply leading to more
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speculation and more volatility in another country.

Enhanced international coordinationisathird proposal for reduc-
ing exchangerate volatility. Related to (and perhapsincorporating)
target zones, enhanced coordination would require magjor countries
to modify their macroeconomic policiesmore willingly to ensurecon-
sistent policies across countries. As Frenkel and Goldstein pointed
out, several questions arise in considering coordination proposals.
For example, should coordination be conducted continuously or only
at times of crisis? How many nations should be involved? And are
the gains from enhanced coordination ultimately worth the effort?

In discussing the Frenke-Goldstein paper, Paul Krugman contended
that exchange rates are excessively volatile. He believes financia
marketsin general, and foreign exchange marketsin particular, are
oftenirrational in the sense that trading is not aways based on fun-
damentals. And in the case of exchangerates, at least, the resulting
volatility is deleterious because it can impair the ability of firmsto
make sound decisions. Because such firms are unable to distinguish
fundamental devel opmentsfrom speculative bubbles, their location
and sourcing decisions suffer.

Krugman advocated a return to some type of fixed exchange rate
system. He argued that such systems have worked effectively in the
past. Krugman was|ess enthusiastic about policy coordination, feel-
ing the prospects are not as encouraging.

Robert Hormats, in hisdiscussion of the Frenkel -Gol dsteinpaper,
argued that target zones and policy coordination could be effective
in reducing market volatility. Hormats believes foreign exchange
markets in recent years have been driven by expectations. And
expectationsof central bank policieshave been particularly important.
According to Hormats, if the leading nations of the world decided
to move to a *"hard” target-zone system, one with narrow and
infrequently revised currency bands, central bank policies would
become even morecritical. In particular, one or more central banks
would haveto emerge—as the Bundesbank has emerged in the Euro-
pean Monetary Sysem—as the anchor around which other central
banks could converge.

Panel overview

Three participants—Louis Margolis, Robert Roosa, and James
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Tobin—provided an overview of theissues raised at the symposium.
Margolisand Roosafocused on the ock market and foreign exchange
market, respectively, while Tobin addressed his comments more
generally.

LouisMargoliscontended that U.S. equity marketsarein the midst
of an evolutionary process. That process began in 1975, when
deregulation eliminated fixed commission rateson secondary market
trading. This switch to fully negotiated rates has squeezed the pro-
fits of the commission brokerage business, especialy the profits of
speciaistsand block traders. It is no coincidence, Margolisasserted,
that full-service firms have shifted resources away from secondary
market trading and toward the more profitableareas of new security
issuance, mergers and acquisition, and leveraged buyouts.

Margolis continued that, with their profit margins reduced, special-
ists and block traders can no longer provide adequate liquidity to
the market in times of stress. They smply do not have the financial
resources to make bids that would stabilize the market. At old com-
mission levelsthey had the necessary fundsto provide liquidity, but
at current levels they do not. The October 1987 crash isa case in
point. Insufficient liquidity was one reason why the crash was so
abrupt.

Margolis emphasized, however, that equity marketsare develop-
ing alternative sources of liquidity. These sourcesinclude options,
futures, electronic screen-based trading, and portfoliotrading. In other
words, equity marketsare being transformed. The appropriate policy
response, accordingto Margolis, isto encouragethis transformation,
to remove any obstacles that could trigger another crash.

Robert Roosa, in his remarks, suggested thet the volatility of today's
financial marketscan be traced to two basic sources. Thefirst isthe
unprecedented integration of these markets and the related appearance
of new instrumentsand new trading techniques. This integration has
permitted individual and institutional investors to respond more
quickly and moreeffectively to profit opportunities. The second source
of today's voldtility is long-term, underlying cycles in the red
economy. These cycles cause pricesof financial assets, particularly
foreign exchange rates, to follow sustained paths for a time, then
to stall, then suddenly to decline or riseto new sustained paths. The
result is significant asset price volatility.

Roosa believes that growth with stability is the proper objective
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of economic policy. Accordingly, he strongly endorses the recent
efforts by the G-5 countries (United States, Japan, West Germany,
Great Britain, France) to achieve that stability. Roosa reported that
he has been quite encouraged by the coordination the G-5 countries
have displayed since the Plaza Agreement of September 1985. In
particular, he has been encouraged by the system of target zonesthat
has emerged. These target zones represent a step back toward fixed
exchange rates, which Roosa believeswere partialy responsiblefor
the “‘remarkable’” worldwide growth of the Bretton Woodsera. The
world economy has pressing imbal ances, Roosa argued, and enhanced
coordination among the world's leading countriesappearsa promis-
ing way to address those imbalances.

James Tobin, in hiscomments, argued that financia marketsshould
be made less liquid. Asset prices are not driven solely by funda-
mentals—indeed, pricesoften appear to be driven by sheer specula-
tion. Such speculation, Tobin asserted, wastes productive resources,
especialy human resources.

Tobin emphasized that economists and other researchers do not
have a good theory of volatility. For example, it is not clear how
volatility should be measured. Should it be measured over a day,
over amonth, or over ayear? Nor isit clear how volatility is related
to volume. Does volatility rise when transactions volume rises? Or
does the opposite occur? Researchers do not know.

One thing that Tobin is confident about is that asset pricesdo not
alwaysreflect fundamentals. Herd behavior —in which traders react
to each other rather than to some fundamental development—is
responsiblefor much market movement, Tobin claimed. Related to
thisis the preoccupation of traders with ssemingly minor news stories,
statistical releases, and policymaker statements. It is hard to believe,
Tobin asserted, that all of these items represent fundamental news.

To reduce financial market volatility, Tobin advocated a tax on
the volume of transactions in stock markets, foreign exchange
markets, and perhaps other markets. The purpose of this tax would
be to di scourageshort-term specul ation and encourage portfoliodeci-
sions based on long-term fundamentals. A tax of 1 percent, on both
buying and selling, might be reasonable. In addition, Tobin would
change the capital gainstax, introducing a diding scaleof tax rates
linked to holding periods. For example, the capita gain on afinan-
cia asset held less than one year would be subject to full taxation,
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while thegain on an asset held 30 years would be subject to no taxa-
tion. Like the transactions tax, this measure would presumably
lengthen the horizon for portfolio decisions. It is Tobin’s view that
financial markets would benefit from such **sand in the wheels."

The stock market crash of 1987 emphasized how turbulent finan-
cial markets can become. It also provided the impetus for much new
research on financial market volatility. The issues have proved to
be quite complex.

The experts brought together at the Federal Reserve Bank of Kan-
sas City's 1988 symposium concurred that financial market volatility
is not well understood. Symposium participants did not reach a con-
sensus on the sources of volatility. Nor did they reach a consensus
on the conseguences of volatility. A point they did agree on was that
financial market volatility largely remains a mystery. And in light
of this, most participants felt policymakers should proceed very
cautiously before adopting any particular policy response.






Causes of Changing Financia
Market Volatility

Robert J. Shiller

Financial market prices, pricesof stocks, bonds, foreign exchange,
and other investment assets, have shown striking changesin volatility
through time. For each of these kinds of assets there are years when
prices show enormous unpredictable movements from day to day or
month to month, and there are years of stable, uneventful markets.
Why does volatility change from year to year, and what (if anything)
should be done about it by government regulatorsand self-regulatory
organizations? The striking increase in stock market volatility since
around the timeof the stock market crash, October 19, 1987, makes
these questions seem especialy relevant now. Many people in the
investing public are upset about the increased volatility, and are
writing letters to congressmen, agency heads, and industry leaders
to do something.

The problem for those who formulate policy is that very little is
known about the causes of changes in volatility of financia prices.
This paper tries'to state what we know concretely about causes of
changes in financial market volatility, discusses some of my own
research on causes of the stock market crash of 1987, and presents
aview of volatility in financial marketsthat is relevant to policy deci-
sions to deal with the volatility.

Changes in volatility through time
The stock market

The current episode of stock market volatility is hardly unique.
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There have been repeated episodes of high stock market volatility
throughout stock market history.

The stock market drop on October 19, 1987 was the biggest one-
day pricechangeever in percentage terms. The Dow Jones Industrial
Average fell 22.6 percent in one day. The drop was almost twice
as big as the next biggest one-day drop, on October 28, 1929.
However, the overall pattern of volatility in 1987 and 1988 is not
SO unique in history.'

Chart 1 shows the changing volatility of stock prices, as measured
by the standard deviationof percentagechangesin the nominal Stan-
dard and Poor Composite Stock Price Index, from 1871 to 1987.

Chart 1
Volatility of Stock Market Prices, 1871-1987

Standard Deviation (Percent)
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Notes: For each year, the standard deviation of month to month percentage changesis shown
for the Standard and Poor Composite Index. The estimated standard deviation is based
on twelve monthly observations for each year. See Appendix for source of data.

1 Notethat the wo-day drop, October 28-29, 1929, isstill the biggest two-day drop(as measured
by the Dow JonesIndustrial Average) in history. The biggest month-to-month percentagechange
in the monthly Standard and Poor Composite Index was between July and August of 1932,
when the index increased 50.3 percent. This price increase, which is amost twice as big in
absolute value as the biggest month-to-month price drop ever, seems to be largely forgotten.
The concentration of attention on 1987 as a unique year in stock market history is to some
extent an artifact of the one-day interval chosen.
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The figure shown for each year is the standard deviation (estimated
from 12 observations) of the 12 monthly stock price changesfor the
year.2 Note that the volatility of stock price changes was higher in
theyears 1929 through 1933 and 1937 and 1938 than it wasin 1987.
Note also that there were many other years in which volatility was
almost as high asin 1987. The tendency for discussion of volatility
to single out the record-breaking one-day stock market drop on
October 19, 1987 obscures the real dimensions of volatility over all
the year.

Other speculative markets

Asshown in Chart 2, other speculative markets show substantial
changes in volatility through time, and these changes are largely
unrelated to the changes in stock price voldtility.

An index of raw industrial commodity prices shows very high
volatility at the beginning of the sample, low volatility through most
of the 1950s and 1960s, and higher volatility in the late 1970s and
1980s. This overall pattern does not match up well at al with the
pattern of volatility of stock prices.

The dollar-pound exchange rate was very stable in the period of
fixed exchangerates, except for acouple of large movementsat times
of devaluations of the pound (from $4.03 to $2.80 in 1949 and from
$2.80 to $2.40 in 1967). If one takes account of the devaluations,
thereis not any striking changein overal volatility over the sample.
There has been a gradual uptrend in volatility since the period of
floating rates began in 1971, with short-run variations that do not
correspond to those in stock prices.

Long-term bond yields were extremely variable around the time
of the Federal Reserve's new operating procedures, ingtituted in 1979
and abandoned around 1982. This period of high volatility does not
correspond to periods of really high volatility in stock pricesor ex-
change rates, though commaodity pricesdid show high volatility then.

2 Data starting 1918 are monthly averages of daily closing prices; before 1918 are averages
acrossstocksof midpoint and high and low pricefor each stock. The sandard deviationsshown
arethereforedownwar d biased measur esof the sandard deviation of the point-to-point price
change. For a Wiener process, the standard deviation of the unit interval change in the unit
averageis0.816 (the squareroot of %4) timesthe sandard deviation of theunit interval change
in the Wiener process.
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Background economic variables

It would be natural to expect that the changes in volatility through
timein speculative markets would correspond to changesin volatil -
ity in real nonfinancial variables. Efficient marketstheory wouldlead
us to suspect this, since the theory says that prices in speculative
markets are driven by fundamentals. But even other theories, let us
say psychological theories, would tend to suggest that thereisarela-
tion between volatility in speculative markets and volatility of other
macroeconomic variables.

G. William Schwert (1987) has done a time series analysis of the
volatility of U.S. stock prices 1859-1986 and compared this volatility
through time with other macroeconomic variables.? He concluded
that stock volatility is not ** closely related to the volatility of other
economic variables,”’ and referred to thisconclusionasa** puzzle.””
He found that the volatility of inflation, money growth, industrial
production and business failuresis high during war periods, yet the
volatility of stock returnsis not particularly high during those periods.
He pointed out that **there were many ‘financial crises or 'bank
panics during the 19th century in the U.S. that seem to be associated
with very high and volatile short-term interest rates, yet thereis no
obvious effect on the level of stock price volatility.’”*

Standard deviations of percentage changes in industrial produc-
tion, short-term interest rates, the pricelevel and housing starts are
plottedin Chart 3. The patternsof changing volatility show littlerela-
tion to the pattern of volatility in the speculative markets, except for
the fact that there is some correspondence between the volatilities
of short-term interest rates and long-term interest rates.>

3 See also Officer (1973).

4 Schwert (1987), p. 27. Shapiro (1989) noted the lack of change in volatility between pre-
and post-depression samples, and inferred that the volatility of the aggregate economy must
not have changed.

5 The sharp spike in the volatility of the inflation rate in 1974 is due to the dismantling of
price controlsin early 1974, as well asan oil price shock then. The sharp spike in the volatil-
ity of short-term interest ratesin 1958 isdue to thefact that short rates dropped precipitously
in the recession to very low levels: 1.50 percent in July. Then an increase to 1.96 percent
in August marked a 31 percent increase in interest rates in one month.



Chart 3
Volatility of Background Economic Variables, 1948-1987
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I nterpretation

Two striking facts emerge from the plots. First, volatility seems
to change dramatically through time for typica financial and
macroeconomic variables. Second, there seem to be as many pat-
terns of volatility changes as there are variables explored here.

Volatility shows no reliable uptrend through time. It is true that
for al four speculative markets represented in Chart 2, volatility is
higher in 1987 than it was on average over 1952-87. (The standard
deviationsin Chart 2 were 104 percent higher for stocks, 24 percent
higher for commodities, 129 percent higher for the exchange rate,
and 66 percent higher for bonds.) But there has been so much year-
to-year noise that this does not signal an uptrend. The background
economic variables did not show high volatility in 1987.

Proposals to deal with high volatility

Volatility in speculativemarkets seemsto be viewed by the public
asalegitimate concern of government regulators, and so any increase
in volatility in markets tendsto be accompanied by public demands
on regulators. Thus, the increased volatility of exchange rates after
the freeing of the dollar generated proposas to return to fixed
exchangerates, and theincreasein volatility in interest rates follow-
ing the 1979 new operating procedures of the Federal Reserve pro-
duced demandsthat they stabilizeinterest rates. However, at the pre-
sent time, with the vivid event of the stock market crash of 1987
on everyone's minds, mogt reform proposals concern the stock
market, and | will concentrate attention on it here.

Influential proposals

Two proposals have been the centerpiece of recent discussion:
trading haltsand increased margin requirementson futurescontracts.
Neither of these proposalsislikely to have abig effect on volatility.

Trading halts. The Brady Commission (1988) proposal most rele-
vant to reducing volatility was its proposed ** circuit breakers' that
could stop trading in crisis times. The Reagan-appointed Working
Group (1988) dso approved such trading halts, but on alimited basis.
All that group proposed relevant to volatility reduction was a one-
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hour trading halt after a big market drop, 250 or 400 points on the
Dow. Thesetrading halts would hardly ever be invoked; the crash,
itself, last October would be the only timein history that these halts
would have been triggered.

Marginson futures contracts. It haslong been noted that the advent
of futures markets in effect provided a loophole around the margin
requirementsimposed by the 1934 Securities Exchange ‘Act, and many
peoplewould liketo see the marginson futuresregulated by a govern-
ment agency and, presumably, increased. David Ruder, Securities
and Exchange Commission commissioner, was the dissenting member
of the Working Group who wished to see margin requirements raised
on stock index futures. But he is proposing only modest increases
in margin requirements, to the 20 to 25 percent range. The Inter-
market Coordination Act of 1988 introduced by Senator William Prox-
mire sets up an agency that would manage such margin requirement
changes. Another proposed bill, the Securities Futures Market Credit
Protection Act, would have the Federal Reserve impose margin
requirements on stock index futures and options. Although neither
the Brady Commission nor the bills in Congress explicitly calls for
higher margin requirementson futures contracts, but rather the coor-
dination of margin requirements across markets; arguments for the
proposals make sense only if the intention is to raise margin
requirements on futures contracts.

More radical proposals

Active use of margin requirements to stabilize markets has also
been proposed. David Ruder, in his March 31 testimony before the
Senate Banking Committee, said that **the Commission stated that
the costs or benefits of more limited margin changes—such as
increasinginitial margin requirementsin times of extreme downward
price volatility for futures sales only—could be considered.’’¢ This
isavery radical proposal, in that it would put the SEC or other agency
in the business of actively stabilizing the stock market.

There are other proposals to deal with the large volatility in stock
markets. The most radical of these isthe abolition of futures markets

6 Ruder (1988), p. 22.
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altogether. Donald Regan strongly made this proposal to the Senate
Banking Committee May 11, 1988. Others are seen as supporting
such a proposal. Louis Lowenstein, professor of law at Columbia
University, said, ** Futures markets are worse than useless. They
distort the processby which capital marketsare supposed to alocate
resources to their most productive uses. They divert attention from
the business fundamental sthat are the market's proper concern.””?
James Tobin said (earlier) of such futures contracts, ‘“The country
cannot afford al the marketsthat enthusiasts may dream up.”’® The
abolitionof futuresmarketsis probably not aviableproposal, asclos-
ing down amajor industry isunlikely to be achieved for such adubious
benefit.

Rather than abolish futures markets, one might try to cut these
marketsoff from the cash marketshy abolishingthe arbitragebetween
the two markets. The **collar** imposed by the New York Stock
Exchange, which closes down the DOT system for index arbitrage
when the market makes a 50-point move, isastep in thisdirection.
A number of mgjor firms have dropped index arbitrageat customer
insistence. Proposalsto inhibit index arbitrageare inherently weak.
It may be possible to make index arbitrage more difficult, and so
the priceson thefuturesand cash market may belessclosealy linked,
but there will undoubtedly be someonewho will try to arbitragethe
markets so long as markets are free.

Portfolio insurance was blamed by the Brady Commission as an
important contributor to the crash. Portfolioinsuranceistoo ill-defined
a scheme to be effectively abolished. If one tried to do it, it might
only be driven underground, so to speak.® Portfolioinsuranceisonly
aformalization of stop-lossbehaviorsaready in evidencelong ago.
Portfolioinsuranceisasort of fad that increased stop-loss behavior.
But stop-loss behavior isin the mind of traders, and not something
that can be regulated so long as people are'not barred from selling.

Other proposalsare to discourage big investorsfrom trading. The
Brady Commission emphasized that the crash was caused by a few

7 Lowenstein (1988), p. 11.
8 J. Tobin (1984), p. 10.

9 Of course, portfolioinsurance has shown signs of drying up on its own in the aftermath
of the crash.
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big investors. Following up on this, Roberta S. Karmel, partner of
Kelley, Dryeand Warren, in a New York Ti nes Op-Ed piece May
18, 1988, blaming the big traders, proposed declaringindex arbitrage
and portfolio insurance imprudent investment strategies, or taxing
short-term profits of tax-exempt, institutions.

The nature of the evidence that the proposals might help

There is a remarkable dearth of solid research about the effec-
tiveness of these proposals to reduce the large stock market volatil-
ity we haveseen lately. All the proposed measuresseem to havegoing
for them is a rough sort of intuitive plausibility. For all we know,
adopting them might even increase, not decrease, volatility, or reduce
economic efficiency rather than enhance it.

The problem in evaluating these proposals is most importantly the
absence of an agreed-upon theory of financial fluctuations. Lacking
thisand recognizing that any controlled experiment would likely take
centuries to provide reliable evidence—we cannot know the effects
of the proposals on stock market volatility.

What can we say objectively about these proposals? How can we
evaluate, for example, whether margin requirements are effective?
One way that has been used in the literature is to regress volatility
of stock prices on the level of margin requirements. Such regres-
sions explaining stock price volatility are of some possible value,
but will not resolve whether extending high margin requirements to
futures contracts will now reduce the volatility. The margin require-
ment changes may have been in responseto changesin other variables,
or otherwise correlated with them. Hardouvelis (1988), who has
undertaken a careful study by regression methods using U.S. data
since1931, claimsto have found that margin requirements help reduce
volatility.'® He attempted to correct for the reverse causation possibil-

10 Official margin requirements were, of course, zero in the part of his sample from 1931
through most of 1934, before the 1934 Securities Exchange Act took effect, and volatility
in the stock market was extremely high then. Thus, he finds a spurious ** effect'* of margin
requirements on volatility, when in fact, causality runsfrom volatility to margin requirements.
When he truncates his sample to start in 1935, he finds margin requirements are just barely
significant at the 5 percent level. His significance levels are perhaps unreliable, since he cor-
rects for only the 12-month moving average induced autocorrelation of residuas, not the ap-
parent year-to-year autocorrelation that extends further.
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ity by including lagged volatility measures and other variablesin the
regression, on the theory that margin requirements may be set in
response to volatility. Including lagged volatility means that he is
no longer exploring alink between volatility and margin requirements,
but between an incremental unexplained volatility and margin require-
ments.!' Thereis aso always the possibility in such multiple regres-
sion contexts that the margin requirement enters the regression only
becauseit proxiesfor somethingelse. For example, Hardouvelisfound
that the Fed tends to impose high margin requirementswhen the stock
market is high relative to its average value over the past five years.
He argued that since high stock prices are associated with low volatil -
ity, the apparent effect of margin requirements may be spurious. He
attempted to deal with this problem by including stock prices relative
to trend in the regressions explaining volatility. But of course if there
isany error in his measure of the variables entering the Fed reaction
function, the estimation problem may yet persist. If we don't know
what enters the Fed reaction function, we have a fundamental estima-
tion problem.

Even if margin requirements do reduce volatility, they may do so
in a bad way, by making markets less efficient and slower to res-
pond to genuine information.

Similar difficulties attend efforts to demonstrate the effectiveness
of trading halts in reducing volatility. In an effort to evaluate these
measures, some scholars have compared the experience of countries
that have imposed trading halts with those that do not. For example,
the Hong Kong stock market was closed for daysin 1987, and the
drop in stock prices there was dightly greater than in the U.S.
However, in considering the effects of world-wide crashes like that
in 1987, closing a regional market may not have much significance.
Peoplein Hong Kong were probably watching the U.S. market. Such
data does little for usin evaluating the effects of a major change in
U.S. stock market policy.

In any event, mgjor stock crashes are rare events, whose genesis
may well be qualitatively different from normal day-to-day moves
in stock prices. Therejust aren't enough datato tell reliably the effects

11 With a lagged dependent variable in ther egr ession, a recur sive substitution ar gument shows
that heisrelatingthe current level of volatility to long distributed lags of margin requirements
and other variables.
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of the proposed measuresat times of market crashes. More generaly,
the effects of the-measures may depend qualitatively on how people
perceive the measures, e.g., what kind of policy stance they think
that they signal or what people think the reaction of other people
will beto the measures. The effectivenessof the measures may change
from time to time if these perceptions change.

As for the proposals to inhibit trading by big traders, the Brady
Commission did document the amount of concentration of sales in
the hands of big investors. But this concentration was not over-
whelming. Moreover, any such statisticsdo not tell uswhoisat fault
in causing the market crash. The question is why no one stepped in
to buy when the market was dropping fast, and why no one bid the
price of stocks back up to their former levels within months after
the crash. Blame cannot be pinned on any one group.

The efficient markets hypothesis

Theonly peoplewho really sound like they might know what they're
talking about regarding the proposal sare those in the efficient markets
camp who oppose the proposals. The efficient markets hypothesis,
which has been very influential for the last couple decades, asserts
that prices** efficiently incorporateall public information®* about fun-
damentals, fundamentals being economic variables that ought by
rational calculation to affect securities prices. If prices reflect such
genuine information, then the increased volatility we've seen is for
good reason, alot of important information flowing into the market,
and ought not to be tampered with.

The efficient marketstheorists havelong sounded persuasive; there
are superficially appealing arguments for the notion and a lot of
scholarly statistical work that claimsto supportit. Thereis, of course,
an important element of truth to the efficient markets hypothesis: it
is not easy to get rich quickly, and so any trading rule that is pro-
posed to do this should be eyed with alot of suspicion. But we must
be careful not to overgeneralize from this truth. Suppose that the
volatility of stock market prices does vary through time for reasons
unrelated to any economic fundamentals. This need not imply that
thereisatrading rulethat will produce rapid wealth with little risk,
so that the rule might well be overlooked by many people. One may
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indeed find it difficult to even demonstrateat conventional significance
levels the statistical significance of the departure from market effi-
ciency.!?

Recent criticisms of the efficient markets hypothesis

Beginning with papers by LeRoy and Porter (1981) and Shiller
(1981), aliterature has emerged arguing that financial markets may
be too volatile to be accounted for in terms of efficient markets
hypothesis. These original papers have been subjected to a lot of
criticism (notably by Flavin in 1983, Kleidon in 1986, and Marsh
and Merton in 1986). A second generation literature has grown up
that is not vulnerable to these initia criticisms.!?

The excess volatility discerned in these papers has more recently
been given a new name by Fama and French (1988). They call it
theforecastability of long-period returns. Poterbaand Summers (1987)
have shown a positive correlation of returns over short time inter-
vals, and negative over long intervals, another characterization of
excess volatility of prices.

These papers are rejections of specific efficient markets models,
and do not necessarily call into question the general paradigm of
market efficiency. But since they do test major specific efficient
markets models that people presumed had a lot of evidence going
for them, it is certainly appropriate to consider also some non-efficient
markets alternatives.

Causes of the current period of high stock market volatility

Much of the publicdiscussionof the current period of high volatility
has focused on factors that are unique to the present time, asif the
present volatility were unprecedented in history. The premiseof many
of the recent studies— that we should look only at current events or
even just at thetimeof the crash around October 19, 1987 —isfaulty.

12 See Shiller (1979) and (1984), Perron and Shiller (1985) and Summers (1986).

13 See Campbell and Shiller (1988 a,b); Mankiw, Romer and Shapiro (1986); Scott (1985);
and West (1987).



14 Robert J. Shiller

Much of thediscussion has, in fact, been focused on technological
innovations, inventions that altered the environment that one faces
in financiad markets. There are three such inventions commonly
singled out: stock index futures markets, program trading to arbitrage
the cash and futures markets, and portfolio insurance.

The stock index futures market, the Standard and Poor Composite
Index Futures contract, was established in 1982, and has grown
rapidly since. The dollar value of the daily volume on the Standard
and Poor Compositelndex Futuresexceedsthedollar volume of stocks
traded on the New York Stock Exchange on most days.

Program trading for index arbitrage links together the stock index
futures marketsand the cash markets. It ishard to see that thistrading
should itself be blamed for stock market volatility. Given that we
have two different marketsfor much the same product, someone will
arbitrage them to guarantee that one price reigns.

A third factor is portfolio insurance. Portfolio insurance was
effectively invented in 1972 when Black and Scholes circulated the
first draft of their paper on options pricing (1973). That paper made
it very clear how to do portfolio insurance, athough the concept was
not clearly delineated until Hayne Leland's article (1980). The growth
of portfolio insurance took off in the mid-1980s. | argued elsewhere
(1988) that the growth of portfolioinsurance ought not to be regarded
asthe normal consequence of a technological innovation, coming as
it did so late after the invention. Rather, the popularity of portfolio
insurance should be regarded as an investor fad like many other
investor fads. It may also be regarded as a symptom of nervousness
about the**overpricing” of the market that emerged in the mid-1980s.

All of the above technological innovations probably played arole
in the volatility of stock marketsin 1987-88, but probably not pri-
marily asinnovationsper se. Rather, it was the perception that these
innovations were influencing markets that contributed substantially
to the volatility.

Survey evidence

| have done a substantial amount of survey research (some jointly
with Karl Case, William Feltus, and John Pound) to understand
investor behavior.

Right after the stock market crash of October 19, 1987, | sent out
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guestionnaires asking people what they were thinking on that day.
I sent out 1,000 questionnairesto ingtitutional investorsand received
284 responses. | sent out 2,000 questionnaires to individual investors
and received 605 responses.

| interpret my survey results (1987) about the crash on October
19 asindicating that no newsevent, other than the newsof the crash
itself, precipitated the crash. Rather, the dynamicsof stock market
pricesseem to have moreto do with theinternal dynamicsof investor
thinking, and the medium of communications among large groups
of investorsis price. In a period when there isa widespread opinion
that the market is under or overpriced, investors are standing ready
to sell. It takesonly a nudgein prices, something to get them react-
ing, to set off a major market move.

The story told by investors, themselves, on days of big market
moves does nat bear avery strong resemblanceto the story that seems
to be on the minds of many advocates of the proposals to reduce
volatility. The latter story seems to be one that attributes unusual
stock pricemovementsto asmall group of investorswho aregamblers
or risk lovers, and who are vulnerable to sharp swingsof optimism
and pessimism, euphoria or panic. Discourage them by margin
requirements from taking large positions, and we will quiet down
the market. Close markets for a while when they are panicking and
thelr composure may return. But it is not clear that the proximate
causes of sudden moves of the stock market are the accompanying
sudden mood swings among investors. The suddennessis certainly
largely dueto thefact that investorsare trying to outsmart each other,
trying to bethefirst to move. Thoseinvestorswhose behavior would
not be influenced by margin requirements or market closings are
perhapsjust aslikely to act suddenly a atimeof abig market.move.

Decisionsto buy or sell do not seem to be related very strongly
to feelings that the market is over or underpriced. In my question-
nairesurvey of investors undertaken right after the crash of October
19, 1987, | found that about 90 percent of investors who bought or
sold on that day, both institutional and individuals, reported think-
ing the market was overpriced right before the crash. Decisionsto
buy or sell on October 19 or on preceding days bore very little rela-
tion to opinions about over or underpricing of the market.

Professiona investors do seem to be using futures markets for
speculative purposes. A poll of pension fund managers'conducted
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by Ingtitutional I nvestor magazine (1985) asked them why they trade
in stock index futures markets. The most common answer was **as
aquick and low-cost way to adjust equity exposure in expectation
of big market moves,"* chosen by 55.6 percent of respondents. Hedg-
ing or arbitrage played a much smaller role in their activity. Note
the wording: *"in expectation of ' means that they are trying to beat
the market and this means they are speculating.

Inter pretation

| interpret my survey results about the crash on October 19 as
indicating that no newsevent, other than the newsof the crash itself,
precipitated the crash. Rather, the dynamics of stock market prices
then seemed to have moreto do with theinternal dynamicsof investor
thinking. Of course, if peopledid not communicate, then their changes
in thought patterns would not coincide in time. But people do com-
municate a great deal. There are both a fast mode of investor com-
munication and a slow mode. The fast mode of communications
among large groups of investors is through price. Some investors
react very quickly to price changes. The slow mode, which tends
to set patterns of reaction rather than cause behavior on a particular
hour of the day, is interpersonal conversation and the communica-
tions media

The reason that a big stock pricedrop occurred on Monday, October
19, and not on some other date is likely to be due to the reaction
of U.S. investorsto the price decline on the previous Friday, October
16. This preceding price decline was, itself, likely to be a reaction
to a price decline on Thursday, October 15, which was a reaction
to a price decline on Wednesday, October 14. The interesting ques-
tioniswhy the reactionstended to build at thistime, rather than decline
in intensity. The answer to this question may be phrased in terms
of the mental set of investors then or to a chance occurrence of other
disturbances which caused unusual attention to be drawn to the price
declines. Onething is certain: the price declinesbecame a media event
that commanded widespread public attention, and part of the answer
to this question must concern the behavior of managersof news media.

Itis, of course, risky to generalizefrom astudy of the stock market
crash to conclusions about the variability of stocks through time. It
is also wrong to generalize from research about the aggregate stock
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market to reach the conclusion that prices of individual stocks are
largely influenced by noise; news about fundamental sand information-
based changesin predictionsfor future earnings probably do dominate
price movements for certain individual stocks or other individual
financial assets. More research combining notions of market effi-
ciency with behavioral work is needed.

Implicationsfor policy

The above analysis of recent stock market volatility might sug-
gest, since market psychology is taken to play an important role in
this volatility, that some policy intervention by the government or
the self-regulatory organizations might be a good thing. However,
the same analysis does not allow for any certainty about the probable
effects of policy. Policiesintended to reduce volatility might actually
increase volatility; policiesintended to improve economic efficiency
might hinder it.

Margin requirements on stock index futures discourage certain
groups of people equally from buying or selling in futures markets,
namely those people who find it difficult to put up margin. It's not
clear how these people differ from others who are undeterred by
margin requirements. The simple idea behind these margin require-
ment proposals is that reckless speculators, who might have fueled
the bull market just prior to the October 1987 crash, are those who
will be deterred from buying. But other effects are possible, and |
have not been able to find any objective research to disentangle the
possibleeffects. Imposing margin requirements on futures contracts
might also deter others from offsetting the effects of reckless
speculators.

The Committee of Inquiry appointed by the Chicago Mercantile
Exchange to study the crash asserted in its Preliminary Report that
comments about higher margin requirements on index futures would
have made the October 19 crash worse. The report said,

The largest amount of selling, as we have seen, was by
pension funds, trusts, and other institutional portfolio
holders. . . theseinstitutionsdo not operate with leverage
and could generaly meet even very large margin
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requirements. Increased margins would affect primarily

the individual speculative accounts and these . . . were
actualy net buyers by and large on both days (October
19 and 20).'4

Whether or not thisanalysisaf the effects margin requirementswould
have had then is convincing, it does show the difficulty of the ques-
tions involved in judging what the effects of increased margin
requirements would be.

Putting higher margin requirements on stock index futures means
that the speculation may be less ** quick and low cost™* . This might
mean that the market would tend to be stabilized. But it could work
theother way. Futures marketsare also used in order to prevent other
activities of portfolio managers from affecting their overall equity
position. In the I ngtitutional I nvestor poll, 14.8 percent of respondents
reported that they use the futures markets ** as an occasional hedge
against active managers portfolios,™ 29.6 percent **as a hedge against
equity holdings that have to be liquidated in changing overall asset
mix,”” and 18.5 percent **to maintain equity exposure during transi-
tions, while new managers are being selected or getting their cash
allocations invested.’” These investors are using stock index futures
to offset the effects of their decisions on their overall demand for
equities. Making it harder for them to do this would tend to exacer-
bate market volatility. Which of these effects will predominate if
higher margins on index futures are instituted? No one knows.

Infact, it seemsthat the kind of judgment error that a**bull market™
like that of the late 1920s or the late 1950s-early 1960s represents
may not be just to expect that the aggregate market will continue
to go upward. Most investors are not investing just in index port-
folios; most are picking specific stocksthat strike them as good invest-
ments. Periods of great enthusiasm for stocks may be periods when
people are very interested in picking individual stocks, and confi-
dent of their own abilities to make such choices. One is attracted
to a speculative position not just because one thinks the aggregate
market will go up, but also because one has an exciting investment

14 See Miller et.al. (1987).
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concept that one wishes to pursue. Some people will try-to offset
their individual investmentswith futures markets sales, so as not to
raise their overall equity exposure too much. Therefore, any
discouragement from dealing in futures marketsmight possibly make
speculative bubbles more prominent than otherwise.

Of course, policymakers must decide on a response-to the market
volatility now, and areforced to rely on poorly informed judgments
asto the probable effects of policy. In the future, the accumulation
of research from both a conventional and a behavioral standpoint may
help their judgments become somewhat more informed.
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Appendix: Data Sources (Monthly)

A. Speculative Prices

Stock Prices,: The Standard and Poor Compositelndex, monthly
average starting 1918; before that, based on midpoint of high and
low prices for individual stocks for the month.

Commodities Prices: CRB (BLS Formula) Spot Market Index,
Raw Industrials, Commodity Research Bureau, Inc., 1967=100,
monthly, not seasonally adjusted.

Exchange Rate: Monthly averageof Daily US/UK exchangerate,
cents per pound, not seasonally adjusted.

Bond Yields: TheMoody AAA CorporateBond Yield Average.

B. Background Economic Variables

Industrial Production: Industrial Production Total Index,
1967=100 seasonally adjusted, Board of Governors of the Federal
Reserve System.

Short Interest Rate: 6-month prime commercial paper rate (4-6
month before November 1979) bank discount rate, Board of Gover-
nors of the Federal Reserve System.

PriceLevd: Producer Pricelndex, al commodities, not season-
dly adjusted, 1967=100, U.S. Department of Labor, Bureau of Labor
Statistics.

Housing Starts: New privately owned housing units started,
thousands of units, U.S. Department of Commerce, Bureau of the
Census. Data for years 1946-58 represent nonfarm housing starts,
1959 includes farm and nonfarm housing starts.
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Commentary on
'‘Causes of Changing Financial
Market Volatility'

Frederic S. Mishkin

| found Bob Shiller's paper to be very stimulating, and athough
| do not share some of hisviewson what drives stock market behavior,
I am in agreement with his main conclusions. Although the title of
Shiller's paper isthe** Causes of Changing Financial Market Volatil-
ity," itsfocusis actually somewhat narrower in that it spends most
of itstime discussing volatility in the stock market and whether cur-
rent proposals to reduce this volatility make sense. | start my discus-
sion by focusing on the narrower topic of stock market volatility and
what Shiller has to say about it, but | will have some things to say
about a more general issue that this conferenceislikely to address:
what should be the role for monetary policymakers in dealing with
financial market volatility both in the stock market and in other finan-
ciad markets?

Stock market volatility and current proposals to reduce it

The public, and asa consequence politicians, often view traumatic
events as unique and so are prone to blame these events on unique
institutional changesthat are correl ated with the traumatic event. Thus
it should be no surprise that many politicians and ** experts'* blame
the Black Monday Crash of October 19, 1987 on the recent develop-
ment of futures markets in stock index futures, index arbitrage and
portfolio insurance. Shiller provides an important service by point-
ing out that the recent volatility in the stock market is by no means



24 Frederic S. Mishkin

unique. As Shiller's Chart 1 shows, volatility in the stock market
during 1987 is not at all unusual by historical standards. Indeed, it
is not even clear that wearefacing an uptrend in stock market volatil-
ity. Onceit is recognized that recent stock market volatility is not
unique, it becomes harder to blame this volatility on recent financial
market innovations.

Shiller's Charts 2 and 3, as well as a recent paper by Schwert
(1987), makeit clear that explaining stock market volatility isno easy
task. The linkage between volatility in the stock market with that
in other financial markets or with other economic variablesis weak.
Without a clear-cut understanding of the sources of stock market
volatility, designing appropriate policies to shrink volatility is an
extremely difficult task.

One view of financia market volatility with a large number of
adherents isa particular variant of the efficient markets hypothesis,
which, as stated by Shiller, ** assertsthat pricesefficiently incorporate
all public informationabout fundamentals."* In thisview of theworld,
large changes in stock prices reflect large shiftsin investors' rational
expectations about future values of the fundamental economic
variables that affect the valuation of common stocks. With this par-
ticular efficient markets perspective, reforming markets so that they
exhibit reduced volatility is a bad idea, because it only keeps the
markets from reflecting the true volatility of underlying values.

As those who are familiar with Bob Shiller's work know, Bobis
quite hostile to the efficient markets hypothesis and has been quoted
in the pressas saying that it isone of the worst ideas that economists
have ever developed. My own view is that this position is far too
extreme. First it should be pointed out that other characterizations
of the efficient markets hypothesisare more limited than the one that
Shiller describes. The characterization of efficient markets that |
subscribeto isthe following: an efficient market isonein which unex-
ploited profit opportunities are eliminated so that expectations are
optimal forecasts (the best guess of the future) using al available
information.! Thisidea has been an extremely useful onein economics
and helps explain many patterns that we see in the data.

1 Thisisthecharacterization of efficient marketsthat | describein my textbook, The Economics
of Money, Banking and Financial Markers, Mishkin (1986).
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One possiblelesson from the crash isthat factors other than market
fundamentalsmight have an important impact on stock prices. Shiller
cites his survey evidence to support the position that no news event
about fundamentals precipitated the crash. Although | am inclined
to agree with this conclusion because the timing of the crash does
not seem to be well aligned with a major news event about fundamen-
tals, | must say that | am more cautious about Shiller’s survey evidence
than he seems to be. For example, he found that about 90 percent
of investorswho bought or sold on the day of the crash reported after
the crash that they thought the market was overpriced right before
the crash. Does this mean, as Shiller seems to think, that investors
actually thought the market was overpriced before the crash? | am
skeptical. Everyone aways likes to think of himself or herself as
smarter than the rest, and in hindsight, we usually think that we were
smarter than we actually were. In spite of my skepticism about the
survey results, the stock market crash has shifted my priors away
from thinking that the market is aways driven by market funda-
mentals.

Shiller cites additional evidence against the efficient markets
hypothesis, but we must be somewhat careful in interpreting the
evidence. There does seem to be a strong case that the stock market
is more volatile than it should be with an efficient markets model
in which thereisan additional assumptionthat therate at which future
payment streams are discounted is constant. However, models have
been developed (Cecchetti, Lam and Mark in 1988, for example),
which suggest that an economy with risk averse agents may display
high volatility and forecastability of long-period returns consistent
with what we find in the data because of time variation in the rate
at which payment streams are discounted. One important piece of
evidencethat Shiller does not mention which suggeststhat something
other than market fundamental sdrives stock pricesisfoundin French
and Roll (1986). They find that closings of the New York Stock
Exchange on Wednesdays in the second half of 1968 because of the
paperwork backlog reduced stock price volatility. Since these clos-
ings of the exchange can be reasonably classified as unrelated to the
amount of new information arising in the economy, the fact that
volatility dropped when these markets were closed suggests that
trading and price changes by themselves and not just market fun-
damentals play a role in stock market volatility.
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What conclusion about market efficiency should we draw from the
literature described above and the occurrence of the stock market
crash itself? First, as even Shiller seems to accept in his paper, the
occurrence of large movements in stock prices, even if not driven
entirely by fundamentals, does not indicate that there are unexploited
profit opportunities in the stock market. Thus a stock market crash
of the type we saw in 1987 does not provide evidence against the
primary principle of the efficient markets hypothesis. that market
expectations will be optimal forecasts using al available informa-
tion. The Black Monday crash is not the death knell of efficient
markets theory. On the other hand, the stock market crash and other
evidence make economists such as myself less enamored with the
view that market prices reflect only market fundamentals. Thus, |
am in agreement with Shiller that in evaluating proposals for reform
of financia markets, it isworth examining alternative viewsof finan-
cia market behavior in which market fundamentalsare not the whole
story.

What | found striking about Shiller's analysis of current proposals
todeal with high stock price volatility isthat, despite hisand-efficient
market views, he comes to very similar conclusions to those held
by proponents of the efficient markets hypothesis in which prices
reflect only fundamentals. Indeed, Shiller's analysis and conclusions
on the value of these proposals are remarkably consistent with those
found in Frank Edwards’ paper which will be presented later in the
conference. Shiller pointsout that many of the current proposals are
aslikely to raise stock price volatility as to reduce it. Reducing the
ability of certain investors to engage in market transactions by rais-
ing margin requirements, through trading halts, or by eliminating
certain market activities such asindex arbitrageor even futurestrading
in stock indexes, may mean that prices will undergo larger rather
than smaller swings. The investors frozen out may be exactly the
ones that would limit destabilizing speculation. For example, it
appears that during the crash the biggest sellers were institutionswho
arelessaffected by margin requirements. Furthermore, making fi nan-
cia futures markets|ess available by increased margin requirements,
taxes, or outright elimination will limit the ability of investorsto hedge
individual investments. This, too, could increase price volatility.
Indeed, foreign markets that had little futures trading seemed to suf-
fer aslarge stock pricedeclinesasin the U.S., and ironically, astudy
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of the crash by the London Stock Exchange concluded that it would
have been better off if there had been increased index arbitrage.
Finally, Shiller points out that most of the current proposals may
make markets less efficient, that is, less able to respond to genuine
information. Thiswould produce adefiniteloss of economic welfare.
| strongly agree with Shiller's conclusions mentioned above. To
put a more general perspective on evauating the current proposals
to reform financial markets, | think it is best to think of two types
of reformsto reduce market volatility: ones that are designed to make
financia markets more efficient—i.e., be more liquid, respond more
quickly to new information, and reveal more information about
trading—and ones that are designed to make markets less efficient.
Most of the current proposalsare onesthat fall into the later category.
As Shiller, and Edwards later point out, making a market less effi-
cient may increase volatility rather than reduceit. In addition, mak-
ing amarket lessefficient by slowing down its ability to changeprices,
by keeping out certain investors, or by closing it altogether, means
that information will not be as effectively transmitted to the economy.
Thus, even if making a market less efficient does reduce price volatil -
ity, thisstill may be a very bad idea because useful information will
be unableto surface in the marketplace. The overall conclusion from
eva uating proposal s with this framework is unlikely to support making
financial markets less efficient and proposals for reform that have
received the most attention recently may thus be way off base.

Isthere a role for the Federal Reservein dealing with
financial market volatility?

Since it seems that many of the recent proposals are likely to do
more harm than good, we might think that there is no constructive
rolefor policymakers to deal with financial market volatility. | will
argue that this is not the case. The Federal Reserve does have an
important role to play to help deal with market volatility, but what
should it be?

Political pressure to reduce financia market volatility is often an
important factor that impinges on monetary policymakers. Often in
the past, membersof Congresshave complained about volatileinterest
rates, especially when they are rising, and have put pressure on the
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Federal Reserveto reduceinterest rate fluctuations. Not surprisingly,
Federal Reserve monetary policy is directed at smoothing interest
rates, in part to keep Congress off its back. Concerns about volatil-
ity in stock market prices in the past have also stimulated Federal
Reserve action. Worries about ** excessive' speculation in 1929 led
the Fed to tighten monetary policy, and the ensuing stock market
crash is often attributed to the Fed tightening. |s Federal Reserve
manipulation of financial markets to reduce volatility a good idea?

The answer islikely to be no. Government manipulation of asset
prices can only improveeconomic well-being if the government knows
better than the marketplace what asset prices should be. Thisis
unlikely. Historical experience with government price setting is
typically an unhappy one. Governments do not set prices at correct
levels, especially because narrow political interests often dominate
government decisionmaking. As aresult, most economistsare strong
supporters of free markets with a minimum of government price
manipulation. Thereis even a growing belief throughout the world
that a major strength of the U.S. economy over those in the third
world or the eastern block is our free markets.

To give amore concrete example of the undesirability of govern-
ment manipulation of asset pricesto reduce market volatility, let us
examine the following question: Would the U.S. economy have been
better off if the stock market crash of 1987 had been prevented? |
would argue that the answer is no. What seems to be perverse about
the behavior of the stock market in 1987 is not that stock prices
declined over 30 percent from their peak in August, but that they
rose so much in the first place. Most market analysts seem to agree
that the stock market level after the crash wasmorein line with fun-
damental valuesthan beforethecrash. (Thisis consistent with Shiller’s
survey results.) If the stock market crash wasjust a big mistake, the
market should have risen back to its former level. That it did not
do soisanindication that in order for the economy to have had cor-
rect information about the val uation of equities, the stock market need-
ed to seek a lower level. If policy manipulation had prevented the
crash, then the economy would have been denied valuable
information.

| hope that | have now convinced you that government interven-
tion in financial marketsto manipulate pricesisa mistake and should
not be an enterprise undertaken by the Fed or any other government
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policymaking body. However, the Fed does have an important role
to play when financial market prices are volatile: its traditional role
of lender of last resort. Financial market volatility does present the
economy with the danger that it can lead to financial panic. Because
financial panicsinvolve theexternality of onefirm's failureincreas-
ing the probability of another firm's failure, thereisaclear-cut role
for government intervention to improve economic welfare. Indeed,
an important mandate for the Fed since its founding has been the
prevention of banking panics, and in recent years, the Fed has
expanded this mandate to the prevention of panicsin other financial
markets.

Two examples illustrate how the Fed has responded to a shock in
financial markets in a constructive way: the actions taken after the
Penn Central bankruptcy and the responseto the Black Monday crash.

Prior to 1970, commercial paper was considered one of the safest
money markets becauseonly corporationswith very high credit ratings
issued debt in this market. 1n 1970, Penn Central was a major issuer
of commercial paper (over $200 million), and when it went bankrupt
in June of 1970, the investing public began to fear that other issuers
of commercia paper might also be vulnerable. Not surprisingly, many
corporations now found that they would be unable to roll over their
commercia paper and they were faced with the possibility of default
on their debt coming due. The Penn Central bankruptcy, then, had
the potential for sending other companies into bankruptcy which, in
turn, might have triggered further bankruptcies—leading to a full-
scale financia panic. When the Fed was informed of the precarious
state of affairs, it indicated that it would make discount loans to
member banks that would make loans to the corporations who could
no longer sell their commercial paper. As a result, these corpora-
tions did not default and a potential financial panic was avoided.

The Black Monday crash provided the Fed with another dangerous
situation. Although October 19, 1987 will go down in the history
books as the largest one-day declinein stock pricesto date, reports
in thefinancia press indicated that it was on Tuesday, October 20,
that the markets faced the greatest danger.2 The stress of keeping

2 See" Terrible Tuesday: How the Stock Market Almost Disintegrated a Day After theCrash,”
Wall Street Journal, Friday, November 20, 1987.
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markets functioning'during the sharp declinein stock prices on Mon-
day, October 19, meant that many brokerage houses and specialists
were severely in need of additional fundsto finance their activities.
However, understandably, New Y ork banks, as well as foreign and
regiona U.S. banks, growing very nervousabout the financial health
of securities firms, began to cut bank credit to the securities industry
at atime when it was most needed. The potential of a spreading col-
lapse of securities firms was present. To prevent this from occur-
ring, Alan Greenspan announced before the market opened Tues-
day, October 20, the Federal Reserve System's **readiness to serve
asasourceof liquidity to support the economic and financial system.**
In addition to this extraordinary announcement, the Fed reversed its
previousdly tight monetary policy and began injecting reserves into
the banking system. It also contacted key New York banks and
encouraged them to make loans to the securities industry. The basic
strategy wasthen to provideliquidity to the banking system who would
then provide liquidity to the securities industry. The aftermath of the
Fed's strategy was that financia markets kept functioning on Tues-
day and a market rally ensued that day with the Dow Jones Industrial
Average climbing over 100 points.?

It isalways hard to determine whether the Fed should be credited
with preventing panics when afinancia panic does not occur. After
al, asuccessful Fed intervention isone that |eaves the markets func-
tioning in a normal fashion. Only when the Fed does not perform
itsrole of lender of last resort in afinancial crisisis it obvious that
the Fed's lender of last resort role is important. Unfortunately, we
learned this the hard way when the Fed did not perform its role of
lender of last resort during the banking panicsof 1930to 1933. The
Fed's failure to perform this role during that period is now clearly
viewed as a major reason for the disastrous economic performance
during those years.

The Fed's performance of its role of lender of last resort to pre-
vent financial panics has two major advantages over aternative
policieswhich restructuremarkets to make them lessefficient or which

3 An important aside hereis that the Fed's injection of reservesinto the banking system was
only temporary; after thecrisis wasover, the Fed withdrew reser vesfrom the banking system
so that on net its actions were not inflationary.
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engagein asset price manipulation. First, sincethe lender of last resort
function does not interfere with price setting in the market, but is
rather intended to make sure that thereisenough liquidity for market
makers, it allows the market to reflect and transmit information in
an efficient manner. Indeed, a case could be madethat the Fed's lender
of last resort role makesthe markets more efficient because investors
know that market makers will always have sufficientliquidity to keep
the market functioning well.

The second advantage of the Fed lender of last resort function is
that it will only rarely be invoked. The two examples | have dis-
cussed above are the only two in the postwar era that | am aware
of in which the Fed has performed this role to prevent panics out-
side of the banking system. Even if thelender of last resort role has
some undesirableefficiency consequences, it impingeson the markets
only rarely. Other policies which affect the functioning of thefinan-
cial systemin normal times have the potential for much greater effi-
ciency lossesbecausethey are continually affecting the markets. Even
if these other policies help the markets during periods of extreme
volatility, they will decrease efficiency during normal times. The
Fed's lender of last resort role does not suffer from this problem.

Concluding comment

Sincethe Fed has performed itsrole of lender of last resort so admir-
ably in the recent stock market crash episode and it didn't need an
academic economist to tell it what to do, why is it important to
emphasize that this is an important role for policymakers? My
response to thisisthat it isjust asimportant to highlight an incident
where things aredone right asit isto point out when things are done
wrong. By sodoing it ismorelikely that the right things will bedone
inthefuture. Indeed, it isimportant that the Federal Reserve aways
be vigilant and be ready to perform at a moment's notice its lender
of last resort roleto prevent afinancia panic. It isalso worth point-
ing out to politicians that having the Fed standing ready to perform
this role also makesit less necessary to interfere in financial markets
to reduce their volatility.

To finish my discussion, let me even take afairly radical position
to stimulateour thinking: The stock market crash was actually agood
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thing for aggregateeconomic activity and preventing the crash would
have been harmful. Becausefinancial markets continued to function
well after thecrash, most likely becauseof Federal Reserve actions,
there were no serious adverse consequences to the crash. (The oppo-
site was the case during the Great Depression because of the Fed's
failuresduring that period.) Indeed, the economy has been doing quite
nicely since October 19, 1987, and if anything, may be too expan-
sionary. Without the decline in stock market valuesas a consequence
of the crash, consumer spending would be even stronger than it is
currently. Not only would this put more inflationary pressureon the
economy, but it would also leaveless room for the export sector to
expand its sales. Without some dowdown in consumer spending as
aresult of the crash, our exportscannot climb sufficiently for usto
make rapid progress on reducing our trade deficit. Maybe instead
of coming up with proposals to prevent a stock market crash like
the one we had in 1987, we should be happy that a large decline
in stock prices actually occurred.
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Financial Factorsin Business Fluctuations

Mark Gertler and R. Glenn Hubbard

I ntroduction

What role do financial market imperfections play in businessfluc-
tuations? Thisisavery old question, of course, one which surfaced
asearly asthe Great Depression, motivated then by the collapse of
the financial system that occurred just prior to the trough. Thereis
new interest, however. Events such as the stock market crash, the
debaclein Texas banking, the farm debt crisis, and the Third World
debt problem havefiltered into lunch table conversations, prompting
new debates about the link between the financial system and the
macroeconomy. At a more formal level, recent research in macro-
economics— both theoretical and empirical —has resurrected the idea
that capital market imperfections may be significant factorsin business
volatility by making new progress in characterizing the mechanisms.

This paper outlines the casefor afinancial aspect to business fluc-
tuations, in light of the contributions of this new literature. It also
reviews some of the main evidence supporting this idea, evidence
based on both historical and contemporary data. Finally, it presents
some new empirical results consistent with the notion that particular
capital market imperfections may contribute to the volatility of
business output and business fixed investment, in particular.

To keep matters manageable, the analysis concentrates mainly on
theimplicationsof financia market frictionsfor investmentvolatility,
though some of the basic arguments are relevant to explaining fluc-
tuationsin employment demand, inventory investment, and consump-
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tion! (particularly, expenditures on durable goods) as we discuss
below. Alsofor tractability, the paper focuses on financia as opposed
to monetary factors in business fluctuations. The following crude
distinction is made: factors involving imperfections in markets for
borrowing and lending are considered **financial,”* while those
involving variations in the quantity of the medium of exchange are
considered ** monetary.”’

The next section expands on the motivation, and providesa general
overview of the arguments we plan to make. We review informally
existing evidence that supports these arguments. We then present a
theoretical model that explicitly motivates how financial factors may
affect investment, one which isa simplified and representative ver-
sion of the models currently popular in macroeconomics. Following
that presentation, we report some existing tests of the model's basic
predictions, and also present two new sets of results. The first
demonstrates that the inverse relation between sales variability and
sizedocumented in many studies may bedueto financia rather than
technological factors, in contrast to the conventional view.2 The
second lends support to a theoretical prediction of the model, that
theeffectsof capital market frictionson investment should be asym-
metric, having moreimpact in recessionsthan booms. Thefina sec-
tion presents conclusions and addresses some policy questions. As
the reader might expect, we discuss why thefact that the stock market
crash has not had a major impact on the economy is not inconsistent
with our overall message.

The interdependence of financial and real decisions
Overview
It isfirst useful to place this discussion in the context of contem-

porary research in macroeconomics. Over the last decade, much of
the effort in this field has involved developing models of business

1 Theimportanced ** liquidity-constrained"'consumers for aggregate movements in consump-
tion is examined by Scheinkman and Weiss (1986) and Hubbard and Judd (1986).

2 Seg, e.g., Mills and Schumann (1985).
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fluctuations in which the structural relationshipsare explicit outcomes
of rational economic behavior. The centerpiece isthe **real business
cycle' paradigm, developed by Kydland and Prescott (1982). Roughly
speaking, this framework explains fluctuations using the stochastic
competitive equilibrium growth model, altered to include variable
labor supply. Tractability is a key aspect. To date, the (suitably
modified) stochasticgrowth model istheonly macroeconomicframe-
work which evolves purely from first principles and which, at the
same time, is capable of confronting actual business cycle data.?

There are two features of real business cycle theory highly rele-
vant to the discussion here. First, financia factors are completely
absent. Because all markets function perfectly in the competitive
equilibrium growth model, the Modigliani-Miller theorem applies;
financial structure is both irrelevant and indeterminate. This limits
the ability of this paradigm to explain severe economic contractions
such as the Depression, where breakdownsin financial trade appear
to play animportant role.* In addition, theframework issilent about
the regular cyclical movementsof financial variables such as balance
sheet positions, liquidity ratios, and bank credit, documented by a
number of economists.> Thisissueisimportant to the extent that these
financia variables may not merely be responding passively to the
oscillations in real output.

The second key aspect is that the basic real business cycle model
relies on large and persistent exogenous productivity disturbances
in order to explain the observed magnitudes of business cycles. The
problem here is that it is difficult to identify these disturbances in
practice. They are not directly observable, making it difficult to cor-
roborate the basic story.$

This latter feature has motivated a new stage of research aimed
at enriching the endogenous component of the propagation mechan-
ism. The common objective is to rationalize and test theories that

3 See Prescott (1986).

4 See Bernanke (1983).

5 See, e.g., Wojnilower (1980), Eckstein and Sinai (1986), and Friedman (1982) (1983).
6 See Summers (1986).
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can explain how relatively small exogenousshockscan producelarge
fluctuationsin output. Several different avenuesare.currently being
pursued: oneisto make productivity changesendogenous;’ a second
istointroduceincreasing returnsto scale and imperfect competition
to motivate demand externalities;® and a third, which we consider
here, isto exploretheimplicationsof certain capitd market imperfec-
tions. These approaches can be viewed as complementary; they cer-
tainly need not be mutualy exclusive.®

The notion of a financial aspect to the growth and fluctuation in
output was common in earlier work.'® A main contribution of the
new researchisto placetheideasin thetraditiond literatureon firmer
theoretical ground, to attempt to match the standard set in red business
cycletheory. To thisextent, it borrows heavily from the economics
of information and incentivesto explicitly motivate frictionsin capita
marketsand, correspondingly,a meaningful rolefor financia struc-
ture in real economic activity."*

The new work stressestwo basic avenuesin which financial fac-
tors may contribute to investment volatility. Each presumes a set-
ting whereinformationa asymmetriesbetween borrowersand lenders
introduce incentive problems in financia relationships.

The first involves the firm's internal net worth, which becomes
acritical determinant of thetermsunder which it can borrow in this
typeof environment. To theextent that movementsin thefirm's col-
lateralizable net worth are procyclical, an ** accelerator'* mechanism
emerges. During boomsit becomeseasier to borrow; the risein bor-
rower net worth reduces the premium attached to (uncollateralized)
external finance. Conversaly, the premium rises in recessions, making
it more difficult to borrow. The countercyclical movement in the
wedge between the cost of external and internal funds makesinvest-

7 See, e.g., Christiano and Eichenbaum (1988).
8 See, e.g., Hall (1986).
9 Hall (1988) suggests one way in which the latter two approaches may be synthesized.

10 3¢ e.g., Fisher (1933), Gurley and Shaw (1955) and (1960), Roosa (1951), Kindleber ger
(1978), and Minsky (1964) and (1975).

11 See Gertler (1988) for a survey of the new literature and a discussion of the traditional
work as well.
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ment more volatile than it would otherwise be. Note the fact that
this wedge does not exist in a setting of perfect markets.

A related implication is that redistributions of weath between
creditors and debtors also contribute to investment variability. This
occursdue to the impact of the redistribution on borrower net worth.
Oneexampleistheerosionof borrowers collateral during the Depres-
sion. A large unanticipated price deflation induced this erosion.
Declining prices increased the real debt burdens of borrowers by
nearly 40 percent in the period from 1929 to 1933. Indeed, Irving
Fisher (1933) cited the ““debt deflation®* as the main reason for the
severeinvestment collapse. ' Two more recent examplesinvolve the
declinein agricultural and oil prices. In each case, many argue, there
wasa financial factor present which magnified theimpact of the price
declineon investment activity. In particular, thedrop in pricesreduced
the ability of firmsin each sector to borrow by lowering their col-
lateralizable net worth.

The second main avenue stressed involves the supply of inter-
mediary credit, particularly business loans supplied by commercial
banks. Underlying this channel is the idea that certain classes of
borrowers—those for whom the added costs of finance induced by
incentive problems are large relative to their funding needs—may
find it prohibitively expensiveto obtain financing by directly issu-
ing securitieson the open market. Financia intermediaries help over-
come this friction by exploiting scale economies in the evaluation
and monitoring of borrowers. By doing so, they facilitate the flow
of fundsbetween savers and certain kindsof investors. In thisregard,
the termsunder which intermediary credit isavailable are key deter-
minantsof investment by firmsthat do not have easy access to direct
credit.

The corollary argument is that factors which ater the flow of inter-
mediary credit may have important consequences for investment
behavior. Examples include the flight of depositor funds out of the
banking system during the Great Depression and the sharp rise in
interest rates that induced ** disintermediation®* in the mid-1960s. In
addition, some economists have resurrected the view that monetary
policy mattersprimarily by influencing the supply of commercial bank

12 see also Tobin (1975).
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credit rather than the quantity of the medium of exchange.'* Theidea
isthat substitutesfor money are more reedily available than substitutes
for commercia bank credit (again, for certain classes of firms).

Theoretical models which motivate these types of red-financia
mechanismsfrom first principles are now in abundance. The main
challenge remaining is to quantify their importance. Thistask is at
an early stage. A basic problemisthat many different theoriesmake
similar predictions about thetime-series behavior of investment. This
has prompted a strategy of testing the cross-sectional implications
of competing hypotheses. In contrast to the basic neoclassical model
of investment (which the red businesscycle modd embeds), these
new theoriesstressing financial effects predict that investment should
vary acrossfirmsaccording to their net worth positions, holding con-
stant everything else. This prediction offersaway to test thetheories,
to the extent that it is possibleto find proxies for firms' internal net
worth. Aswediscuss bel ow, severa papers have pursued thisstrategy;
and subject to the caveat just mentioned, they have found evidence
supporting a role for financial factors.

A related cross-sectional predictionisthat financing patterns should
vary across firms according to the differences in the (incentive-
induced) costs they facein obtaining external finance. In particular,
firms subject to capital market frictions should be morelikely to rely
on retained earningsand bank debt than on direct credit. Thesefinan-
cing patternsdo indeed emergein the data, as we elaborate below,
giventhat afirm's size is a reasonable rough proxy of its ability to
borrow. Keep in mind that the basic real businesscycle framework
suggests no determinate pattern.

Overall, the theme that emergesfrom this initial empirical work
isthet financid factorsareimportant to the behavior of small, growing
firms, at least relativeto large, maturefirms. (However, we believe
it would be a mistake to conclude that large firms never confront
capital market frictions—Chrysler and Texaco provide good counter-
examples. '4) Thisraisesthe question: How significantare smal firms

13 See, e.g., Blinder and Stiglitz (1983).

14 cytler and Summers(1987) discussmeasur esof thecostsof financial distressin the recent
Texaco-Pennzoil case.
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in business fluctuations? We are currently trying to obtain a precise
answer to this question; it requires an ambitious effort. However,
we present some numbers|ater indicating that small firms play anon-
trivia rolein the economy. This preliminary evidence supports pur-
suing the issue further.

Financial factors: historical evidence

The historical evidence linking financial factors to business fluc-
tuationsiscompelling. The Great Depression providesthe most promi-
nent example. Bernanke (1983) details the breakdown in credit flows
that likely amplified the downturn over the period from 1930to 1933.
There were two main causes. first, thecollapseof the banking system;
and second, the precipitous decline in borrower net worth. Regard-
ing the former, nearly half of the banks existing in 1930 ceased
operating by 1933, and many of the surviving ones suffered large
losses. This had the effect of reducing credit flowsto borrowers who
did not have easy access to non-intermediated funds.!> Regarding
the latter, the ratio of debt service to national income more than
doubled. The combined effect of declining output and deflation sharply
deteriorated borrower balance sheets, shrinking their collateral, thus
constraining their ability to obtain further credit.

Calomirisand Hubbard (1987) obtain related evidencefor the period
from 1879 to 1914, prior to the founding of the Federal Reserve
System. They show that the basic debt-deflation story may apply to
this era as well. Their results indicate that deflationary shocks
preceded declinesin bank loan supply and output. Moreover, defla-
tionary episodes were associated with increasing spreads between
the interest rates on **low quality** and "*high quality** commercial
paper of similar maturities.

During both these periods, there were also obvious differencesin
behavior acrossfirms. Smaller firms tended to be more sensitive to
the effects of financial market disturbances. Calomirisand Hubbard
cite contemporary academic studies and newspaper accounts empha-

15 Thisisdistinct from the purely monetary transmission mechanism (i.e., the decline in the
money supply) stressed by Friedman and Schwartz (1963).
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sizing theclosing of many small, solvent businessesduring the panics
of 1884 and 1893. Credit was largely unavailable to small businesses
during those periods; they were required to settle in cash. Sprague
(1910) noted that during periods of tight bank credit, smaller firms
were differentially affected both because lenders sought only notes
of the highest quality and becauselarger firms hed access to the com-
mercial paper market.

Evidence of heterogeneity in the impact of credit stringency on
firms in the early 1930s is widespread. See, for example, Hart's
(1938) discussion of the problems faced by farmers and state and
loca governments, Klebaner's (1974) andlysisof thedifficultiesfaced
by unincorporated businesses and small corporationsin 1931 and
1932; Kimmel's (1939) account of the strong positive relationship
between firm size and the availability of bank credit (holding con-
stant the line of business); and the results of the Hardy-Viner study
of credit availability in the Seventh Federal Reserve Districtin Stod-
dard (1940), noting the problems of small businesses (previously
deemed by loca lendersto have been of high quality) in obtaining
bank credit.

It isinteresting to observethat small firms bore a disproportionately
largeshareof the declinein profitsduring the Great Depression. Mer-
win (1943) notes that, as a class, large firms (with assets of more
than $50 million) reported positive profitseven during 1931, 1932
and 1933. Similar evidenceisdiscussed by Chandler (1971). Fabri-
cant (1935) reports the high rate of losses relative to capitalization
for smdl firms, apattern mitigated or reversed for largefirms. This
differential impact on small versuslarge firmsis further suggestive
that financial influences may have been significant.

Financial factorsand the modern economy -

Documenting the significanceof financia factorsfor contemporary
business fluctuations is less straightforward, due to the absence of
eventsas pronounced asthe Depression. Nonetheless, thereis a pat-
tern of evidence which, at a minimum, is sufficient to justify further
pursuit of thistopic. The pattern is roughly as follows: First, small
firms salesand investment (per dollar of assets) are more volatile
than largefirms. Second, thereisevidencethat capita market imper-



Financial Factors in Business Fluctuations 41

fections may be an important determinant of this added volatility. !¢
Third, small firmsare a nontrivial component of GNP, using various
measures of **smallness.”” Beyond this, there are several recent
episodes in which it is clearly possible to identify important finan-
cia influences on investment.

As a stylized fact, sales, employment, and investment are more
volatilein small firmsthan largefirms. These patternsare well known.
Hymer and Pashigian (1962) and Evans(1987) find that the variability
of firm growth decreases with firm size, and Evans (1987) finds that
the probability of firm failure decreases with age. Greater variability
of earnings and sales in smaller firmsistrue historically as well.!?
The negative correlation between firm age and life expectancy in the
decade after World War II has been documented by Churchill (1955).

There exist nonfinancial theoriescapableof explaining qualitatively
why firm volatility declines with size.'® However, thereis also con-
siderable reason to believe financial factors are at work aswell. To
begin with, firms differ systematically in how they finance invest-
ment. These differences are related to firm size in a way that sug-
geststhey reflect varying abilitiesto obtain credit. ** Small firms tend
to rely more heavily on internally generated fundsthan do large firms,
and the use of non-bank debt isimportant only for large firms. Com-
mercia banksare an important sourceof credit for small and medium-
sized firms which lack access to impersonal, centralized securities
markets.

Using data from the Quarterly Financial Report & Manufactur-
ing, Mining, and Trade Corporations, we summarize financing prac-
tices of manufacturing firms by size in Table 1.2° Two features of
Table 1 are of particular interest. First, internal finance provides the

16 Brock and Evans (1988) put forth a related argument. They note that small corporations
account for most of the obser ved mean-reversion behavior (i.e., non-random-walkbehavior)
in stock prices, and they cite finance constraintsas a possible explanation.

17 See, e.g., Merwin (1943).
18 See Jovanovic (1982) and Mills and Schumann (1985).

19 Costs of flotation alonearenot likely to be sufficient to account for these differences; see
the review of studies in Fazzari, Hubbard, and Petersen (1988a).

20 These data exclude new equity issues, which are small in the aggregate.



Table 1
Sources of Funds by Size Class, U.S. Manufacturing Firms, 1970-1984

Sources of Funds (percent of total)

Per centage
Other of Long-Term Average
Firm Class Short-Term Long-Term Long-Term Retained Debt From Retention
Bank Debt Bank Debt Debt Earnings Banks Ratio
All Firms 0.6 8.4 199 711 29.6 0.60
By size class
Under $10 million 5.1 12.8 6.2 75.9 67.3 0.79
$10 - $50 million 5.9 17.4 6.9 69.8 716 0.76
$50 - $100 million 3.1 129 5.3 78.7 71.0 0.68
$100 - $250 million -0.2 13.3 12.0 74.9 52.4 0.63
$250 - $1 billion -2.3 10.6 154 76.3 40.8 0.56
Over $1 hillion -0.6 4.8 27.9 67.9 14.7 0.52

Notes: Entries are authors caculations based on data taken from U.S. Department of Commerce, Bureau of the Census, Quarterly Financial Report of
Manufacturing, Mining, and Trade Corporations, various issues. The data underlying the calculations are expressed in 1982 dollars. **Sizeclass' refers
to the value of net plant. Funds raised from new equity issues are excluded from the calculations.
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largest fraction of net funds raised for firmsin al size categories.
In addition, the proportion of income retained by firms varies across
size classes; there is a negative correlation between firm size and
theretentionratio. That retention ratiosand the fraction of net worth
accounted for by accumulated retained earningsare negatively cor-
related with firm size is true historically as well.?! This feature is
noted in contemporary dataon individual firms by Fazzari, Hubbard,
and Petersen (1988a), hereafter known as FHP. Second, there are
important differencesin thecomposition of debt financeacrossfirms.
The percentage of long-term debt coming from banks—Ilending
institutions speciaizing in monitoring borrowersthrough customer
relationships—declines with firm size. The financing patterns pre-
sent in the manufacturing sector tend to hold economy-wideas well. 22

A second general type of evidence involves econometric studies
of firm investment behavior using panel data. Indeed, using pand
datafrom individua manufacturing corporations, FHP find that prox-
ies for internal net worth are important in explaining investment
behavior, particularly for smaller firmsin the sample. These results
arise after controlling for measures of investment opportunities, as
we discuss in detall later.

FHP’s resultsindicate that firms with assets of under $25 million
(in 1982 dollars) tend to face capital market frictions (in the sense
that internal funds were important for investment, controlling for
investment opportunities). How important are these kinds of firms
in the aggregate? Let userr on the sideof understating their impor-
tance by picking a more conservative benchmark of $10 millionin
assets. In the nonfinancial business sector as a whole, firmsin this
category (under $10 million in assets) accounted for 45 percent of
total assets and 46 percent of net worth in 1986.23

More detailed breakdowns of shares of total assets and receipts
accountedfor by firmsof various sizes (as measured by total assets)
are available for the corporate sector and are presented in Tables
2 and 3. Firms with less than $10 million in assets accounted for

21 See Buttersand Lintner (1945) and the references therein.
22 See The State of Small Business: A Report of the President, 1988.
23 pid., p. 160.
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Table 2
Firm Size, Assets, and Receipts. All Corporations

Accounting for Percentage o Total

Asst Sze Class ($000s) Number of Firms  Assats  Receipts

No assts 3.8% 0% 1.1%
Less than 100 51.8 0.5 3.2
100-250 18.5 0.9 3.3
250-500 10.4 1.1 3.6
500-1,000 6.9 1.4 4.4
1,000-5,000 6.4 3.9 11.7
5,000-10,000 0.9 1.7 4.2
10,000-25,000 0.6 2.9 4.9
25,000-50,000 0.3 3.6 3.4
50,000- 100,000 0.2 4.0 3.4
100,000-250,000 0.1 5.8 5.3
More than 250,000 0.1 74.2 515
100.0 100.0 100.0

Note: All figures are for 1984, and are taken from Source Book: Stanstics of 1ncome, Active
Corporation Income Tax Returns, 1984 (published in 1987).

31.5 percent of receipts in the corporate sector as a whole. The
industry sector breakdownsfor firms with less than $10 million are
asfollows: 72.4 percent in construction, 17.4 percent in mining, 14.8
percent in manufacturing, 70.5 percent in services, 10.4 percent in
transportationand utilities, 52.3 percent in wholesaleand retail trade,
and 11.5 percent in finance, insurance, and real estate. It isimpor-
tant to recognizethat these figuresfor the corporate sector understate
the economy-wideimportanceof smdl firms, sincethelatter are much
more predominant among unincorporated businesses (proprietorships
and partnerships). Further, the unincorporated sector is nontrivial.
It has accounted for 60 percent of total businessand capital income
in the postwar period. Corporate profits were 87 percent of pro-



Table 3
Firm Size, Assets, and Receipts. Corporationsin Major Industry Groups

Major Industry

Finance,
Asst Size Wholesale & Insurance,
Class ($000s) Construction Mining Manufacturing Services Utilities Retall Trade  and Rea Estate
A R A R A R A R A R A R A R
No Assets 0% 1.2% 0% 1.6% 0% 0.76% 0% 1.1% 0% 0% 0% 0.8% 0% 2.5%
Less than 100 3.0 9.0 0.29 1.5 0.16 0.56 6.9 21.2 0 0 2.1 3.5 0.14 1.5
100-250 5.1 7.9 0.50 1.0 0.35 0.74 7.7 14.0 0.33 1.5 4.5 5.1 0.26 1.4
250-500 7.2 9.5 0.91 1.5 0.56 1.2 6.3 9.1 0.46 1.7 5.8 6.1 0.32 1.0
500- 1,000 9.7 12.1 1.3 2.7 093 1.8 6.6 7.9 0.59 1.7 7.6 8.0 0.4 1.1
1,000-5,000 23.2 24.6 .44 5.9 35 6.5 13.8 13.1 1.6 4.3 2.0 21.8 1.2 2.7
5,000--10,000 8.7 8.1 2.8 32 1.9 33 5.3 4.1 0.65 1.2 7.2 7.0 0.7 1.3
10,000-25,000 9.5 7.4 4.8 4.4 2.9 43 7.0 5.1 1.1 2.0 7.7 7.2 22 2.6
25,000-50,000 5.9 4.3 4.1 4.2 24 3.2 4.8 35 0.91 1.5 5.1 3.9 34 38
50,000- 100,000 4.5 33 33 3.4 2.5 3.1 5.7 3.7 0.86 1.3 4.5 4.0 5.0 4.6
100,000-250,000 4.0 2.4 7.7 59 5.1 5.6 8.0 48 1.8. 2.4 7.8 6.1 6.7 6.0

More Than 250,000 19.2 10.2 68.9 64.7 79.7 69.0 27.9 12.4 91.7 82.5 45.7 26.5 79.7 71.5

100.0 100.0  100.0 100.0  100.0 100.0 100.0 100.0 100.0 100.0 1000 1000 1000 100.0

Note: "*A™ and" R" refer to " assets™ and **receipts,” respectively. All figures are for 1984, and are taken from Source Book: Statistics of Income, Active
Corporation Income 7ax Returns, 1984 (published in 1987).

QoD PIUDULY

suonpnIoN] SIUISNG U

194



Table4
The Rédative Importance of Small Firmsin Major Industries

Share of Firmswith < 500 Employees

Major Industry Share in Gross Product In GPO (1976) In Employment (1986)
Agriculture NA NA 79.1%

Mining 3.0% 322% 34.7
Construction 53 ' 83.5 85.4
Manufacturing 28.7 19.1 35.2
Transportation, 10.8 21.6 33.2

Communications,
and Public Utilities

Wholesale Trade 9.2 83.9 70.4

Retail Trade 12.0 62.4 59.0

Finance, Insurance, 16.7 45.6 44.5
and Real Estate

Services 14.3 82.0 49.1

Note: Shares in GPO by sector and size for 1976 are taken from Joel Popkin, **Measuring Gross Product Originating in Small Business: Methodology
and Annual Estimates, 1955 to 1976,’ Report to the Small Business Administration, September 1980. Shares in employment for 1986 are taken from The
State of Small Business: A Report of the President, 1988, pp. 62-63. ** Small businesses' are defined as firms with fewer than 500 employees.
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prietors' income of sole proprietorships and partnerships in 1950,
and 88 percent in 1986, the most recent year for which complete
data are available.?4

The number of employees is another measure available to assess
the importance of small firms. Indeed, the official definition of a
**small business' isafirm with no more than 500 employees. Using
this criterion, small businesses accounted in 1986 for about 54 per-
cent of total employment. We provideafurther breakdown in Table
4 of the shares of small firms (those with fewer than 500 empl oyees)
in gross product originating (GPO) and employment. Small business
shares are nontrivia in all sectors, ranging from 19 percent of GPO
in manufacturing to about 84 percent in construction and wholesale
trade. Asthe Small Business Administration report mentioned previ-
oudy emphasizes, thesefirmsare likely to face borrowing constraints;
they have small asset bases (typically lessthan $10 million), and are
likely to finance investments with retained earnings or bank credit.
(The emergence of the "junk bond'* market ischanging thissomewhat,
at least for medium-sized firms. In the conclusion, we discuss why
capital market frictions remain relevant to firmsissuing junk bonds.)

Finally, several contemporary events provide some informal
evidence in support of the themes being developed here. Consider
the™* credit crunch™ of 1966. During thisperiod, rising interest rates
caused funds to flow out of depository institutions (which were sub-
ject to deposit interest rate ceilings at the time).25 Chart 1 highlights
differences in the rate of investment and the growth rate of real
sales for various size classes of manufacturing firms during this
period. (The groups are those classified in the Quarterly Financial
Report of Manufacturing, Mining, and Trade Corporations.)Declines
in the rate of investment and in the growth rate of real sales were
disproportionately borne by smaller firms, firms largely dependent
on bank credit for external finance. The analysis of such episodes
with panel data on individua firms is an important task for future
research. We believe, however, that the preliminary evidence here

24 50 Nelson (1988).

25 |n thefirst half of 1966, primarily savingsand loansfelt the " crunch;" mortgage lending
fell dramatically. Commercial banks felt the pinch in the second half of the year when the
Federal Reserve lowered the ceiling rate on bank time deposits and increased reserve
requirements.
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Chart 1

Movementsin I nvestment and Sales—1966 'Credit Crunch'

(Manufacturing. Firms, Groupings by Size)
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is at least suggestive of the importance of firm heterogeneity in
response to financial disturbances.

The recent deflations in the agricultural and oil sectors provide
evidence supporting the idea that internal net worth may be a key
factor in the investment decision. Calomiris, Hubbard, and Stock
(1986) document how the collapse in farm land values (collateral)
made it difficult for small farmers to obtain financing for still-
profitableprojects. Reiss (1988) notesthat for the domestic petroleum
industry, finance constraints on **independents’* contributed to their
sharp decline in exploration and development spending. He finds
important effects of declinesin cash flow on declines in investment
spending, holding constant measures of investment opportunities. In
addition, Reiss describes waysin which debt contracts placed restric-
tions on firms' decisions during deflationary periods, and analyzes
the strong links between the value of firms' oil and gas reservesand
the amount which producers could borrow.

A theoretical modd of financial influenceson investment

This section presents asimple partial equilibrium model of invest-
ment. Wedesign the framework for expository purposes; it isintended
to capture some of the basic aspects of the newly-developed models
of finance and business fluctuations.2¢ Our goals here are threefold:
first, toillustrate how it is possible to rationalize formally an inter-
dependence between rea investment behavior and financia struc-
ture; second, to trace out the macroeconomicimplicationsof thislink;
and third, to suggest some testable hypotheses. The subsequent sec-
tion pursues these tests.

The model we develop characterizes the investment and financial
decisions of an entrepreneur who undertakes risky projects. A cen-
tral featureisthat theentrepreneur has greater knowledgeabout certain
aspects of the investment process than do the lenders from whom
she seeks funding. This precipitates a conflict of interests between

26 Seg, e.g., Bernanke and Gertler (1989), Calomirisand Hubbard (1987), Farmer (1984),
Greenwald and Stiglitz (1986), Townsend (1988), and Williamson (1987).
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the two parties. The conflict (an **agency®* problem) manifestsitself
by driving a wedge between the price of externally and internally
generated funds. For this reason, the cost of investing, and hence
the borrower's investment decision, depends on her financia posi-
tion, particularly her collateraizable net worth.

In the example we choose, lenders cannot fully observe how the
entrepreneur usesinvestment funds. It isnot important that theinfor-
mational friction assumesthisparticularform; awidevariety of plausi-
ble scenarios generate the same qualitative results.2” Nonetheless,
scholars from both the past (Berle and Means in 1932) and the pre-
sent (Easterbrookin 1984, Jensen in 1986) emphasize that the inability
of lenders to monitor perfectly the actionsof borrowersis character-
istic of many financia relationships, and isafundamental source of
"imperfections™ in capital markets.

The problem arising under this information structure is that the
entrepreneur has the incentive to misallocate funds to favor herself
(e.g., to overinvest in perquisites or to select projects which pro-
vide her with some additional personal gratification). Lendersaccount
for this problem by insisting that financial relationships be structured
in a way that aligns the borrower's incentives with their own. The
agency problem introduces real costs to the investment process to
theextent that the provisionsof thefinancial contract inducetheentre-
preneur to invest in a way that differs from what she would choose
under symmetric information. In thisregard, real and financial deci-
sions are interdependent.

The model works as follows. There are two periods, zero and one.
In period zero, a risk neutral entrepreneur uses hard capital K and
(possibly) soft capital C to produceoutput Y which becomesavailable
to sell in period one. The technology is risky, making output ran-
dom. There are two possibleproductivity states, **good™* and **bad,"*
and thisuncertainty is realized after theinvestment decision is made.

27 For example, in Bernanke and Gertler (1987), entrepreneurshave private information about
the expected return on their investment projects, which adds an Akerlof (1970) " lemons
premium” tothe cost of external finance, analogousto Greenwald, Stiglitz, and Weiss (1984)
and Myersand Majluf (1984). In Calomirisand Hubbard (1987), entrepreneurshave private
information about theriskinessof their projects, which leadsto credit rationingof some classes
of borrowers, as in Keeton (1979) and Stiglitz and Weiss (1981).
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Output is the numeraire good, and each kind of capital has its price
normalized at unity. "*Hard capital®® refers to machinery. ** Soft
capital™* may bethought of asany input whichimprovesthe likelihood
that a given level of hard capital input will generate a good output
realization. Examplesinclude organizational expenditures, mainten-
ance expenditures, and inventories.

To keep thingsassimple as possible, suppose the entrepreneur can
improvethe probability of agood output redlization if she usesenough
soft capital to satisfy arequiredlevel that is proportional to the quantity
of hard capital used. In particular, suppose

~ f(K), with probability =8
(la) Y = . b
af(K), with probability =
(Ib) C = K,
and

Qa) Y = af(K),

2b) C < K,

where f(K) is twice continuously differentiable, strictly increasing,
and strictly concave, with f(0) = 0, f'(0) = o, and f'(z) - 0 as
z — o, Further, =& + 40 = I,0<a<1l1, adv > 0. Also,
assume for simplicity that the random productivity realization (when
soft capital is employed) is uncorrelated with events elsewhere in
the economy.

Clearly, the entrepreneur will either use »K units of soft capital
or none at all.?® Suppose that, for any level of hard capital employ-

28 See Genler and Rogoff (1988) for a setting in which project success probabilitiesare con-
tinuousconcave functionsof the quantity of soft capital employed. In that setting, theamount
of soft capital used is a continuous function of the model's parameters.
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ment, it is always efficient to use soft capital, in the sense that the
expected gain in output net of costs is positive. This requires the
following parameter restriction:

3) (78 + 7Pa)/1 + ») > «

It followsthat in the absence of informational frictions the entre-
preneur invests (chooses K) to satisfy

@) (8 + P)f'®) — (1 + »r = 0.

wherer isthe grossriskless interest rate and is given exogenoudly.
Thefirst term in equation (4) is the expected marginal benefit from
adding a unit of hard capital, given a complementary addition of v
units of soft capital. The second term is the marginal cost. Let K*
be the value of K that satisfies equation (4), and refer to it as the
""first best'* vdue. Notealso that K* isunrdated to financid variables;
the Modigliani-Miller theorem applies.

The same need not hold under asymmetric information. Suppose,
as dluded to earlier, that lenders cannot perfectly observe how the
entrepreneur alocates the funds she borrows. In particul ar, suppose
that expenditures on hard capital are observable by outsiders, but
expenditureson soft capital are unobservable. The idea is that the
quantity of machinesin placeis relatively easy to measure, but that
organi zational, maintenance, and inventory expendituresare difficult
to monitor. The problem arising is that the entrepreneur may be temp-
ted to divert fundsintended for soft capital to enhance her personal
gain. While this personal gain can assume many subtle forms,?® we
will posit smply that the entrepreneur can abscond with the funds,
and invest them secretly in a riskless asset (e.g., a Swiss bank
account).

Rationa lenders recognize the incentive problem. Accordingly,
they require that the financia contract be designed to eliminate the
entrepreneur's incentive to cheat. The net effect is that K may fal
below K*, and that the extent of this decline will depend inversely
on the borrower's net worth. To see this formally, think of the

29 Refer to Berle and Means (1932) for a classic discussion.
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entrepreneur asentering a contract with a competitivefinancial inter-
mediary.3° Assume the entrepreneur hasan initial liquid asset posi-
tionof W (in unitsof the numeraire good) and collateralizable expected
future profits worth V/r in present value, where V is the value of
this profit stream in the subsequent period (period one).3! (Her net
worth is thus W + V/r.) Suppose further that W is less than K*,
to guarantee that the entrepreneur will want to borrow.

The contract specifiesa quantity borrowed (equal to (1 + K —W),
apayment P& to the intermediary in the event that the project yields
the **good™" output level, f(K), and a payment PP in the event of the
*"bad"* output level, af(K). The features of the contract are chosen
to maximize the entrepreneur's expected profits, given by

(5) (x® + 7P)f(K) — 788 — 7PPb.

The contract must offer the intermediary an expected return equal
to the opportunity costs of its funds, the gross riskless interest rate
times the quantity borrowed. (Theintermediary uses no resources;
it smply channels funds from deposnors to lenders.) Accordingly,
the contingent payments P& and PP must satisfy

(6) 78P8 *+ zPPb = rf1 + »K - W.

The contract must also provide the entrepreneur with the incen-
tive to alocate funds as promised, i.e., to invest in soft capital as
acomplementary input to hard capital, rather than to take the money
for persona use. Thus, the provisions of the contract must satisfy
the following **incentive constraint™:

(7) (78 +7Pa)f(K) — («8P8 + 7PPP) > (af(K) — PP) + rK.

Equation (7) requires that the entrepreneur's expected gain from

30 One key feature of the new literatureon real-financial interactions is that contractual
arrangementsare derived endogenously so that the theoretical predictions do not hinge on
arbitrary restrictionson financial structure.

31 See Gertler (1988) for amodel in which V is derived explicitly. In that model, production
is repeated over time, and entrepreneursenter multi-period contracts with intermediaries.
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honesty exceed her gain from misallocating the funds intended for
investment in soft capital. The latter is the sum of the net contrac-
tual payoff, af(K) - Pb, she receives when there is a bad output
realization (which is guaranteed when soft capital is not used) and
the return on the funds she invests for persona use, rvK.
A way to lower the entrepreneur's temptation to cheat isto raise
b the amount she must pay theintermediary in the event of a bad
outcome The problem, however, is that the amount the entrepreneur
can credibly promiseto pay islimited by her availableassets, in this
casethe sum of the gross revenue she earnsin the bad state and the
market value of her expected future profits. Thus, the following
*limited liability** conditionisalso a constraint on the form the con-
tract takes:

@®) PP < of(K) + V.

Theformal contracting problem isto chooseK, P& and PP to max-
imize (5) subject to (6), (7), and (8). When the incentive constraint
isnot binding, K smply adjuststo K*. This can be seen by subgtituting
equation (6) into equation (5) and maximizingwith respect to K. Fur-
ther, the pattern of contractual paymentsisindeterminate; any com-
bination of P8 and PP which satisfies the expected return constraint
(6) is acceptable.

Red investment and financial decisionsare no longer independent
when the incentive constraint (7) is binding. To see this, first note
that the limited liability constraint (8) must aso bind in this situa-
tion; thisis becauseit is desirableto raise PP as much as possible
to lower theentrepreneur's temptation to cheat. We can according]
obtain a relation for K by using (6) and (8) to eiminate P& and Pg
from equation (7):

©) (78 + 7P)fK) — 11 + 29K + (W + V/r) = 0.

When equation (9) holds, investment is an increasing function of
the borrower's net worth,32:33 that is,

32 Thisresult isa central feature of Bernanke and Gertler (1987), (1989) and Calomiris and
Hubbard (1987).

33 To see that the derivative is positive, note that from equation (9),

(78 + &) (W + i) (8 + rba)f'(K)] f(K)
+

1+2p = [ since— > f'(K).
K/r K r K
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(10 dK

- = _ g b ' -1
) SOV VD) [(1 + 2») — (7% + )" (K)/r] > 0.

The problem here is that the entrepreneur's temptation to cheat
depends positively on the amount of uncollateralized funds she bor-
rows. Hence, additional net worth makes it feasible to invest more
without violating the incentive constraint.
Figurelillustratesthe solution. The (EO) curve portraysexpected
output as a function of hard capital input, given that soft capita is
used as acomplementary input. The (OC) curve portraysthe oppor-
tunity cost of investment, also asafunction of K. Thefirst-best opti-
mum correspondsto the value of K where the slopesare equal; that
is, K equalsK* at this point. The (IC) curve represents the sum of
the entrepreneur's net gain from dishonesty and the cost of thefunds
she borrows, expressed as a function of ‘K. Thus, the difference
between the (EO) and (OC) curves reflects the entrepreneur'sexpected
profitsif sheinvestshonestly, whilethe difference betweenthe (1C)
and (OC) curves is her gain from misusing the soft capital funds.

Figure 1
Internal Nt Worth and the Investment Decison
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The way the curves are drawn, theincentive constraint is violated
if investment isfixed at K*; the gap between the (IC) and (OC) curves
exceeds the gap between the (EO) and (OC) curves where K equals
K*. The amount of uncollateralized borrowing must decline; therefore
K must fall below K*. The solution is at the point below the first-
best optimum where the (EO) and (IC) curvesintersect. At thispoint,
the entrepreneur's expected profits are maximized subject to theincen-
tive constraint being satisfied. The incentive constraint holds since
the gaps between the (EO) and (OC) curves and between the (I1C)
and (OC) curvesareidentical. Expected profits are maximized since
they arelower at any smaller valueof K, and sinceany larger value
of K is not feasible (i.e., the incentive constraint is not satisfied).

A rise in borrower net worth shifts the (IC) curve rightward,
pushing K toward K*. By increasing her persona stake in the pro-
ject, therisein (W * V/r) reduces the entrepreneur's incentive to
misallocate funds intended for soft capital investment. This allows
the entrepreneur to borrow more, permitting K to rise. Figure 2
illustrates this behavior. Once investment reaches K*, further
increases in net worth have no impact; we return to this point later.

Figure 2
Effect of an Increase in Net Worth on I nvestment
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In this situation, it is feasible to fix investment at the first-best
optimum, so there is no reason to do otherwise; additional invest-
. ment only lowers the entrepreneur's expected profits.

It isalso useful to notethat K dependsinversely on the grossinterest
rate r, even when the incentivecondition constrainsinvestment below
the first-best optimum. A rise in r pivotsthe (IC) curve leftward,
moving K further below K*. 34 The risein r magnifiesthe incentive
problem by worsening the entrepreneur's financial position, thus
increasing her gain from chesting (rel ativeto being honest); thelevel
of investment K declines accordingly 33

Finaly, it isinteresting to observe that financial structurebecomes
determinatein this case. The optimal financial contract specifies a
unique pattern of payoffs, in contrast to the case of symmetricinfor-
mation. This occurs because the contract is designed to minimize
theincentive problem. It isalso interestingthat the theoretical financia
contract derived here resemblesmost **real world™ contractsin the
basic sense that lendersreceivea smoother pattern of payoffsacross
risky outcomes than does the borrower.3¢ (Recall that the optimal
contract haslendersreceive everything in the event of abad outcome.)

Severd featuresof the mode are particularly relevant to thinking
about economic fluctuations. First, the analysis suggests how there
could emergean ** accelerator'” mechanism which magnifiesinvest-
ment fluctuations. During booms, when borrower net worth ishigh—
either due to past accumulation of assets (resulting in a high W) or
to optimism about the future (resulting in a high V) —agency costs
of financeare relatively low, providing added stimulusto investment.

34 The effect of a risein r is unambiguousin this case sinceK > W.

35 One way in which the risein r lowersinvestment is by reducirig the entrepreneur's col-
lateralizable net worth (i.e., V/r fals). Indeed, Fisher (1911) originally stressed this mechanism.
In a description of the impact of rising interest rates, he states:

" Further, with the rise of interest, the value of certain collateral securities,
such as bonds, on the basis of which loans are made, begins to fall. Such
securities, being worth the discounted valueof fixed sums, fall asinterest rises,
and therefore, cannot be usad ascollateral for loans-as large as before.” (p. 64).

36 For an examplein which the contractsmay resembleeither equity or intermediary credit
lines, see Bernanke and Gertler (1987).



58 Mark Gertler and R. Glenn Hubbard

Conversely, the declinein borrower net worth during recessionsraises
agency costsof obtaining finance, further depressing investment.”: 38

A second prediction is that investment fluctuations may exhibit
asymmetries. Investment downswings in recessions may be sharper
than upswings during booms. In booms, it is morelikely the incen-
tive constraints are relaxed; if this is so, further increases in bor-
rower net worth may have a minimal impact on investment. In
downturns, it ismuch more probablethat the constraintsbind; alter-
natively, it is more likely that they bind over a wider cross-section
of firms. Thus, in recessions, investment may be more sensitive to
movements in borrower net worth.

What are the testable implications of this model? Unfortunately,
itisdifficult to discriminate between competing theories with a pure
time-series analysis. Most macroeconomic theories predict a ¢“pro-
cyclical™ relationship between investment and output (though some
purely neoclassical frameworks have difficulty explaining the
magnitudeof investment fluctuations). However, the model presented
here has implications for cross-sectional differences in investment
behavior. In contrast to the frictionless neoclassica model, the
framework here predictsthat, ceteris paribus, investment will vary
across firms positively with differences in firms' internal net worth.
Furthermore, thisvariation islikely to be more pronounced in reces-
sions than in booms.

A related prediction, one consi stent with evidencepresentedearlier,
isthat financing patternsshould vary acrossfirms, depending on their

37 Calomiris and Hubbard (1987) discuss how this kind of setting may induce precautionary
saving by firms. Gertler (1988) also discusses how entrepreneurs will have the incentive to
adjust production to insure against fluctuationsin their net worth, resulting in production being
more volatile than otherwise. The relevance of these channels for economic fluctuations is
documented in Eckstein and Sinai (1986).

38 |n the context of the model we presented, effects of investment tax credits or changes in
tax depreciation rules on the cost of capital will depend on internal net worth as well. In the
symmetric information case, the introduction of an investment tax credit would pivot the (OC)
curve totheright, increasing K*. However, for values of internal net worth for which incen-
tive problems arise, the (IC) curve will also pivot to the right, raising actual investment K.
Ingeneral, the net worth effectsof tax policies—and not just their effectson the cost of capital—
will beimportant. Averagetax burdens—and not just effectsof taxation on marginal incentives—
will beimportant for investment decisions in some firms. See Fazzari, Hubbard, and Petersen
(1988b).
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respectivenet worth positions. In particular, internal financing should
be relatively more predominant among firms with low net worth
relative to their desired investment levels. Relatedly, bank loans—
which involve monitoring and close customer relationshipsto address
the incentive problems—should be the principal form of external
finance for this class of firms.

Empirical evidence on financial factorsand real outcomes
Evidencefor manufacturing firms

In the previous section, we outlined testable implications of the
"*financial factors'™ approach for cross-section, time-seriesdata. These
. implicationsinvolve: (i) variation acrossfirmsin financing patterns,
(ii) alink between investment and interna net worth (holding con-
stant measures of investment opportunities), and (iii) an asymmetry
in the effect of changes in internal net worth on investment.

To test these propositions, we use data on 421 manufacturing firms
over the period from 1970 to 1984 constructed from Value Line
sources by FHP (1988a). We follow FHP in using long-run reten-
tion behavior as a proxy for perceived differences in the cost of
internal and external funds. Such a criterion isintuitive. If the cost
disadvantage of external finance is small, then retention behavior
should beirrelevant to real investment decisions. On the other hand,
firms that finance most of their investment from retained earnings -
may do so because they face high costs of obtaining external
financeat the margin for the kinds of reasonsdiscussed in the previous
section. Fluctuation in internal net worth should affect investment
spending for these types of firms. Insiders' net worth is, of course,
unobservable in the data; we follow FHP, and usefirm cash flow
as a proxy.

To implement the classification by retention behavior, we group
firms into three categories— "*highretention,” ** medium retention,"*
and "'low retention.” **High retention™* firms havearatio of dividends
to net income of lessthan 0.1 for at least 10 years. **Medium reten-
tion"* firms have a dividend-income ratio less than 0.2 (but greater
than 0.1) for at least 10 years. The remaining firms comprise the
"low retention®* category. Thisistheclassification suggested by FHP.
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Table5
U.S. Manufacturing Firms Grouped by Retention Patterns,
1970-84 Summary Statistics

Category of Firm
High Medium Low

Statistic Retention Retention Retention
Number of firms 49 39 334
Average retention ratio 0.94 0.87 0.58
Average real sales growth 13.7 8.7 4.6
(percent per year).
Average of firm standard 0.17 0.09 0.06
deviations of investment-
capital ratios
Average of firm standard 0.20 0.09 0.06
deviations of cash flow-
capital ratios
Average of firm standard 26.0 19.1 14.0

deviations of annual growth
rate of real sales (percent

per year)

Median capital stock, 1970 271 54.2 401.6
(millions of 1982 dollars)

Median capital stock, 1984 94.9 192.5 480.8

(millions of 1982 dollars),

Source: Authors' calculations based on samples selected from the Vaue Line data base.

We present summary statistics for the firmsin each classin Table
5.3 Firm size is negatively correlated with retention of earnings,
corroborating the general pattern for the manufacturing sector illus-
trated in Table 1. By construction, the high-retention firms are closest
to the margin of requiring external funds to finance investment oppor-
tunities. Theevidence in Table5 suggests that these firms had more

39 Further discussion of the classification system is given in FHP (1988a).
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variable internal net worth and investment than other firmsin the
sample. The standard deviations of the cash flow-capital ratio and
investment-capital ratio are greatest for the high-retention group. In
addition, sales variability —measured by the standard deviation of the
growth rate of real sales over the period—issubstantially higher for
the high-retention firms than for the low-retention firms.4° While a
technological choice model might be able to explain heterogeneity
in the variability of sales growth,*! it would not explain the coin-
cidence of sales and investment variability across retention classes.
In Table 6, we report standard deviations of sales growth by reten-
tion class for five (two-digit-S.1.C.) industry groups in which high-
retention firms are most important. There are, of course, differences
across industry groups in sales growth variability. In all cases,
however, the standard deviation of the growth rate of rea salesis
roughly twice as large for the smaller, high-retention firms than for
the larger, low-retention firms.

We next test directly for the sensitivity of firms' investment spend-
ing to movementsin internal net worth. We work within the Tobin’s
g framework, since q—the ratio of the market value of the firm to
the replacement value of itscapital stock—will capture the market's
assessment of the firm's investment opportunities.42 If financia fac-
tors are unimportant, internal and external funds will be perfect

40 This pattern holds up within individual two-digit-S.1.C. categories.

41 One explanation is that firms of different sizes could coexist in equilibrium in an industry
subject to random demand. Mills and Schumann (1985) note that some firms could assume
greater fixed costs taking advantage of scale economies, while other firms could rely more
on variable factors (e.g., labor), trading off static efficiency for **flexibility." Using data
on manufacturing firms from COMPUSTAT, Millsand Schumann find that sales and employ-
ment variability are negatively related to firm size and market share within an industry. The
assertion that high fixed costsare incurred to take advantage of scale economiesis probably
questionable, since minimum efficient scales in U. S. manufacturing are, in general, small.
See the discussion in Domowitz, Hubbard, and Petersen, (1988).

To pursue these ideasfurther, we regressed the firm standard deviationsof real sales growth
on (the log of) the beginning-of-sample-period capital stock (as a measure of size) and two-
digit-S.1.C. industry dummies (as proxies for industry-specific sales variability). We found
that firm size is negatively related to sales variability. When we allow for different intercepts
by retention class, pure size effect virtually disappeared. Such results are again suggestive
of the role played by financial considerations for smaller firms.

42 variable definitions and construction are described in FHP (1988a, Appendix B).
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Table 6
SalesVariability AcrossRetention ClassesWithin Indudries

Standard Deviation of Real Sales Growth
(Percent per Year)

All High Medium Low
Industry Group Firms Retention Retention Retention
20: Food and Kindred Products  15.1 28.5 27.6 11.2
28:. Chemicals and Allied 131 21.3 175 117
Products
35 Machinery, Except 212 26.6 17.8 17.0
Electric Machinery
37. Transportation Equipment 19.1 38.2 164 155
38: Instruments and Related 16.4 23.8 121 11.3
Products

Source: Authors' calculations based on samples of firmsdrawn from the Vaue Line data base.

substitutes, and q will be a sufficient statistic summarizing invest-
ment opportunities; contemporaneously dated information about
internal net worth (here firm cash flow) should be irrelevant.+?
Specifically, we estimate for each retention class a model of the
form.44

(11) L/K 1 = a; + bQ; (1 + (c + d RECESSION)) X
(CF/K)l,t'—l + uit,

where i and t represent the firm and time period, respectively.

43 Thisisstrictly true under assumptionsof perfect competition (equality of priceand marginal
cost) and constant returns to scale. In general, output measures may matter. FHP (1988a)
explore thisissue further. What we stress here are differences across retention classes in the
effect of internal finance on investment.

44 For aderivation based on adjustment costs of investment, see Summers(1981), Hayashi
(1982), and FHP (1988a).
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All variablesare measured at theend of the period. | and K denote
investment and the replacement vaue of the capital stock; Q represents
thevalued Tobin’s q (defined asthe sum of the valueof equity and
debt less the value of inventories divided by the replacement cost
of the capital stock), adjusted for persona and corporate tax con-
siderations. CF denotes cash flow (after-tax earning plus deprecia-
tion). RECESSION isadummy variableequal to unity in 1974, 1975,
1981, and 1982, and equal to zero otherwisg; it is included to test
whether the effect of internal net worth on investment varies over
thecycle; uisan error term. The equations were estimated over the
1970-1984 period with fixed firm and time effects. Results are
reported in Table 7.

Table 7
Effectsof Q and Cash Flow on Investment, 1970-1984
Category o Firm
Varigble High Retention Medium Retention Low Retention
Qi1 0.0005 0.004 0.002
’ (0.0004) (0.0009) (0.0003)
(CF/K); 1 0.506 0.339 0.246
| (0.034) (0.038) (0.011)
RECESSION 0.197 0.099 -0.026
(0.054) (0.050) (0.012)
R 2 0.37 . 0.30 0.20

Note: The dependent variable is the investment-capital ratio (1/K);; for the ith firmat time
t, wherel isinvestment in plant and equipment and K is the beginning-of-period capital stock.
Independent variables are defined as follows: Q is the sum of the value of equity and debt
less the value of inventories, divided by the replacement cost of the capital stock, adjusted
for corporate and personal tax considerations; CF/K 1s the cash flow-capital ratio. RECES-
SION isadummy variableequal to unity in 1974, 1975, 1981, and 1982, and equal to zero
otherwise. Theequations were estimated using fixed firmand year effects (not reported). Stan-
dard errors appear in parentheses.
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Two features of the results in Table 7 are of particular interest.
First, there are important economically and statistically significant
differences across retention classes in the effects of the previous
period's cash flow on investment.4* Greater retention is associated
with a closer link between internal financeand investment, suggesting
that internal and external finance are imperfect substitutes for high-
retention firms. That such firms are, on average, small and rapidly
growing (relative to other firmsin the sample) is consistent with the
predictionsof modelsof asymmetric information stressing theimpor-
tance of firms' internal net worth (balance sheet position). Second,
the asymmetric effect of internal net worth on investment predicted
by the model is present. Cash flow effects for high-retention firms
and medium-retention firms are substantially stronger in economy-
widerecession years. The sameisnot truefor thelarge, maturelow-
retention firms.

Large firms, of course, account for a greater fraction of firmsin
the Value Line sample than they do in the economy. Again, we note
that manufacturing firms of the same size or smaller than the firms
in the high-retention and medium-retention classes account for an
important fraction of aggregate sales and assets. From Table 3,
manufacturing corporations with less than $100 million in assets
account for about 15 percent of total assets and 25 percent of total
sales in the manufacturing sector.,

Concluding discussion

Recent research by macroeconomistshas stressed the development
of business cycle frameworks in which financia structureisirrele-
vant. It seems doubtful, however, that such models can explain the

45 Similar evidence has been obtained for Japanese manufacturing firms by Hoshi, Kashyap,
and Scharfstein (1988). They find that membership in a keirezsu group and the presence of
agroup bank are important in the provision of information and the avoidance of credit ration-
ing when investment opportunities are promising. Indeed, Hoshi, Kashyap, and Scharfstein
use panel data on Japanese firmsto show that investment is sensitive to fluctuations in inter-
nal finance— after adjusting for investment opportunities measured by g—only for firms not
in keiretsu groupings. The investment behavior of firmsin the groups with access to a group
**main bank™ is well described by standard perfect-capital-market investment models.
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magnitude of or heterogeneity in investment fluctuations without ap-
pealing to large exogenous disturbances. The approach taken here
isto emphasize the role of financia factorsin amplifying investment
swings, the motive being to lessen the need to rely on external driv-
ing forces to explain economic fluctuations. While the issue is far
from resolved, we believe thereis sufficient evidence to date to con-
tinue trying to model and measure the role of **financia factors'™
in the business cycle.
We finish by addressing some issues pertinent to our analysis.

Implications of the stock market crash.

Most economistsagree that the October 1987 crash appears to have
had a minimal impact on real activity. After atemporary period of
decline, initial public offerings of equity are back to their normal
levels. Further, it is difficult to identify any obvious effects of the
crash on the behavior of aggregate variables. How does this square
with the analysis here?

The story we presented emphasized that the' critical determinant
of afirm's borrowing capacity is its internal net worth, the value
of the stake of inside owners/managers. In this regard, it isimpor-
tant to recall that stock prices rose dramatically in the nine months
prior to the crash; the effect of the crash was largely to wipe out
these gains and return the market to trend. Even if one believes that
movements in stock prices are closely connected to movements in
internal net worth (we do not), it is still probably the case that the
annua changeininterna net worth was not exceptionaly large(i.e.,
the change from January 1987 to January 1988). It is unlikely that
high frequency variation (e.g., weekly variation) in net worth has
much impact on investment because of adjustment costs. Seen in this
light, it is not surprising that the stock market volatility had little
impact.

It isprobably also true that short-run variation in stock pricesdoes
not mirror movements in firms interna net worth. First, a sizable
fraction of a publicly traded firm's equity is typicaly held by out-
side parties who have no more information than any other claimants
about the inner workings of thefirm; it is not appropriate to include
their holdings in the measure of internal net worth. What ultimately
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mattersfor our purposesisthe value of thecollateral (broadly defined)
that creditors perceive the firm has to offer. This value may be
unrelated to high-frequency variationin stock prices, and particularly
so if thisvariationis not tightly connectedto changesin fundamentals.

Also, beforedrawing any parallels with earlier times, it isimpor-
tant to recognizethat the stock market crash in 1929 was not the most
economically significant ** financia** event of the Depression. Rather,
as Bernanke (1983) emphasizes, the banking collapse and the debt
crisis (induced by the massive deflation) had far more substantial
effects on the severity of the downturn. Similar events, of course,
did not arise in the aftermath of the 1987 crash. This was at |east
in part due to the commitment of the Federal Reserve to preserve
the smooth functioning of the financial syslem—monetary policy was
expansionary in response to the crash—in conjunction with institu-
tional safeguards such as deposit insurance.

Fluctuations in employment demand and in spending on
consumer durables

To theextent that |abor isaquasi-fixed factor (asin Farmer, 1985)
or there is a lag between labor input and production (as in Green-
wald and Stiglitz, 1986), then the theory of investment demand
presented hereextends naturally to a theory of employment demand.
In either of these cases, firms may need to borrow to finance labor
input. It follows that procyclical movements in internal net worth
can lead to accelerator effects on employment demand in the same
way they may for investment demand. Indeed, using English data,
Nickell and Wadhwani (1987) find negative effects of leverage and
debt service on employment, holding constant real variables.

One could also envision developing a theory linking (household)
net worth to durable goods demand. Suppose that consumers need
to self-insure against adverse movements in their respective labor
incomes due to the absence of perfect insurance markets. The need
to hold precautionary balances may make their spending on large
durableshighly sensitiveto their existing asset positions. Indeed, there
isevidence linking household spending on durables to balance sheet
variables.*¢ Thus, financial factors could have a role in the volatil-

46 See, e.g., Mishkin (1978).



Financial Factors in Business Fluctuations 67

ity of spending on consumer durables, aswell as of spending on pro-
ducer durables.

Agency costs of "free cash flows™’

Theanalysis presented here may appear in conflict with the ** free
cash flow** theory of investment, invoked recently to explain the cur-
rent wave of corporate restructuring as a product of excessive
investment.4” We stress, however, that the two approaches are not
in conflict. Indeed, in the model we developed, outside lenders can-
not determine directly whether borrowers are efficiently allocating
investment funds, which is precisely the problem upon which the
free cash flow theory builds. Underinvestment can occur in the
approach we characterize here because the outside lenders take into
account borrowers' incentives before supplying funds. Thefree cash
flow story typically begins at alater stage, after lenders have already
provided funds to the firm.

Further, the conclusion of the free cash flow theory that manage-
ment should pay out outsiders' cash is perfectly consistent with our
analysis. This is true because the theory we presented emphasizes
the role of internal net worth in investment, and not cash flow, per
se. The confusion arises (we think) because empirical researchers
must rely on variables such as firm cash flow as proxies for
movements of insiders' net worth.

‘Junk bonds' and increased leverage

The recent growth of markets for non-investment-grade bonds
(*"junk bonds™) has extended to smaller corporations the ability to
issue marketable securities.*® However, available evidence suggests
that the terms under which these securitiesareissued are closely con-
nected to the financial position of the firm, in away consistent with

47 See, e.g., Jensen (1986).

48 such bondshaveexisted previously (e.g., in the 1930s), but their popularity has resurged
in the past decade. See the discussion in Loeys (1986).
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the theory presented here—indeed, the security in our theoretical
model is easily interpretable as a junk bond. Coupon rates on these
bonds are typically quite high relative to Treasury bonds of similar
maturity, reflecting a perceived default risk.*® Further, studiesindicate
that measures of (inter alia) internal net worth and liquidity predict
thisdefault risk well, and thus predict well the spread between junk
bond coupon rate and the riskless rate.5° Given that the agency costs
of investing are positively related to this spread (as our theoretical
model predicts), then the link between internal net worth and real
investment decisions clearly remains for firms issuing junk bonds.

What about the more genera issue of theincreased use of leverage
in the corporate sector? In the theory presented here, the important
distinction is how the value of the firm is divided between insiders
and outsiders, given that the insiders' net worth governs the agency
costs of investing. Less important is how the liabilitiesissued to out-
sidersare divided between equity and debt, the point being that there
arelikely to be agency costs associated with issuing equity, as well
aswith issuing debt. Thus, in our view, increased leverage issignifi-
cant for macroeconomic stability only if it isassociated with declin-
ing internal net worth, and/or only to the extent it makes insiders
vulnerable to the risk of a sudden wealth redistribution, as occurred
in the debt-deflation of the 1930s.5!

49 Loeys (1986, p. 6) notesthat the risk premium of non-investment-gr adebondsover Treasury
issues aver aged 300-600 basis pointsover the 1981-1986 period. Over the period from 1970
to 1984, thedefault rate of non-investment-gradebondsaveraged 2.1 percent per year, relative
toroughly zero for investment-gradesecurities. See Altman and Nammacher (1986), Table 10.

50 See Altman (1987).
51 See also the discussion in Bernanke and Campbell (1988).
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Commentary on
'Financial Factors
in Business Fluctuations

Robert E. Hall

This paper reflects one of the important trends in macro thinking
about corporate finance: There is an interna economic life of the
firm where the most important decisions— employment,investment,
production—are made. The players within the firm are the salaried
managers of the firm and the workers. Quite separately, there are
wealthy individuals and institutions who provide finance for these
activities. These wealthy individualstrade with each other claimson
the operations run by managers in organized securities.markets.

It's afact of life that in an economy like that of the U.S., there
are relatively few wealthy managers. So there always needs to be
a bridge between managers and wealth which is held either in the
form of ingtitutions or by a relatively small number of very wealthy
individuals who haven't the managerial skills or time to **run their
own show.™" This bridge—theinteraction between the managers and
the wealthholders—involves some difficult problems of incentives
and mora hazard, which are very well developed in this paper. |
endorse both the example given here in the paper, and the general
principle it illustrates: that although the managers are playing with
the wealthholders wedlth, wealthholderswould like managersto make
decisions asif they were deploying the managers own wealth. That
bridge and its implications for macroeconomics—in particular, for
the transmission of gyrations of financia markets into the rea
economy —is what this paper is about.

What has emerged from thinking about this situation iswhat | call
the ** back-to-the-wall** school of finance theory. Contributions in
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variousforms have been made by Jensen, Meckling, Stiglitz, Green-
wald, Gertler, Hubbard and others. The idea is that the managers
should control a certain amount of genuine equity —the managerial
or so-called internal equity. It istheir own equity in the sense that
the managers get to keep the fruitsof their entrepreneurial successes
and, as well, must pay for their failures. If the managers are to see
themselves as equity-holders, they must not haveadraw on thewealth
of the wealthholders, nor must they surrender their profits to the
wealthholders.

A key idea in the back-to-the-wall school, again which was well
developed in this paper, isthe so-called finance contract. Thefinance
contract governs the relation between the wealthholder on the one
hand and the managers on the other. The derivation of this finance
contract and the identification of its characteristics is the major
theoretical contribution of this school. The derivation in Gertler-
Hubbard of their theoretical mode isa perfect exampleof thefinance
contract and thekindsof principlesand resultsthat you get from pos-
ing this finance contract question. In their example, the wealthholder
is called a banker and the manager is called an entrepreneur. The
general flavor of their results is that the payments made by the
managersto the wealthholders should be asinsulated as possiblefrom
the success or failure of the firm. So in contrast to the traditional
view of what it meansto be a shareholder, which isto have residua
claim of what's left over from the operation of the firm, the back-to-
the-wall theory says that thistype of equity doesn't make sense from
the point of view of theintendedincentives. That is, traditional equity
is not the type of contract that emerges from thisframework. In fact,
the whole thrust of this research is that even if the finance contract
is, in principle, written as equity, it should actually resemble debt
as much as possible. So the back-to-the-wall theory strongly endorses
either explicit debt or the equivalent, which is **equity** that func-
tions like debt.

Because of the need to make the finance contract have debt-like
features, the distinction between debt and equity is not a hard and
fast one. In general, the solution to the problem of the wealthholder-
manager relationship isafinance contract which has debt and equity
elements.

For the sake of illustration, | identify below some real-world ap-
plications of back-to-the-wall finance principles:
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1. Theloan agreement between abank and a firm should give the
bank full value in the event of adverse developments and should not
have any extra repayment or sweeteners in the event of success. Not
only should the marketable assets of the firm be pledged, a major
point of Gertler and Hubbard, but the personal assetsof the managers
should be pledged as well. In every situation | know of involving
a small business and a bank, the bank extracts security interest in
the homes and other assets of the managers, which isexactly in line
with thisidea that there should be a noncontingent pledge that there
be no effect to the equity interest of the bank whatsoever. That is,
the bank should get its value out no matter what happens just as the
entrepreneurs get to keep the proceeds of their successes.

2. In astart-up situation, the incentive problems are particularly
acute. If you look at the kind of a deal a venture capitalist (the
weslthholder) should make with the entrepreneurs, it hasthefollowing
character: the venture capitalists should have a full liquidation
preferenceand the principals should invest al of their persona wealth,
including all available house equity.

3. For a publicly traded firm, you have a new and different set
of principles because there thefunds at stake are coming from a huge
set of shareholders who receive their value through dividends, net
redemption of shares, and similar techniques. All of these payment
methods taken together — primarily dividends— should be insulated
from the results of the firm's operations. In other words, dividends
should be smooth and the commitment of managers to pay dividends
should be independent of the success of the firm. Dividends should
really be like interest payments with some long-term flexibility. A
cut in adividend should be an act of desperation on the part of the
firm rather than simply routinely making the shareholders have a
residual claim on thefirm. Again, | would assert that thisisa much
better model of dividend payment than the traditional residual-claim-
of-shareholder model.

4. Even better than smooth dividends, is that wealthholders hold
debt rather than equity. So the back-to-the-wall school offersa very
strong endorsement of junk bonds and other high leveraged
investment.

5. Themanagers interna equity must be protected against takeover
or preserved in the event of atakeover. Back-to-the-wall theory does
not support the general hostility of finance economists to measures
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that defend the corporation against hostiletakeovers. Those measures
are part of the way the managers are given effective ownership of
the internal equity.

The macro implicationsof the back-to-the-wall finance theory con-
stitute the basic subject of the Gertler-Hubbard paper. Whilethere's
relatively little space in the paper devoted to the general topic of this
conference— theeffect of the stock market crash on the substantive
decisions of the firm—I think what is said is exactly on the point.

Thefirst task here is to explain why Tobin’s celebrated g-theory
does not apply —firmsdo not expand aggressively when their market
values exceed the reproduction costs of their assets (asin the spring
and summer of 1987), nor do they contract when market value falls.
There's no better illustration of that than what appearsto bethe total
insulation of substantive activities of firms from the collapse of the
stock market. The back-to-the-wall theory explainswhy thedecisions
made by managers are insulated from the valuation of the essentially
fixed payments the managers are committed to making to share-
holders. What happens when the stock market crashes is that the
wealthholders trading with each other put alower value in the same
essentially fixed payment stream that the managers committed
themselves to make. Such trading has no impact on the managers
commitment, which is till to provide the same flow of dividends
and interest payments and therefore has no substantive effect within
the firm. But the gyrations can still occur in securities markets.

A second and very important point that Gertler and Hubbard make
in the paper is noting a contrast between the 1987 collapse in the
stock market and the Great Depression. Two things happened in the
Great Depression that did not happen thistime around which are cen-
tral with respect to the back-to-the-wall theory. One is that a class
of wealthholders, especialy important for smaller firms—namely
banks—was devastated. If you wipe out a set of wealthholder-
intermediaries who are specialized in being haf of a partnership for
an important class of firms, not surprisingly, the managers who do
not have the wealth themselves can't go on. So you'd expect a very
sharp substantive response, whereas nothing like that happened in
1987. Second, the internal equity —the managerial equity —was wiped
out in the depression by deflation. It appears that the nature of the
commitment between managersand wealthholdersis to nominal pay-
ment streams; interest isinvariably set in nominal termsand | believe
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that dividends are set in nominal termsas well. There is a commit-
ment to nominal dividends which wipesout manageria equity if the
price level declines sharply asit did in the depression. So | see all
that as fitting in very well to the back-to-the-wall story.

Finally, the other type of macro implication which was worked
onin great detail in this paper deals with the exaggeration of invest-
ment and other responses that occur in the back-to-the-wall situa-
tion. In part, back-to-the-wall theory is seen by an emerging school
of macroeconomics (both G-H and this discussant are members of
that school) as central to an explanation of the boom and recession
character of overal activity. Gertler and Hubbard's theme is that
*imperfections' in capital marketsdescribed by the back-to-the-wall
theory contributes to output volatility, especially to investment
volatility.

Gertler and Hubbard describe that situation as one involving
imperfections but | would point out that | think using the term
imperfectionisalittle off the point. Of course, firms operating under
back-to-the-wall principles are not as efficient as those in an,ideal
economy where'investors are costlessly fully informed. But the ap-
propriate comparison is to other solutions to the practical problems
of letting managers deploy other people's wealth, such as govern-
ment control of investment. For example, the Soviet Union solves
this finance contract problem in a different way by having invest-
ment controlled by the central government. But | assert that thisis
even worse than the back-to-the-wall solution. The basic incentive
problem hereis not one just of a capitalist economy, it's very much
one of asocialist economy aswell. And thistype of answer, it seems
to me, is really saying that our way, the back-to-the-wall way is a
constrained option and, in that case, | think calling it an imperfec-
tion is only relative to an unobtainable situation. In sum, the
*imperfection™ looks pretty good.

Gertler and Hubbard present empirical work intended to support
the back-to-the-wall theory against alternatives. Their basic premise
isthat only afraction of firmsis governed by the principles of back-
to-the-wall finance. Thesearethefirmsthat pay out a relatively small
fraction of earningsas dividends; the group tends to contain smaller
firms. G-H find that output and investment volatility are higher in
the back-to-the-wall group and that investment is more tightly linked
to cash flow. Although | find these results mildly supportive of the
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thesis, | question the basic premise. Thereis just as much reason
for the shareholders in a large, mature corporation to keep their
managers backsto the wall asthereisfor the bankersof largefirms.

The acid test of the back-to-the-wall theory isthe following: what
happens within a firm if there is a $1 million windfall? According
to standard theory, nothing happens substantively within the firm.
The $1 millionis passed on as part of the residualsto the shareholders
and the windfall has no effect on investment, employment or out-
put. According to back-to-the-wall theory, the $1 million isan addi-
tion to managerial equity. Because back-to-the-wall principles require
that managers earn above the market rate on their invisible (soft
capital) investment, any windfall gets turned into soft capital and has
a substantial effect on output, investment and employment. In the
versondf thisthat | believein, the Gertler-Hubbard version, managers
are equity constrained and useit to buy morecapital; therefore, there's
an increase in the capital stock and in the output and the employ-
ment of the firm, as a result of the windfall. That's the acid test.
That's the empirical work that should be done. | have my doubts
about the work that's actually been done, but if something like that
could bedone, wewould redlly beableto find out someof the answers
to these questions.
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The International Transmission
of Asset Price Volatility

Charles Goodhart*

I ntroduction

Thereisa human tendency to overstatecurrent difficultiesand prob-
lemsand to compare perceived present disturbanceswith some (partly
mythical) prior golden age when everything was calm and ordered.
To takeone example, during the 17 yearsin which | was associated
with forecasting in the Bank of England, | cannot now recall asingle
forecast which did not begin with some such proviso as, **In current
circumstances it is unusualy difficult to construct a forecast.**

The same trait holds true in assessments of asset price volatility. !
It wasa regular occurrence for senior officialsat the Bank of England
(and for punditselsewhere) to complain that asset price volatility was
higher at the present time (as each year went by) than in previous

*| wish to thank L. Figliuoli for research assistance, the ESRC and the Lutece Foundation
Jor funding thisresearch assistanceand M. King and S. Wadhwani for allowing me to quote
and reproduce parts of their earlier work.

1 1t holds true as well in some exaggeration of the extent to which the integration of asset
markets worldwide is said to be unprecedented. By many tests world financial markets were
more integrated in the period 1890-1914 than now. Tests of the kind originated by Feldstein
would probably suggest much greater international integration in the earlier period; see Feldstein
and Horioka (1980), Feldstein (1983) and Obstfeld (1986 a and b). International monetary
substitution was surely higher, and international portfolio (bond) elasticities of substitution
almost certainly so. The proportion of non-Britishassets (mostly bonds, with a high weighting
of railway bonds) actively traded on the London Stock Exchange was, | would expect, higher
in 1913 than in 1988. O. Morgenstern (1959) compiled a massivestudy o f correlations between
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periods. It was not clear to me that that claim was well-founded
econometrically, and eventually | encouraged a visiting economist
(from the RBNZ) to test such claims.

He used an ARCH model rather than the common, simpler mov-
ing variance about moving mean (MVAMM) approach. There are
several possible advantages in using the former technique (besides
showing off greater technical sophistication). First, it could allow
any predictable change in the asset prices to bediscounted, i.e., ""it
measures the dispersion around the conditional rather than about the
sample mean;"" given, however, the martingale/random walk
characteristicsof most asset priceseries, thisadvantageis not of much
significance for this kind of study. Second, the MVAMM requires
an ""arbitrary®* choice of window, and weights al the observations
within the window with a value of unity and those outside with a
zero weighting. Instead, with an ARCH test, the order of lag and
weighting are primarily (e.g., subject to non-negativity and stationarity
requirements) determined by the data themselves.23

Anyhow, the results of this test* did not support the hypothesis
that asset price volatility has increased monotonically over time. There

national asset price movements in earlier decades. | should be prepared to bet, since | have
not donethe empirical work to sustain the claim, that the correlations between national short-
term interest rate movementswere higher in theearlier period, and that the correl ations between
equity indices were probably much the same then as now.

In what ways then, if at all, is the international financial community significantly more
integrated than before 1914? Whereas news does travel even more swiftly than before, the
crucia innovation for international integration was the earlier telegraphic cable and radio.
One novel feature of our more recent period is the interpenetration of each others countries
national markets by multi-national firms. The elasticity, in response to differential profit
possibilities, of direct investment seems much higher now than then; there was no equivalent
of Coca Cola, McDonalds, Shell, Ford or Unilever before 1914. It is odd that most of our
models concentrateon portfolio capital flows, and atach so little attention to direct capita flows.

The other main distinction between the period before 1914 and the 1980s was that in the
earlier period the international integration of national financial markets was constructed on
the basis of, and supported by, a stable, essentially single currency system (the Gold Stan-
dard). The interaction now of a unified global capital market with an unstable system of
independent national currencies has led to major problems arising in recent years, notably
exchange rate misalignments, but this is too wide an issue to pursue further here.

2 In practice, however, the ARCH and the MVAMM estimatesof volatility have given broadly
similar results in these exercises.

3 See Dickens (1987a).
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was agolden age of asset pricetranquillity in the 1960s, but we were
flung out of that Garden of Eden in 1973, and asset price volatility
in the United Kingdom (equity prices, short and long interest rates)
then roseto higher levelsin the years 1973-75 than at any other time
during this data period, 1967-85. Subsequently, ** distinct cyclesin
variability wereevident . . . withtrough levelsgeneraly around the
average levels experienced in the 1967-72 period, and peak levels
well in excess of the trough levels, although except for the exchange
rate series, below the peak levels in 1973-75 period.’’s

Bank of England officials not only complained about worsening
asset price voldtility, they frequently asserted that such enhanced
volatility was imported from abroad, that the supposedly greater
disturbances in London were generated by larger fluctuations
elsewhere. (New Y ork was usually the proposed perpetrator.) Such
claimswere particularly common in the early 1980s, when volatility
in the New Y ork money and bond markets did increase by a factor
of "*five to eight times the levels prior to 1979.”°¢

Anyhow, it seemed worthwhile to move on from a study of asset
price volatility in the United Kingdom to a companion exercise to
examine international comparisons of asset pricevolatility. Thisstudy,
mainly by Dickens,? isavailable in the Bank of England Discussion
Papers (Technical Series), no. 15, February 1987. The conclusions
to thisare reproduced here in an Appendix. Briefly, there are some
international linkages between volatilitiesin bond and equity markets
(though very little international linkage between volatility in national
money markets), but these relationships are less strong than much
casua empiricism claims. The main periods of asset price distur-
bance were 1973-75 (broadly) and 1979-82 (focused in U.S. money
and bond markets). We observed no tendency for national asset price
volatilities either to'increase monotonically over time, or to become
more closely internationally correlated over time.

We need, therefore, to be suspicious about embracing the view
that there has been any longer-term trend toward enhanced interna-

5 See Dickens (1987b), p. 10.
6 Ipid.

71 wrote Sections 7.8 to 9 jointly with him.
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tional transmission of asset price volatility. Thisdoes not, however,
rule out the possibility that such transmission mechanisms may play
a major role on certain key occasions.

Indeed, | very much doubt whether this conference, or my own
particular topic within it, would have been organized were it not for
the crash of October 19, 1987. When that crash occurred, my col-
league, Mervyn King, and |, having jointly founded the Financia
Markets Research Group at the L ondon School of Economicsin 1986,
concluded that the comparative advantage that the FM G might have
in the post-mortems on this event would be to examine some aspects
of the international linkagesand transmission mechanismsinvolved.
In our view, the most ** puzzling feature of the October 1987 crash
was the ailmost uniform fall in world stock markets, despite impor-
tant differencesin economic prospects, market mechanisms, and their
prior **degree of overvaluation.’’8

Nevertheless, it aways seemed a fair bet, and was in the event
correct, that the various studies commissioned in each country to delve
into the minutiae of the evidence of the working of their own stock
markets during the crash would indeed concentrate on local
(parochia?) nationa performance and pay relatively little attention
to theinternational dimension. Thiswas mainly because of the obvi-
ous focus of each country's inquiry on the performance of its own
national market.® It wasalso partly because there were (and remain)
limitations in the data available to test some of the forms of interna-
tional linkage. Thus, casual empiricism hasclaimed that an unusually
large proportion of equity sales in many equity markets worldwide
on October 19/20 was by **foreigners'. In London, however, fiscal
requirements whereby certain taxes can be avoided by those declar-
ing themselves non-resident, allow the residence of purchasers of
equities to be broadly estimated, but not that of sellers. So thereis
no data here to test such casua empiricism, and | am not aware of
data (or studies) elsewhere that could properly examine this claim.

Even when the Brady Commission (1988) did consider interna-

8 See King and Wadhwani (March 1988a), p. 2.

9 One feature of this internal concentration has been the compar ativeabsence of discussion
about disintermediation, to stock marketsabroad, of businesstemporarily prevented by national
“‘circuit-breakers’’.
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tional linkages, it took the view that these **were unlikely to have
been important during the crash because there had not been any
perceptible rise in correlations between marketsover time.”’1© While
that finding is consistent with those of Dickens, above, and indeed
with Wadhwani and King's own subsequent results, itisanon sequi -
tur to deduce from the absence of any low-frequency trend that there
should also be no significant much-higher-frequency relationship at
atime of particular crisis and high volatility.

International linkagesand the crash of 1987

As aready noted, the most puzzling aspect of the crash, or so it
appeared to us in the FM G, was the similarity of decline in stock
marketsworldwide. This throwsdoubt on a number of possibleexpla-
nations. It is hard enough—indeed, generally accepted as
impossible—to find **news’™ that could justify the scale of decline
in the NY SE between October 16 and 19, but to seek to find such
““news’ in every major country, virtually simultaneously, would,
indeed, be piling Pilion on Ossa. Again valiant—but not entirely
convincing— effortshave been made to identify stock exchange bub-
bles developing and breaking simultaneously in New Y ork, London
and Tokyo.!' | would chalenge anyone to find a bubble also in
Frankfurt, and yet the stock market there fell in line with the rest
in October. Moreover, if it al had been just a bubble breaking, why
has the bubble re-inflated so soon in Tokyo, but not elsewhere?

My own personal favoriteexplanation isthat, after aninitial decline
caused by a **rational®* interpretation of worsening fundamentals,
the subsequent collapse in U.S. securities markets was the result of
a market failure, with a dysfunction between the futures markets,
driven down, in part, by portfolio insurance, and the NY SE where
the specialistswere insufficiently capitalized to absorb the pressures,
including the sales arising from programmed trading arbitraging
between the two markets.

10 King and Wadhwani, Ibid.

11 SeeG.A. Hardouvelis, Federal Reserve Bank of New York Working Paper, 8810, (April
1988).
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Bethat asit may, if the decline in the NY SE had been the result
of market failure, at least in some significant part, why did the U.S.
markets not then ** bounceback’* toward their appropriatefundamental
vaue, and just as, or more, difficult to understand, why should foreign
markets have declined as much? The two questions are, of course,
closely linked. Many of the major international companiesare quoted
on severa exchanges, and arbitrage will ensure that their price is
the same on geographically-separated exchanges which are open at
the sametime. But if thedeclinein New Y ork had been dueto local
market failure, driving the price of commonly quoted multi-nationals
below their ** fundamental value,"* then that should have led to subse-
quent buying on other exchanges where the market mechanismswere
different and not subject to the same pressures.

Itisthecase, | believe (but have not seen rigorously demonstrated),
that shares of (non-U.S.) companies with U.S. connections, either
in the form of aquotation on a U.S. exchange or with alarge export
market there, fared slightly worsein their domestic (non-U.S.) stock
markets, than comparable shares (with similar Betas) but no U.S.
exposure, during the week of October 19-26, though even this has
been denied.'? Certainly the impression (casual empiricism) that |
received was of the general, widespread nature of the collapse across
all shares, with or without particular U.S. connections, in al the
world's main stock exchanges. It may be that thisimpressionisincor-
rect; certainly it deservestesting. Nevertheless, my feeling was that
we were witnessing then a contagious transmission of a (panicky)
reassessment of the discount factor to be applied to future earnings
on equity as aclass of asset, rather than any more reasoned review
of thelikely future path of company profitseither in the United States
or more widely in the western world.

Certainly there was much newspaper and **pundit™ comment at
the time about declines in stock exchange values becoming self-
reinforcing as a result of internationa interactions and ‘‘cross-
infection.”” The sell-off in one market, say New Y ork, precipitated

12 See the article by N. Goodway in The Observer, November 29, 1987, reporting some
research by Paul Masson of Kleinwort Grieveson which concludes that the idea that shares
with international listings were harder hit than most by the crash was " a myth."
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consequential falls in other markets around the world, notably in
Tokyo and London, where pricefallsthen caused further dismay and
price declines in New York, and so on.

There has been sufficient genera interest in the possible existence
of this concept of ** cross-infection™ between international markets
to make my colleagues and me at the FMG keen to see if we could
undertake any econometric tests to explore the existence of such
phenomena. Thisis not an easy exercise to undertake. The problem
isthat it is hard to distinguish between a case when two marketsmove
together becausethey are both responding** rationally** to some com-
mon **news"" which will affect the expected future streams of cor-
porate profits and dividends, and/or their riskiness, from the case
when one market ssimply becomes**infected* by observation of price
movements in the other.

It is extremely difficult to define ** cross-infection™ rigorougly in
aworld in which **news', the unanticipated element in announce-
ments, is hard, and often virtually impossible, to measure on acom-
mon basis. Indeed, it is, in part, because it is so difficult to assess
what the *"news', or itsimplications, really amounts to, that stock
exchange practitioners will tend to look, perhaps especialy in set-
ting initial prices at the opening in the morning, at what assessments
have aready been made in stock exchanges abroad. This tendency
will, nodoubt, be most marked whenthe ** news'" either arrives ini-
tially in, or is most easily interpreted by, the other stock exchange.
(For example, if the U.S. President wereto die, stock exchange par-
ticipants in non-U.S. countries might wish to take their lead from
the price changes that would occur on the NY SE, rather than try to
estimate the " fundamentals'™ themselves.)

Thereis, therefore, normally some** contagion™ of price changes
in one market affecting prices elsewhere. There is nothing irrational
about this. Stock exchange participants are simply trying to extract
the "*signal™* about the **news' relevant to their own markets from
the ** portmanteau’* statistic of changes in the indices in the main
centers elsewhere. Where such ** contagion™ turns into the “‘cross-
infection"* described above, comes in those cases where the self-
confidence of stock exchange participants to assess the fundamental
value(s) of assetsthemselves, independently, erodes, so that they start
to pay much greater (excessive) attention to prices set by othersin
the market, and lessto fundamentals. Thisisakinto a (partial) switch
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in regime from a rational, efficient market in which values depend
on the present discounted value of expected future cash flows (with
participants trying to reach an independent judgment) to Keynes
beauty contest. In our international framework the onset of such
**cross-infection™ might best be measured by a significant rise in
the " contagion'* coefficient relating price changesin one stock market
to (prior) changes in other stock markets.

Even here, one cannot disprove the hypothesis that a rise in the
**contagion™* coefficient may have been arational response to greater
co-variancein *"news'" affecting both (all) markets. | doubt whether
it is strictly possible to construct any test which would enable the
"news' hypothesis of asset pricing to be refuted. All that we can
do is to explore whether it is possible to present data which seem
more consistent with the hypothesisof internal market dynamicssuch
as "'cross-infection®*, and by the same token, less consistent with
the pure **news hypothesis.

A first exercise aong theselines has been undertaken by my col-
leagues, Mervyn King and Sushil Wadhwani. A first draft of their
paper, ** Transmission of Volatility between Stock Markets,”* was
presented at the LSE Financial Markets Group Conference on Stock
Market Behavior, March 29, 1988; a revised version (July 1988)
has been sent to my discussants, and a later version is available on
request from the Financial Markets Group at L SE, Discussion Paper
No. 48. They put forward a model wherein, ** Information is of two
types, systematic and idiosyncratic. The former, denoted by u, is
information that affects market values in both countries. The latter,
denoted by v, isrelevant only to a specific country. We assume that
both u and v have two components, corresponding to information
that isobserved in onecountry or theother. If information from both
countries were fully revealed, then the process that would generate
changes in stock prices is assumed to be

(1) Ast= u}+ ajuz + v

(2) Asg= aut + u + v¢
where As) denotes the change in the logarithm of the stock market
price index in country j between time t—1 and time t.”’13

13 See King and Wadhwani, (1988b), p. 4.
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The authors then impose the restriction that ** news which affects
both countries is always revealed first in one country or the other,
but never smultaneously . . . If informationis not fully observable
in both markets, the investors and market-makers set pricesaccord-
ing to

(3) ast = ! T a,E, @) T v
(4) Ast = a,Eyu) T uzt v7

where E, and E, denote the expectations operator conditional upon
information observed in markets 1 and 2 respectively.’’ !4

Thisleads to a**signal extraction problem to find the minimum-
variance estimator for the value of the relevant news term that has
been observed in the other market.”* Thisapproach then allows them
to proceed to usethefact that ** marketsoperate in different time zones
and areclosed for part of theday . . . toidentify the contagion coef-
ficients' linking the markets together.

| would, however, notethat it isactually the case that newsitems
going to market participantsin, say New Y ork, over the major wire
services such as Reuters, Telerate, UPI, etc., are potentially
simultaneously availablein Tokyo and London, if market operators
were at their desks there. In one sense, the bulk of al major news
announcements is now, for all practica purposes, available
simultaneously worldwide. What remainsthe case, however, isthat
such *"news' is not assimilated on a continuous basis by all market
operators since they have, mercifully, gone home.

When a market participant goesinto the office in the early morn-
ing, he has, besides the newspapers, and the possibility of looking
at other sources of information on **news'* between the prior market
close and the forthcoming opening, the opportunity of seeing how
the markets in other time zones have reacted to the *" news'* . Rather
than try to work out the effect on ** fundamentals'* by examining all
the myriad individua bits of news, the market participant will treat
the movements in other major markets as a valuable portmanteau
guide to the way in which he, himself, should adjust prices before

14 bid., p. 5.
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the opening. The participant is especially likely to do thisin those
cases where he/she reckonsthat markets abroad are more likely to
reach a correct pricing decision than he/she could do by an indepen-
dent study of the effect of the *"news'™” on the fundamental value of
the assets.

Theinterestingquestion, is, therefore, not whether prior movements
in other stock exchanges influence the close/open price change in
stock exchange i; we should expect them to do so. Instead, it is
whether the scale of such linkages, the sizeof the coefficient, appears
toincreaseat times when we suspect that ** cross-infection®* may be
present. Remember that we cannot rigoroudy refutethe counter-claim
that any such increase in the size of the coefficient could be dueto
greater variability in actua **news™ making each market **ration-
ally'* respond more to movementsin the others. Onecan only judge
the balance of probabilities on the basis of the data, the historical
evidence and one's individua priors.

Be that asit may, the authors demonstrate **the fact that the cor-
relation coefficient between hourly pricechangesin London and New
Y ork rose after the crash, an observation that is consistent with the
idea that the extent of contagion grew after October 19. When we
alow for time zone trading, and examineinteractions between Tokyo
and Londonand New Yorkinturn, thisfindingisconfirmed . . . The
impact of changesin Tokyo on both London and New Y ork hasrisen
sincethe crash. Resultsusing monthly datafor the UK and the U.S.
over alonger time period yield thesamepicture . . . The paper tests
the hypothesis that the contagion coefficients increase with vola-
tility . . . Table3. . . showsthat the value of the contagion coeffi-
cient measuring the impact of New York on London depends on
volatility. The estimated coefficient of 0.36 is large.””!3

I nter actions between stock market price indices
and the forex market

My chief function so far has been to report the results of papers
by Dickensand by King/Wadhwani, both of which | have encour-

15 See King and Wadhwani, (1988a), p. 2.
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aged from the sidelines, that are germane to thisissue. | have also,
however, done some research, myself, on this subject.¢

The starting point for my own research was prior work that | had
done on the characteristics of hourly data on spot exchange rates,
using data from Money Market Services (MMYS) International, for
the period January-July 1986.17 Subsequently, in order to examine
the interactions between price indices on the major stock exchanges,
we had obtained hourly data of price indices from London, Tokyo
arid New York over the days, September 1 to November 30, 1987.
| was able to obtain hourly forex datafor four spot exchange rates
bilateral with the U.S. dollar, those being the deutsche mark, the
British pound, the yen and the Swiss franc for the same period in
1987, again from MMS International to whom my thanks are due.

My assessment of the major economic **news' that was moving
stock exchange prices in the autumn of 1987, (such as data on the
U.S. current account, U.S.-German policy discords, U.S. fiscal
developments, etc.), wasthat these would also impinge on the forex
market. With forex spot exchange rates approximating to a random
walk, the intensity of internationally available "*news' might,
therefore, be provided by the absolute size of the change (in the
logarithm of)!# the spot exchange rate. So my idea was to use data
on the scale of forex market fluctuations as a proxy for the intensity
of the arrival of common news, affecting al the maor stock
exchanges.

During this period, as will be demonstrated below, **news'" which
was associated with an appreciation in the U.S. dollar was generally
regarded as favorable by al three stock exchanges; declines in the
U.S. dollar were considered likely to generate higher U.S. interest
rates (bad for the NY SE), whereas the adverse effect on British and
Japanese competitiveness of an appreciating currency would not—
given local financial conditions—beoffset by lower domestic interest
rates. But this reaction was peculiar to the circumstances pertaining

16 With the research support of L. Figliuoli.
17 See Goodhart and Giugale (1988).

18 Thefirst study, on relativevariance, used actual data; the second study, employingregression
analysis, used the log transform.
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then. One could easily envisage other circumstances when **news'",
e.g., of acutin U.S. interest rates, could lead to a simultaneous rise
on the NY SE and depreciation of the dollar. So, athough in some
tests, partly for my own interest, | did regress actual stock exchange
price index movements on actual forex price percentage changes,
the main tests involve an examination of the relationship between
the variances (or in the absolute changes without regard to sign) in
the forex market and in the stock markets.

Stock marketsare only open for part of each 24-hour working day,
unlike the forex market which is continuous from Sunday, 23.00
hours, GMT, when Sydney opens the new working week, to 23.00
hours, GMT, on Friday, when the market closes on the West Coast
of the United States. During the intervening weekend, both markets
(ignoring Tokyo's Saturday market) are, for most practical purposes,
shut. Taking then the 566 consecutive observations of the changes
in theindex on the London Stock Exchange, '® 502 represented hourly
changeswith both markets open simultaneously, 51 represented over-
night weekday breaks when the London Stock Exchange was shut,
but the forex market open, and 13 represented weekend breaks, with
both markets largely shut. Our data period for the NY SE covers the
same days, September 1 to November 30, but includes rather fewer
observations. This is partly because the NY SE covers eight hours
aday, whereasthe London Stock Exchange isopen ninehours aday,
and also because there were rather more missing observations for
NYSE.20 Overall for the NY SE, there were 479 observations, 418

19 Nodata are available for Friday, October 16, when the London Stock Exchange was shut
because of the hurricane. Friday was then treated as part of the weekend, October 17/18.
Other gaps in the data for the London Stock Exchange were for the following hours, at

GMT
08,03,09 Hour, day, month
08,04,09
08,24,09
08,19,10
09,12,11

In each case this was the opening observation, so we simply treated the next hour as the open-
ing observation.

20 |n most cases we had complete hourly data running from the NYSE opening (13.00 hours
GMT until October 23, 14.00 hours GMT from October 26) to the close (20.00 hours GMT
until October 23, 21 hours GMT after October 26). The market was shut on November 26
(Thanksgiving) and on September 7 (Labor Day). In addition, there were no data for the usua
opening hour on October 19-21, nor for the penultimate hour of the market from October
23 until November 6. In thefirst case, wetreated the first available hour as the opening figure;
1n the second case, these were treated as missing observations.
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with both markets open, 49 weekday nights, 12 weekend breaks. Price
indices on the Tokyo Stock Exchange are collected less frequently,
at 23.15 - 00.00 - 02.00 - 03.15 - 04.00 - 06.00, GMT. Since our
forex dataare at end-hour, we treated the observationstaken at quarter
after thehour asif they had occurred at the preceding beginning hour.
By convention, the opening observation in Tokyo at 23.00 hoursis
the sameas that of the previous night's close. We assume here that,
by 23.15 hours, GMT, the TSE can make an equivalent change to
overnight information, as can be achieved on the stock exchanges
in New Y ork and London. While that would seem plausible, and is
dl that can bedone with the data, the TSE’s convention in this respect
may have some responsibility for thediffering behavior betweenthe
TSE and the two other stock exchanges. Our data covered the same
period” and provided 362 observationsin al, with 296 overlapping
hours, 53 weekday nights and 13 weekends.

My first exercise was to examine the bilateral relationships and
correlation between thevar i ance of each of the stock exchange series
and of thethree main spot forex series, 22 both overall and in the sub-
periods (jointly open, overnight, weekend—though there were too
few weekend observationsto hopefor useful statistical resultsin this
last case). Let us assume that, prior to October 19, stock markets
reacted primarily to a combination of idiosyncratic domestic infor-
mation availableduring working hoursand to international **news'*
proxied by forex market fluctuations, so long as the forex market
was open. Then my hypotheses would be:

21 There were no market reports on November 23. Other missing hours were:

GMT
00,01,09 - 05,01,09 Hour, day, month
(Holiday) 00,15,09 - 06,15,09
(Holiday) 00,23,09 - 06,23,09
00,02,11 - 06,02,11
(Holiday) 00,03,11 - 06,03,11
(Holiday) 00,23,11 - 06,23,11

These were treated as missing data.

22 The Swiss franc spot rate was so highly correlated with the deutsche mark that we decided,
to save time and space, to omit it.
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H(I) Theratio of the variance of the forex market to the variance
of the stock exchange would be higher when the forex market was
open and the stock exchange shut;

H(2) This would be caused by a relative decline in the stock
exchange variance when the stock exchange was shut, with no change
in the forex market variance (forex market open throughout);

H(3) The correlation between variances would be greater when
the stock exchange was shutlforex open, because of less domestic
idiosyncratic noise affecting the stock exchange.

| want to compare behavior before the crash with behavior after
the crash, when ** contagion™ and ** cross-infection'* may be expected
to be more prevalent. In order to avoid having the results dominated
by the extreme observations of October 19-23, when some of the
observations may well also be inaccurate, the post-crash comparison
utilized data from October 26 onward. If ** cross-infection™ was more
prevalent after October 26, there will have been other sources of price
variation— notably movements in other stock exchanges—in addition
to forex price changes, influencing the stock exchange in question
when it was shut. Conseguently,’

H(4) Post-October 26, the higher level of the ratio of the vari-
ances (forex variance divided by stock exchange variance) when the
stock exchange was shut/forex open as compared to overlapping (both
open) hours, would diminish, or even reverse;

H(5) Post-October 26, the decline in the variance of the stock
exchange when it was shut compared to when it was open would be
much less marked than pre-October 19;

H(6) Post-October 26, the correlation of variance forex/variance
stock exchange would decline throughout, but especialy when the
stock exchange was shutlforex open.

Table 1 (printed in its entirety at the end of this article) records
the variances (of the stock exchange price indices and spot exchange
ratesseparately), the ratiosof these variances, the correl ationsbetween
these variances, and the significance of these correlation coefficients
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for each stock exchange/spot rate pairing. For each pairing thesedata
are reported from the complete data set, and for the sub-divisions,
i.e., overlapping hours, weekday nights, weekends, and pre-October
19 and post-October 26. Column 1 in each case recordsthe variance
of stock exchange prices; column 2, the varianceof the spot exchange
rate; Column 4, the normalized ratio (since the scales were so dif-
ferent) of the two variances, defined as Variance Forex divided by
Variance Stock Exchange; so a high ratio figure implies high forex
variability relativeto stock exchangevariability. Column 3 givesthe
correlation between the two series of variances, and column 5, an
N-test of their significance, where the critical values are the same
asfor t-tests. 2 [t should be remembered that the hourly spot exchange
rates tend to move together,?* so that the results for the differing
spot rates with the same stock exchange are not to be regarded as
independent in any sense.

In most cases, the variance of the stock exchangeindicesare lowest
in the period beforeOctober 19, are higher in the second period after
October 26, and are highest in the full period, because of the
dominating influenceof high variability in the crash week itself. The
exceptionsare: NY SE, the varianceduring overlapping hours (both
markets open) was lower after October 26 than before October 19,
but the variance over the few weekends was even higher after October
26th than over the whole period. In Tokyo, the weekday overnight
variance was higher in the final sub-period (after October 26) than
in the full period, and the ordering of the variancesover weekends
had a higher variance in the few weekendsin the earlier sub-period
than in the later sub-period.

In the case of the forex market, theordering is somewhat different
with thevariancesfor al exchangerates, in al stock exchange com-
parisons and timings (full, overlapping, weekday, weekend), being
lowest pre-October 19, but higher post-October 26 than in the full
period; exceptions were that in the NY SE, the variance of dl three
forex markets, overnight on weekdays, was higher in thefull period

23 The N-tests were estimated as T% x (7) where T isthe number of observations,and u(7)
isthe r — th sample autocorrelation, because under the null hypothesis of zero correlation
among the returnsthe sampleautocorrelation at any lag 7 # 0 will tend tobe, in large samples,
independently distributed, with a nean of zeroand a varianceof 1/T. See Harvey (1979). p. 146.

24 e Goodhart and Giugale (1988).
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than in the second sub-period, and in London, at weekends, the
variance of the yen was lowest at the weekends after October 26.

Let us now turn to the six hypotheses put forward earlier.

H(1): Ratio of variance of forex market to the variance of the stock
exchange indices would be higher (i.e., figure in Column 4 higher)
when forex market open/stock exchange shut (i.e., overnight
weekdays) than when both are open (i.e., overlapping).

Thisisfoundto bethe casefor all stock exchange/currency bilateral
pairings for the period up till October 19. It is true for the whole
period in New York, but not for any currency in New York after
October 26, (remembering that currency movements are not inde-
pendent), primarily becausetheintra-day variancein the NY SE fell
away sharply then. It is not true in London for the whole period;
even though in both sub-periods the ratio of variance in the forex
market to the stock exchange is higher overnight than during the
overlapping period, the reverse (greater forex than stock exchange
variability intra-day relative to overnight), must have dominated
decisively in the crash week. In Tokyo, the hypothesis is supported
in al period/pairings.

H(2): This would be caused by a relative decline in the stock
exchange variancewhen the stock exchangewas shut, with no change
in forex market variance.

Recall that the stock exchanges are only open for part of the day,
9-17 GMT, for atotal of nine hours in London; 14-21 GMT, for
atotal of eight hoursin New York; and 23-6 GMT, for a total of
eight hoursin Tokyo. Accordingly, the hourly gap from close to open
is15, 16, 16 hours respectively in London, New Y ork and Tokyo.
If the series followed a pure random walk, then the respective
variances should be equivalently higher in the overnight gap than
during the overlapping hours.

Table A below shows the shortfall from the predicted vari-
ance (if random walk held) for the stock exchange and currencies,
gi ven the variance during the overlapping period, for the overnight
break.
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Table A
Comparisonof Actual Overnight Market Variance, with Random
Walk Expectation, given Variance during Overlapping Hours

Random Walk Per centage
Prediction Actual Discrepancy
0)) NY SE
Full Period 6222.4 754.5 87.87
Pre Oct 19 2262.4 75.0 96.68
Post Oct 26 1144.0 732.0 36.01
and Pound Full Period 93.8 36.43 61.24
Pre Oct 19 25.12 13.25 47.25
Pogt Oct 26 148.48 35.83 75.87
Dm Full Period 107.04 43.32 59.53
Pre Oct 19 23.52 16.98 27.81
Post Oct 26 174.56 26.66 86.73
Yen Full Period 0.4800 0.252 47.38
Pre Oct 19 0.2336 0.1534 34.33
Post Oct 26 0.7232 0.2079 71.25
(@) London Stock Exchange
Full Period 1546.5 567.20 63.32
Pre Oct 19 . 8520 34.08 60.00
Post Oct 26 588.60 166.27 71.75
and Pound Full Period 78.30 25.21 67.80
Pre Oct 19 30.60 12.61 58.79
Post Oct 26 110.10 40.12 63.56
Dm Full Period 86.55 27.83 67.85
Pre Oct 19 26.4 11.87 55.04
Post Oct 26 128.55 45.69 64.46
Yen Full Period 0.441 0.1602 63.67
Pre Oct 19 0.2355 0.1419 39.75
Post Oct 26 0.612 0.1855 69.69
(©)] Tokyo Stock Exchange
Full Period 380928 9911 97.40
Pre Oct 19 70768 6002 91.52
Pogt Oct 26 317668 13638 95.71
and Yen Full Period 0.3456 0.2575 25.49
Pre Oct 19 0.2928 0.1804 38.39
Post Oct 26 0.376 0.2598 30.90
Dm Full Period 35344 43.11 -21.97
Pre Oct 19 27.264 19.93 26.90
Post Oct 26 35.264 46.68 —32.37
Pound Full Period 30.832 38.693 —25.50
Pre Oct 19 14.624 19.99 —36.69

Pogt Oct 26 40.48 45.81 —-13.17
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I would interpret thesefigures asfollows. Given the relatively few
dataand the fact that we are consideringvariances, | would not regard
any percentage discrepancy less than plus-or-minus50 percent as out
of linewith the basic random walk hypothesis. | would consider any
discrepancy greater than 85 percent as clearly out of line with ran-
dom walk expectations, and the intervening range, 50-85 percent,
as problematical.

These results then suggest that, prior to October 19, in New Y ork,
the varianceratio for the forex market was broadly in line with, not
all that far below, (random walk) theoretical expectations, whereas
the variance ratio for the NY SE was massively below its random
walk expectation; but that, after October 26, the relative variance
in the stock exchange over the break rose dramatically (partly a very
sharp rise in the overnight variance, partly a surprising decline in
intra-day variance), while the variance ratio for the forex market
declined relative to its random walk expectation largely because the
forex variance was much higher during the hours when the NY SE
was open (after October 26) than when it was shut.

In Tokyo, the relative variance of the forex market remained quite
closeto its theoretical expectation throughout, but in both sub-periods,
especially the latter, and throughout, the variance of the stock
exchange was vastly below its random walk expectation (given its
variance when open).

In London, both the forex market and the stock exchange exhibited
variances somewhat, but not vastly, below their random walk
expectations, given the variances during the common overlapping
periods. This shortfall, however, remained apparently roughly con-
stant throughout.

These results show marked differences between centers and over
time which are not particularly easy to rationalize. The stock exchange
variancesin New Y ork before October 19, and in Tokyo throughout,
when closed overnight during the week, are vastly below their ran-
dom walk expectation. The shortfall from random walk expectation
is much less for London, and NY SE after October 26. | interpret
thisto mean that NY SE, pre-October 19, and TSE throughout, were
dominated by idiosyncraticdomestic ‘‘news’” only becoming available
during working hours, but that the NY SE, post-October 26, and Lon-
don Stock Exchange, throughout, were primarily influenced by more
international factors.
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Again, in New York before October 19, and Tokyo throughout,
the relative variance of the forex markets was consistent (broadly)
with random walk; but in London, and in New Y ork after October
26, the relative variance of the forex market appeared to decline (com-
pared with random walk expectations) when the local market was
shut, although markets abroad were open. | have, in other exercises,
found evidence of significant time dependence of volatility in forex
markets, e.g., being at its highest in the London/New Y ork overlap,
and lowest while the Asian markets are open, and also some signifi-
cant negative (first-order) auto-correlation in forex markets using
hourly data2* and in minute-by-minute data.2¢ There appears to be
evidence that such negative auto-correlation increases in scale when
markets are disturbed, e.g., around large**jumps™. The above find-
ings, in part, follow from the nature of the time dependence in forex
market volatility mentioned above.

Bethat as it may, H(2) isonly partially supported. It holds fully
for TSE, and for NY SE before October 19, but neither for NY SE
after October 26, nor for London throughout. In both these latter
cases, the ratio of stock exchange variance is not al that far from
its random walk expectation, whereas the ratio of forex variance is
quite markedly below its random walk expectation during the over-
night workday break.

Let us next turn to,

H(3) The correlation between variances would be greater when
the stock exchange was shutlforex open, than when both were open,
(less domestic noise).

Because of fewer observations, it is harder to find significant cor-
relations overnight. In thisexercise | am simply comparing the size
of coefficientsin Column 3; the hypothesisisthat the coefficient will
be larger (more positive) during the overnight break period than
intra-day .

The results of this test were generally negative. The correlation
coefficients were just as frequently lower overnight than during the

25 1hid,
26 See Goodhart and Figliuoli (1988).
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intra-day period, and there was no redl pattern as between theearlier
(pre-October 19) and later sub-periods. Generally, over all obser-
vations, and over all overlgpping observations, the correlation between
the contemporaneousvariability of stock exchangesand forex markets
is high, but such correlation may depend somewhat on the outliers
observed in the crash week, October 19-26. If one takesall obser-
vationsin the sub-periods, pre-October 19 to post-October 26, there
remainsome sgnsof significant correlations, but the strength of such
relationships lessens rapidly as further sub-division within periods
is attempted.

Thisis rather a blow to the maintained hypothesis, since thelatter
involved the suggestion that stock exchanges would be comparatively
moresengitive to generd international news, as proxied by movements
in the forex market, when they were shut than when they were open.
| have no explanation for this, but it does, it would appear, tend to
throw doubt on the adequacy of forex market changes as an adequate
proxy for common, international news affecting stock exchanges.
Perhaps the reportedly large amount of officia intervention during
this period could have weakened the link between forex market
movements and the arrival of internationally relevant **news'".

I had, however, expected the correlation between the variances
in the two marketsto decline after October 26, especially during the
overnight break, H(6), because, under conditions of **cross-
infection™, the various stock exchanges would pay more attention
to movements in stock markets elsewhere, and consequently, less
to forex market movements. There was support for this hypothesis
in London, but not in New Y ork or Tokyo; inthelatter, thereverse
occurred.

. Wehavealso dready effectively reviewed both H4) and (5). These
hypotheses are strongly supported in New York, but are not sup-
ported a all in London or in Tokyo.

The conclusionsof this first exercise are thus mixed. What does
seem to emergeis that behavioral reactions in the various separate
stock exchanges were quite different during this (relatively short)
data period. In Tokyo, al the variances increased in the later sub-
period, but the relationship between these variances and their ran-
dom walk expectation remained unchanged, whereas the correl ation
between the variability in the forex markets and in the TSE rose in
thelater period. In London, as elsewhere, variabililty rose generally
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in the latter sub-period, but the correlation between the variability
in the forex markets and in the London Stock Exchange declined;
again, the relationship between the variances and their random walk
expectations remained unchanged during the two sub-periods, but
with a totally different overall pattern from TSE. In New Y ork, by
contrast, the relationship between the variances and their random walk
expectations changed quite sharply in the two sub-periods, but there
was no apparent clear change in the correlations between the forex
market and NY SE variability.

It may besmply that the data period istoo short to alow any worth-
while conclusions to be drawn, but the only apparent lesson from
this first exercise is that there may be quite markedly differing
behavioral reactions and patterns in the different national stock
markets.

In the second exercisel moved on from a study of contemporaneous
variance (where the basic idea is that common **news' may cause
simultaneous movements in both, forex and stock exchange, series)
to a study, using regression analysis, of the reaction of each stock
exchange, when shut, to movementsin both the other stock markets
and in the forex market, in the intervening periods between the prior
market close and the market opening of the stock exchange under
consideration (as dependent variable).

In thisregression, thechangein stock market i, from close, usually
t-16 hours, to open at t, is regressed on-the change in the other two
stock markets from t-16 to t hours, the changein each forex market
(entered one at atime) from t-16 to t, and the change in stock market
i during the previous day, t-24 to t-16. Thus for London, the close-
open price change will be regressed on the remaining price index
change on the NY SE from the time of the London closeto the NY SE
close, the price change in Tokyo from open to close, the change in
the forex market from London close to the time of the London open.
The lagged dependent variable, e.g., the London Stock Exchange
price change during its previous working day, isentered because the
London change will represent information to other stock exchanges
and induce price changesin New York and Tokyo. Thus, in order
to extract signalsabout the information contained in changesin prices
there, London market participants should (theoretically) discount
changes induced by foreign markets reaction to prior London
changes. Thus, despite possible complete consistency with random
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walk price movements, we would expect a (relatively small) negative
coefficient on the lagged dependent variable. Thisisasimpler ver-
sion of the more complex, and theoretically appropriate, equations
which King and Wadhwani have specified and tested.?’

As noted earlier, my hypothesis was that relevant, important in-
ternational **news'* would be reflected in large changes in the forex
market, but that newsthat, say, drove thedollar down, would some-
times be favorable, and sometimes unfavorable, to stock marketsin
each country. Thus| expected to find a rel ationship between absolute
(i.e., without regard to sign) changes in forex exchange rates and
in stock markets. Theequation below was, therefore, .testedfirst with
all variables entered in the form of absolute (i.e., without regard
to sign) changes in the logarithms.

SE;, — SE| _16 = constant + b, intervening change SE, + b,

intervening change SE, t b, (FX, - FX,_,» T b, (SE
SE

ILt—-16 —

1.t—24)

My hypothesis was that b, would be positive and significant, and
that | might then be able to treat either the level of b, and b,, or
at least the changein their values between sub-periods, as an improved
estimate of **contagion® and ** cross-infection".

As can be seen from Table 2, (printed at the end of this article)
this hypothesis/hope was not supported by thedata. This table shows
the absolute change in each stock exchange regressed on its**own**
currency; with the deutsche mark/dollar rate taken as the own rate
for the NY SE. In no case does the own currency prove significant.
The coefficients for the other currencies, when entered in turn, are
shown in Table 2A, which also appears at the end of this article.
Over the whole period they are all positive, but only in one case
(deutsche mark affecting London Stock Exchange) does the coeffi-
cient approach significance. In the two sub-periods, pre-October 19
and post-October 26, al the coefficients remained insignificant, and
there were even a few negative signs, mostly pre-October 19.

27 For a fuller description of how such equations may be derived and specified, see King
and Wadhwani (1988b). My only contribution is to add another variable, the change in the
logarithm of the spot forex, to the basic equation.
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Another feature of the period taken as a whole was that absolute
movements in the TSE appeared to affect the absolute movements
of theexchangesin London and New Y ork, and absolute movements
in the London Stock Exchange seemed to have a significant effect
on volatility in NY SE (omitting the overlap), and on TSE; but the
absolute movementsin N SE appeared to have no significant effect
on volatility in TSE, and a smaller effect on London than Tokyo had.
The impact of the London Stock Exchange on TSE appears to be
caused by outliersin the week of October 19-26, since neither the
absolute movements in NYSE nor in London appeared to affect
volatility in TSE in the two sub-periods, pre-October 19 or post-
October 26. The greater significanceof TSE, than of NY SE, on Lon-
don in the whole period is aso probably due to outliersin the crash
week itself, which may havedistorted the more usud pattern, whereby
volatility in NY SE normally has a greater effect on London, than
does volatility in TSE, as shown in theresultsfor the two sub-periods.

If we examine then the results for the sub-periods, which are less
affected by the extreme observations of October 19-23, but on the
other hand have fewer observations, 29 and 23 respectively, a pat-
tern doesemergethat mirrors some of theearlier resultsfrom Table
1. Absolute movementsin London, as the dependent variable, close-
open, are more closely associated with absol ute movementson other
stock exchanges. Absolute movements on the TSE did not reflect
volatility in either London or NYSE in either sub-period. On the
NY SE, however, thereareSgns of greater responsiveness to voltility
abroad in the second sub-period, than in the first (t valuesfor TSE
rising from 0.72 to 1.42 and for London, from 0.316 to 1.83).

In addition to the regressions based on absolute changes, | also
ran regressions using actual changesin the logarithms of exchange
ratesand of the stock exchanges. (See Tables2 and 2A.) Theseregres-
sionsindicated amuch stronger rolefor exchange rates, with al three
stock exchanges responding positively to an appreciation of thedollar
in thisperiod. (TheBritish pound is measured in units of dollarsper
pound, the opposite to the deutsche mark and yen, soafall represents
dollar appreciation.) In thefull period, al currency coefficientsare
significant, and more than half have t valuesgreater than 3. Again,
the relatively wesk effect of prior changesof the NY SE on the TSE
issurprising, especidly in the post-October 26 period, when one might
have expected a greater sensitivity to develop. The London Stock
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Exchange seems clearly the most open to external influence, both
in the whole period, and, on balance, in the two sub-periods. The
NY SE wasleast affected by external influencesin thefirst pre-October
19 sub-period, but became much more responsive, and more respon-
sive than TSE, after October 19.

I must reiteratethat the significant effect of dollar appreciation on
all three stock exchanges during this period must be regarded as par-
ticular to the conjuncture of the time. The fact that linkages existed
between stock markets, but not with the forex market, when con-
sidering absolute changes, wheress linkages appeared both among
stock exchanges and with the forex market in actual changes, is
interesting, but | am not at al sure what to make of it.

The effect of actual movements in the forex market on the stock
exchanges is rather less marked in the two sub-periods. The signs
of the coefficients continued in all cases to indicate that all stock
exchangesrose when thedollar appreciated (i.e., the pound was|ower;
thedeutsche mark, Swissfranc and yen were higher), but thet values
fell to about 1.5 in most cases, only over 2 with the deutsche mark
in New Y ork pre-October 19. Once again the explanatory power of
these external influences (taken together) is comparatively high for
the London Stock Exchangein both sub-periods, and risesfrom NY SE
quite markedly in the second, as compared with the first, sub-period.
In contrast with the other findings, however, there are rather more
signs in these sub-period regressions of actual stock exchange
index/currency movements abroad having as much effect on TSE
ason other stock exchanges, though the stronger effect appeared to
comefrom NY SE before October 19 and from London after October
26. The comparatively stronger apparent effect (on balance) of the
London exchange, than of NY SE, on TSE remains a curiosum,; it
may well be a spurious consequence of a small data set.

My initial expectation had been that stock exchanges would have
reacted comparatively more to forex movements, as a proxy for
international **news'*, prior to October 19, and more to price changes
in other stock exchanges, (** cross-infection™),after October 26. There
is some dlight support for this hypothesis in the case of the NY SE,
but not for the London exchange nor the TSE where the reaction
to both external influences(forex and other stock exchanges) remained
largely unchanged in the two sub-periods.

This section reports work at an early stage of progress, soall con-



The International Transmission of Asset Price Volatility 103

clusions must be tentative. It appears, however, that the basic
hypothesis that | entertained in undertaking the work, that the
(absolute) change in forex prices might be an adequate proxy for the
intensity of common international **news™ and that such changes
would have a particularly strong effect on changesin stock exchange
priceindices when the stock markets were closed, has not been sup-
ported by the data. This does not, however, also imply that the
statistical exercises run here have cast no further light on the subject
under discussion, the international transmission of asset price
volatility.

Instead, | believe that one can draw some tentative conclusions.
First, stock market,reaction to international developments differ as
between the separate markets. These results suggest that Tokyo is
most immune to international influence and London most open. The
results from the sub-periods in exercises 1 and 2 do not indicate any
significant difference in the openness, ‘or reactions to international
news, of either London or Tokyo as between the two periods. By
contrast, New Y ork appeared, on these tests, relatively immune to
international influence before October 19, but the sub-period results
from both exercises 1 and 2 suggest that the New York Stock
Exchange was jerked into a much more intense concern with, and
appreciation of, internationa factors by the crash'and its aftermath.

A common interpretation of the crash is that it represented an
outstanding example of the pervasive influence of American asset
price changes on the rest of the world. That may be so, and my col-
leagues, King and Wadhwani, are examining even higher frequency
data for the crash week, itself. But once the crash week was past,
afeature of my own results is that the main increase of the strength
of linkage appears to have been in the other direction, from the rest
of the world to asset price changesin New Y ork.
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Appendix
International Comparison of Asset Market Volatility
Dickens. February 1987

Conclugon

Thisstudy of the inter-relationships between asset price volatility
in different countrieshasjust involved some preliminary, and mainly
descriptive, statistical exercises. In particular, we were not successful
in extending the study beyond simple bilateral into multilateral
relationships.

Nevertheless, we believethat we have unearthed some interesting
facts, notably that the cross-country relationship between money
mearket volatilitiesis much lessclosein most cases(an exceptionbeing
the UK with no significant cross-country relationshipin either case)
than between bond market volatilities. There is aso quite a close
relationship between volatilitiesin equity marketsamong U.S., UK
and Germany, but lesswith other countries. The relationship between
volatilitiesin money and bond marketsin individual countriesvaries,
with some countriesshowing strong correlation (U.S., Japan, France),
but others week relationships (Italy, Germany, UK).

Overdl, assuming that asset market eventsin the U.S. exhibit wesk
exogenety relative to asset markets € sawhere—thoughthis hypothesis
was not tested—the main chain of causation appears to have run as
follows: (1) U.S. policy regime changes; (2) changing U.S. short
rate. volatility; (3) changing U.S. long rate volatility; (4) changing
long rate (and exchangerate?) volatility in other countries. The UK,
however, appeared least affected and Germany, the most affected,
by this.

Theempirical resultsdo, however, suggest that thislineof causdity
is considerably weaker than might have been expected, particularly
over the 1979-82 period which saw very strong cyclical increases
in the volatility of both U.S. money and bond market interest rates.

A competing scenario which gains moderate support from the
results, isthat similarity in volatility across countries has been more
aproduct of the coincidenceof similar economic** mentalities™ and
policy regimes than any uni-directional causality. This scenariois
consistent with the evidence found that only maor internationa
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developments such as the 1973-74 oil price shock and related world
recess on have produced Smilar contemporaneousvolatility responses
across al markets and al countries.
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1=VAR SE

All Obs. n=479
1 2 3
4492 1536xE™% 0.281
4 5
34.19  6.16
All Obs: n=255
1 2 3
1339 431 0143
4 5
32.16  2.29
All Obs. n=189
1 2 3
2162 1842  0.237
4 5

85.2 3.26

Table 1

3=Correlation Coefficient

NYSE/DM
(A) Whole Period
Overlapping Hours. n=418  Weekdays, Overnight: n=49

2=VAR Dm 4=Ratio 5=N Test

1 2 3 1 2 3
388.9 6.69 0.124 754.5 43.32 0.443
4 S 4 5
17.19 2.53 57.42 3.10

(B) Pre-Oct 19
Overlapping Hours: n=224 Weekdays, Overnight: n=26

1 2 3 1 2 3
141.4 147 0.148 75.10 16.98 0.248
4 5 4 5
10.38 2.21 22.64 1.27

(C) Post-Oct 26
Overlapping Hours. n=164 Weekdays, Overnight: n=19

1 2 3 1 2 3
71.15 10.91 0.080 732.0 26.66 -0.156
4 5 4 5
152.6 1.02 36.42 —0.68

Weekends: n=12
1 2 3
641.7 75.10 0.32
4 5
117.03 1.1
Weekends: n=5
1 2 3
105.1 9.72 0.04
4 5
92.45 0.1
Weekends: n=6
1 2 3
741.1 80.39 -0.21
4 5
108.47 -0.52
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1=VAR SE

All Obs: n=479
1 2 3
449.2 0.0795 0.281
4 5
17.69 6.15
All Obs: n=255
1 2 3
1339 0.0422 0.086
4 5
31.47 1.37
All Obs: n=189
1 2 3
216.2 0.0917 0.320
4 5
42.4 4.40

Table 1 — Continued
2=VAR Dm 3=Correlation Coefficient
NYSE/Yen

(A) Whole Period
Overlapping Hours: n=418 Weekdays, Overnight: n=49

4 =Ratio

1 2 3 1 2 3
3889  0.0300 0.122 754.5  0.2526  0.452
4 5 4 5
7.72 2.49 335 3.16

(B) Pre-Oct 19
Overlapping Hours: n=224 Weekdays, Overnight: n=26

1 2 3 1 2 3
1414 0.0146  0.120 75.00 0.1534 -0.11
4 5 4 5
10.33 1.80 51.00 —0.54

(C) Post-Oct 26
OverlappingHours: n=164 Weekdays, Overnight: n=19

1 2 3 1 2 3
7155  0.0452  0.045 7320 0.2079 0.3946
4 5 4 5
63.2 0.48 28.42 1.81

5=N Test

Weekends; n=12
1 2 3
641.7 0.2159 0.14
4 5
33.7 0.51
Wesekends. n=5
1 2 3
105.1 0.0730 0.63
4 . 5
69.5 1.4
Weekends; n=6
1 2 3
741.1 0.2894 0.07
4 5
39.1 0.18
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Table 1 — Continued

1=VAR SE 2=VAR Dm  3=Correlation Coefficient = 4=Ratio = 5=N Test
NYSE/Pound
(A) Whole Period
All Obs: n=479 Overlapping Hours: n=418 Weekdays, Overnight: n=49
1 2 3 1 2 3 1 2 3
4492 13.40xE6 0.228 388.9 5.85 0.052 754.5 36.43 0.385
4 5 4 5 4 5
29.82 4.99 15.04 1.07 48.28 2.70
(B) Pre-Oct 19
All Obs n=255 Overlapping Hours: n=224 Weekdays, Overnight: n=26
1 2 3 1 2 3 1 2 3
1339 3.93 0.861 141.4 157 0.074 75.0 1325 -0.101
4 5 4 5 4 5
29.33 0.054 11.07 1.11 176.7  —0.517
(C) Post-Oct 26
All Obs n=189 Overlapping Hours: n=164 Weekdays, Overnight: n=19
1 2 3 1 2 3 1 2 3
216.2 18.17 0.239 715 9.28 -0.000 732.0 35.83 0.009
4 5 4 5 ’ 4 5
84.02 3.28 129.9 —0.00 48.95 0.04

Weekends, n=12
1 2 3
641.7 6.7218 0.28
4 5
104.75 0.97
Wesekends. n=5
1 2 3
105.1 0.42 -0.758
4 5
4.02 -1.7
Weekends n=6
1 2 3
741.4 95.14 -0.16
4 5
128.32 -0.40
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1=VAR SE

All Obs: n=566
1 2 3
177.3 11.60xE6 0.326
4 5
65.44 7.74
All Obs. n=289
1 2 3
9.68 3.84 0.377
4 5
397.0 6.41
All Obs: n=233
1 2 3
88.03 17.20 0.214
4 5

195.5 3.26

Table 1 — Continued

2=VAR Dm 3=Correlation Coefficient

LSE/DM
(A) Whole Period
Overlapping Hours: n=502 Weekdays, Overnight: n=51

4=Ratio 5=N Test

1 2 3 1 2 3
103.1 5.77 0.188 567.2 27.83 0.179
4 5 4 5
55.97 4.21 49.08 1.28

(B) Pre-Oct 19
Overlapping Hours: n=256 Weekdays, Overnight: n=27

1 2 3 1 2 3
5.68 176 0181 3408 1187 0.337
4 5 4 5
309.3  2.90 3484  1.75

(C) Post-Oct 26
Overlapping Hours. n=207 Weekdays, Overnight: n=20

1 2 3 1 2 3
3924 857 0074 16627 4569 —0.231
4 5 4 5
2183  1.06 2748  —1.03

Weekends: n=13
1 2 3
1046.7 72.45 0.50
4 5
69.26 1.81
Weekends: n=6
1 2 3
3.56 15.48 0.203
4 5
4347.6 0.5
Weekends: n=6
1 2 3
773.85 74.80 -0.17
4 5
96.7 -0.43
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1=VAR SE

Overlapping Hours: n=502

Table 1 — Continued

2=VAR Dm

3=Correation Coefficient

LSE/Yen
(A) Whole Period

4=Ratio

5=N Test

Weekdays, Overnight: n=51

All Obs. n=566
1 .2 3 1 2 3 1 2 3
177.3 0.0598 0.2483 103.1 0.0294 0.197 567.2 0.1602 -0.023
4 5 4 5 4 5
33.7 5.91 28.5 4.41 28.2 —-0.165
(B) Pre-Oct 19
All Obs: n=289 Overlapping Hours: n=256  Weekdays, Overnight: n=27
1 2 3 1 2 3 1 2 3
9.68 0.0409  0.349 5.86 0.0157  0.161 3408 0.1419 0.255
4 - 5 4 5 4 5
422.0 5.93 275.4 2.57 416.4 1.32
(C) Post-Oct 26
All Obs: n=233 Overlapping Hours: n=207 Weekdays, Overnight: n=20
1 2 3 1 2 3 1 2 3
88.03 0.0813 0.306