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Foreword 

It has been our purpose in the series of annual symposia sponsored 
by the Federal Reserve Bank of Kansas City to identify issues that 
would emerge within a few years on the nation's major public policy 
agenda. Thus, our first symposium addressed agricultural trade pol- 
icy, another addressed alternative solutions to the coming crunch in 
water availability and use, and just last year we, addressed the process 
of making monetary policy in an environment of deregulated finan- 
cial markets and increased international linkages. 

This year, however, events have almost overtaken us. Industrial 
Change and Public Policy, the subject of our 1983 symposium, seems 
likely to be one of the most important public policy debates of this 
decade. Indeed, that debate has already begun. I cannot think of a 
more timely or challenging subject for this conference. 

Our symposium series has always drawn together on the program 
the most knowledgeable people available on the subject. I'm sure you 
will agree that we have done so again. 

This symposium was organized by Marvin Duncan, vice president 
and economist in our Economic Research Department, with assist- 
ance from Marla Borowski, research associate. 

President 
Federal Reserve Bank of Kansas City 
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1 
Identifying the Effects of Structural Change 

Lawrence R . Klein 

A conceptual point of view 

It would be folly to analyze the economy from a static framework. 
The understanding of change is the essence of proper appreciation of 
what is going on in the economy, whether on a national, subnational, 
or supra-national perspective. But oftentimes economic analysts 
invoke aspects of change as a convenient cover-up for the proper 
understanding that would come with deeper analysis. My own bias 
would be to argue that there is more persistence and less change in the 
basic structure of the economic system than is commonly believed. I 
do not think that we should, when confronted with difficult ques- 
tions, simply throw up our hands and exclaim that things are chang- 
ing too much for the satisfactory application of usual economic rea- 
soning. 

A view of an economic system, which reflects my own biases, is 
that of a large equation system that has its own laws of dynamics. 
Sources of change in this system are from: 

1. changes in values of external (or exogenous) variables 
2. changes in legal rules or institutional practices 
3.  changes in random disturbances 
4. changes in technology 
5. changes in parameters of economic behavior 
Outcomes and performance characteristics surely change, but our 

analytical capabilities will be greatly affected by our assignment of 
sources of change to one of these five items. If the basic parameters in 
(5) remain stable, and if technical progress in (4) takes place 
smoothly, we may be able to go far in economic analysis with time- 
honored methods and systems of thought and without assuming that 
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things have changed so much that quite different approaches and per- 
spectives must be used. 

It is my feeling, as in applied econometrician, that structure 
remains relatively steady through time and that the main changes, 
under (1)-(3), can be isolated, within the concept of a system with 
stable patterns for assigning degrees of importance to particular 
sources of change. 

There is a great deal of evidence that many fundamental economic 
patterns of saving behavior, spending behavior, price formation, and 
others can be formulated in sufficiently general terms to have sur- 
vived upheaval of world wars, political revolutions, and many natu- 
ral disasters. Engel's Law, for example, looks as sound today as it did 
when first discovered more than 100 years ago, and it can be used in a 
system with stable structure for useful economic analysis. All such 
stable relationships are not so general, simple, and elegant as Engel's 
Law, but there is much to rely upon from our inventory of statistical 
economics for the analysis of economic change. 

The Problem 
Some major economic difficulties have led economists to assert 

that structural change has occurred. The macroeconomic events of 
the 1970s are considered to be evidence for structural change, after 
more than two decades of strong growth in a stable environment - a 
period that may well be considered, retrospectively, to have been a 
golden era of advancement. The 1970s were mainly a period of 
stagflation and culminated in a crisis of world proportions in 1982-83 
- the LDC financial crisis. Perhaps we are still in this crisis situa- 
tion, and in trying to find a stable recovery path, we encounter struc- 
tural change. This is a statement of the problem. 

In the period aftkr 1976, we brought down unemployment (the 
"stag" part), only to find prices rising rapidly (the "flation" part). 
Price rises are now checked, considerably, but unemployment is very 
high. In addition, in the process of combatting inflation, interest rates 
were driven so high that heavy debt burdens were placed on develop- 
ing countries that had borrowed large sums for growth programs. 

In the world recession that ensued after the drive against inflation, 
some traditional industries were especially depressed - steel, autos, 
farm equipment, shipbuilding - and new service-oriented sectors 
are areas of expansion. This industrial shift is part of the problem of a 
structural change. 
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Other aspects of the problem of structural change are the persis- 
tence of large public deficits and wide swings in international cur- 
rency values. The change in terms-of-trade between energy-export- 
ing and energy-importing areas of the world is also an important 
aspect of structural change. I would, personally, rate its importance 
very high, but many economists regard it as a change that can be dealt 
with adequately by normal market forces. 

An alternative interpretation of the last 15 to 20 years of economic 
history, which does not rely heavily on the concept of structural 
change, proceeds as follows: The failure to finance the Vietnam War 
generated significant inflationary pressures in the United States. The 
war was so costly in external spending that it also flooded the world 
with dollars. U.S. deficits in the face of German and Japanese sur- 
pluses led to a breakdown of the Bretton Woods system of fixed pari- 
ties, to dollar depreciation, and to further worsening of inflationary 
pressures. Unusual combinations of food and fuel shocks produced 
widespread inflation in the United States and many other industrial 
nations. By adopting orthodox restrictive economic policies to com- 
bat inflationary pressures, large industrial countries generated reces- 
sions and high unemployment. In the beginning of the 1 970s, unem- 
ployment resulted from the food and fuel price rises, but later, in the 
recession of 198 1-83, unemployment was used in true Phillips-curve 
fashion to bring down wage increases and inflation.' 

The unemployment rise was exacerbated in the United States dur- 
ing the second half of the 1970s by a rapid expansion in labor force 
growth, caused by the coming of working age of the baby-boom gen- 
eration and an increasing desire to work on the part of women. In the 
early 1980s, labor force growth has slowed in the United States but 
remains high in Europe, where birth rates were high in the 1960s. 
These labor force developments are significantly affecting present 
unemployment rates and their expected future movements, but they 
are more in the nature of cyclical swings than structural changes. 
These cyclical swings also had impacts on the Phillips curve, tempo- 
rarily obscuring its most simplistic manifestations, but they were not 
structural shifts, merely cyclical aberrations that can be accounted for 
in multivariate extensions of the underlying behavioral pattern. 

1 .  Many economists had prematurely discounted the very existence of the Phillips curve, 
but I believe that it is an exampleof structural stabil~ty that the Phillips curve persisted through a 
great deal of economic turbulence. 
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The run-up in oil prices, which contributed markedly to inflation 
after 1973, also led to the cumulation of extraordinary exchange 
redrves by OPEC natioris, which did not want to bear the risk of 
investing all the funds, and so deposited them in the world's commer- 
cial banking system, where they were then to be invested at the bank- 
ers' risks. They were promptly, perhaps even hastily, loaned, in large 
measure, to a few developing countries, which then proceeded with 
their development programs. Many of these loans were at variable 
rates, and when rates escalated, many of the borrowers could not pay 
interest or cover amortization. The associated recession and weak oil 
prices made the problem unbearable for some borrowers. This expla- 
nation of the present financial crisis is straightforward and does not 
re'ly on appeal to structural change, but it does alter the "initial condi- 
tions" for the recovery process. 

The change in terms of trade between the oil exporting and oil 
importing countries did have another effect on industrial perform- 
ance. It forced many countries, especially the United States, to 
become more energy-efficient, In the process of making this adjust- 
ment - through insulation, down-sizing of cars, improvement of 
motor efficiency, reducing of speed limits, lowering of thermostats 
- the economy slowed and productivity deteriorated. This effort 
seems to have taken a decade or so in the United States. In the pro- 
cess, it slowed the overall economy and lowered productivity 
growth. The main thrust of the adjustment is completed, and the 
present recovery shows signs of bringing about a revival of produc- 
tivity growth. 

Investment, in total or as a fraction of GNP, did not fall during the 
adjustment period but spent its effort to a large extent in dealing with 
energy and environmental issues; therefore, it did not contribute 
much to productivity growth. At the present time, however, fresh 
investment should do more to enhance productivity and less to adapt 
to the energy situation. 

The legal and institutional restraints in the economy have been 
changed in such a way that they are having a noticeable impact on the 
functioning of the economy. Tax laws have undergone three funda- 
mental types of change: 

Capital gains rates have been lowered. 
The overall rate structure is lower. 
Capital accounting for tax purposes has been liberalized. 

These legal changes have consequences for current and prospec- 
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tive performance. The lowering of capital gains rates has stimulated 
venture capital expansion. This augurs well for investment in the new 
technologies. But the lower overall rate structure achieved by the 
successive tax cuts of 198 1, 1982, and 1983 have so eroded the reve- 
nue base of the federal government that it is going to require several 
years of steady expansion to get back to balance. It used to be a prop- 
erty of the tax system that full employment policies consistent with a 
balanced budget could readily be found; now it is extremely difficult 
to find such a policy mix. 

Provisions for accelerated depreciation have created the potential 
for accumulation of large funds by business for capital expansion. 
This is a major factor in counteracting any tendency of large federal 
deficits to crowd out private investment. 

In another sector of the economy, legal change has had a large 
impact on aggregate performance - namely, in the financial sector 
through deregulation. ~ e r e ~ u l a t l o n  so obscured the definition of 
money, the stability of the money demand function, and understand- 

) 
ing of the functioning of money markets that attempts at monetarist 
control caused large fluctuations in conventional monetary aggre- 
gates and interest rates. The large run-up in rates caused damage as 
indicated already. 

This short survey brings us up to date on some of the major issues 
related to the concept of structural and other change that has been tak- 
ing place in the economy. Changes have occurred, and the economy 
of the future is likely to be quite different from that of the past, but I 
believe that most of the major events associated with these changes 
are not truly structural changes; they are changes in input values 
(some exogenous variables), in the legal restraints, and in some 
cyclical factors. 

Projections of some changes 
The consensus forecast for the United States and for the industrial 

democracies, in general, is for slower growth by about 1.0 percent- 
age point, higher unemployment by about 3 percentage points, and 
more inflation by about 3 percentage points than in the decades of the 
1950s and '60s. The reasons for this poorer performance may be 
thought to be a structural change. 

When simulation experiments are performed with the Wharton 
Model of the United States to try to obtain a balanced growth path for 
the 1980s, it is found that attempts to break out of the pattern of 
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slower growth with more inflation tend to generate imbalances in the 
form of internal deficits, external deficits, or inflationary pressures. 
The balanced growth path is one in which equality is found between 
real growth and real interest rates, with the budget deficit gradually 
declining towards zero. This type of incompatibility between bal- 
anced growth and an attempt to reach old targets has been characteris- 
tic of our decade projections ever since 1970. At first, it was simply 
because of an evident physical need for expanded oil imports, with 
little price rise contemplated. After 1973, it was because of a combi- 
nation of price rises and larger import volume of oil. Labor market 
pressures added to the difficulties. These latter changes were per- 
ceived to be a shifting multivariate Phillips curve that was based on 
demographic shifts. 

GDP world total 
OECD 
Developing 
Centrally 

planned 
World trade 
volume 

Inflation OECD 

TABLE 1 
The World Series, History and Forecast 

(percentage change) 
Forecast 

1950-60 1960-70 1970-80 1981 1982 1983 1984 1985 1986 - - - - - - - - - 

TABLE 2 
Ten-Year Average Growth, United States 

(percent per year) 
Forecast 

1951-61 1961-71 1971-81 1981-91 ---- 
GNP 2.7 4.0 3.0 2.6 
Productivity 1.8 2.1 0.6 1 .O 
Employment 0.9 -1.9 2.4 1.6 

Labor force 
Population 

Inflation (GNP deflator) 2.0 3.3 7.4 4.9 
Wage rates (all industries) 4.3 5.9 7.9 6.2 

Real wages 2.3 2.6 0.5 1.3 
Real per capita income 0.9 2.8 1.9 1.6 
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In Table 2 the growth slowdown in the 1980s is clearly discernible. 
To some extent, the decade averages are sensitive to particular start- 
ing and ending points, depending on their cyclical standings; never- 
theless, the high rates of growth during the 1960s stand out as clearly 
dominant over the performance of the 1970s and the forecast for the 
1980s. A partial recovery of productivity, a slowing of labor force 
growth, and downturns in wages and prices are all evident in this 
table of trends. 

The forecast with some more detail, year by year, is summarized in 
Table 3. Here we find the growth rate near 3.0 percent at the end of 
the projection period, with an inflation rate of about 4 percent. The 
long-term interest rate settles down to about 8.0 percent and the 
short-term rate at a figure just above 6.0 percent. This puts the real 
interest rate at about 2 to 4 percent, just about in line with the overall 
growth rate. The after-tax real rate, which might be more relevant, is 
even lower, closer to zero, which is not far from its value some 25 
years ago.2 

Shifts in OPEC pricing, demographic swings, tax changes, and 
banking deregulation are major factors in explaining what happened 
in the 1970s and what is expected for the 1980s. It is also important to 
note that the business cycle downturns contributed significantly to 
the restraint of medium-term averages, especially since recoveries 
were generally weak or mild. The present recovery is expected to be 
milder than the historical average of recoveries, and the projection 
for the rest of the decade contains an estimated cyclical correction at 
about 1986. 

If we probe more deeply into the composition of the Wharton fore- 
cast for the decade of the 1980s, we can find some interesting pat- 
terns. First let us look at the macroeconomic structure of sources and 
uses of funds. An important problem to be considered in this connec- 
tion is whether a normal timing pattern of business cycles can be 
expected to prevail. Will the presence of a very large federal deficit in 
1983 and beyond, crowd out private investment, causing interest 
rates to rise again and'the cyclical recovery to abort? Some cynics 
believe that a new business cycle pattern prevails and that the short 
succession of recessions of 1980-1981 will be repeated. This would, 
indeed, appear to be a structural change, but I believe that the analy- 
sis of such structural shifts in the cycle are ill-founded. 

2. John D. Paulus, "How High are Bond Rates?" Economic Perspectives (New York: 
Morgan Stanley. June 1983). 



- TABLE3 
The Wharton Long-Term Model 

(June 1983 forecast, United States, Selected Indicators) 

1982 1983 1984 1985 1986 1987 1988 1989 - - - - - - - - 
Gross National Product (Cur $) ...... 3058 3292 3634 401 1 4255 4682 5063 5432 

%Change 4.1 7.7 10.4 10.4 6.1 10.0 8.1 7.3 

Gross National Product (72 $) ........ 1476.7 1520.4 1600.4 1671.1 1685.0 1753.2 1808.6 1862.1 
%Change - 1.7 3.0 5.3 4.4 .8 4 1 3.2 3.0 

Gross Nat. Prod. Deflator 
(1972=100.0) ...................... 207.1 216.5 227.1 240.0 252.5 267.1 279.9 291.7 

% Change 5.9 4.6 4.9 5.7 5.2 5.7 4.8 4.2 

Population (Millions) .................. 232.90 235.57 238.21 240.74 243.22 245.62 247.94 250.19 
% Change 1.1 1.1 1.1 1.1 1 .O 1 .O .9 .9 

LaborForce(Millions) ................ 110.25 112.67 114.74 116.85 118.18 119.97 121.54 123.27 
% Change 1.5 2.2 1.8 1.8 1.1 1.5 1.3 1.4 

Part~c~pation rate ...................... 63.8 64 4 64.7 65.2 65.2 65.5 65.7 66.0 
%Change - .1 .9 .6 .7 .O .5 .3 .5 

Employn~ent (Millions). .............. 99.53 101.38 104.47 107.67 108.01 110.58 112.89 114.93 
%Change - .9 1.9 3.0 3.1 .3 2.4 2.1 1.8 

Wage rate per week, all industries ... 358.6 377.7 403.8 436.8 466.0 500.3 530.6 556.4 
%Change 5.9 5.3 6.9 8.2 6.7 7.4 6.1 4.9 

Productivity - all industries ......... 14.836 14.996 15.320 15.520 15.600 15.855 16.020 16.202 
%Change - .9 1.1 2.2 1 3  .5 1.6 1 .O 1.1 

Productivity - all manufacturing .... 17.888 18.656 19.353 20 052 20.268 20.777 21.393 22.043 
% Change .5 4.3 3.7 3.6 1.1 2.5 3.0 3.0 

Realpercapdisp1nc(thou72$) ..... 4.530 4.653 4.744 4.850 4.841 4.939 5.023 5.103 
% Change .O 2.7 2.0 2.2 -.2 2.0 1.7 1.6 



Corporate profits before taxes ........ 174.0 2 12.6 296.0 354.9 300.8 360.0 368.0 390.6 348.3 442.6 488.1 
%Change -25.0 22.2 39.3 19.9 - 15.2 19.7 2.2 6.1 - 10.8 27.1 10.3 

Moody's corporate bond rate, 
avg(%) ............................... 14.94 12.00 10.08 9.89 9.63 9.90 9.59 9.19 8.59 8.14 7.94 

Lrg timedep(negot CD's), avg (%) . 12.27 8.41 8.53 8.91 7.82 8.30 7.44 7.07 5.86 6.53 6.35 
Money supply, M2 basis (current $). 1878.0 2133.0 2331.5 2525.6 2711.3 2953.3 3212.8 3458.6 3640.4 3904.6 4198.4 

%Change 9.4 13.6 9.3 8.3 7.4 8.9 8.8 7.7 5.3 7.3 7.5 s 
Unemploymentrate(%) ............... 9.72 10.01 8.95 7.85 8.60 7.83 7.11 6.77 7.40 6.84 6.63 g, 
Savingsrate(%) ........................ 6.60 7.13 6.20 5.89 5.34 5.23 5.15 5.14 5.41 5.11 5.14 $ 
Surplusordeficit, Federal(cur$) .... - 149.3 - 192.0 - 171.5 - 147.6 - 159.1 - 126.0 - 100.7 -99.0 - 130.7 -92.2 -74.0 - 
Surplusordef,state&loc(cur$) .... 32.4 50.2 60.3 71.2 66.3 73.6 .74.1 80.6 73.7 83.6 75.1 % 
Cornpen. to employees to $ nat.income ........................... 76.2 75.0 73.8 73.7 74.6 74.5 74.7 74.4 75.4 74.8 74.9 5 
Profits to national income ............. 6.6 8.5 10.9 11.9 10.2 10.7 10.2 10.2 8.9 9.9 10.0 3 

$ 
TABLE 4 P 

B 
Sources and Uses of Gross Saving D 

1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 2 ----------- 
Gross saving ............................ 414.6 458.4 537.5 623.0 612.6 727.3 808.3 882.0 875.6 1006.9 1093.2 

Gross private saving ................... 531.5 600.2 648.7 699.4 705.4 779.8 834.9 900.5 932.6 1015.5 1092.0 
Personal saving ........................ 143.2 167.1 157.1 162.8 156.8 166.6 175.6 186.4 205.9 207.1 221.5 
Undistributedcorporateprofits ..... 36.6 63.0 100.6 119.6 83.6 106.0 108.3 118.6 88.5 123.9 134.5 
Capital consumption allowances.. .. 35 1 .7 370.2 391.0 417.0 465.0 507.2 551.0 595.5 638.2 684.5 736.0 

Governmentsurplusordeficit ........ -116.9 -141.9 -111.2 -76.4 -92.7 -52.4 -26.6 -18.4 -57.0 -8.6 1.1 
Federal ................................. - 149.3 - 192.0 - 171.5 - 147.6 -159.1 - 126.0 - 100.7 -99.0 - 130.7 -92.2 -74.0 
Stateandlocal ......................... 32.4 50.2 60.3 71.2 66.3 73.6 74.1 80.6 73.7 83.6 75.1 

Grossinvestment ....................... 416.3 458.4 537.5 623.0 612.7 727.3 808.3 882.1 875.6 1006.9 1093.2 
Gross private domestic 

investment ............................ 420.6 472.3 561.8 640.7 620.5 740.5 823.2 903.6 865.5 101 1.8 1099.5 
Net foreign investment ............... -4.3 -13.9 -24.3 -17.8 -7.8 -13.1 -14.9 -21.5 10.1 -4.9 -6.3 

Less: statistical discrepancy ......... 1.6 .O .O .O .O .O .O .O .O .O .O 
r, 
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A main reason that the Wharton forecast shows a normal cyclical 
recovery, as far as timing is concerned, is that adequate sources of 
funds are expected to be available to finance the joint requirements of 
deficit spending and private investment without excessive upward 
pressure on interest rates. The sources and uses table shows how cor- 
porate retained earnings increase by large amounts in those periods 
when there is more concern about the size of the federal deficit, 1983- 
1985. The business cycle recovery of 1983 would, under ordinary 
circumstances, support large profit gains because of the greater 
amplitude of profits relative to wages over the course of the cycle. In 
addition, the present cyclical phase is associated with an unusual 
amount of wage moderation, brought about by the high unemploy- 
ment rate. Right after the profit surge, there is an increase in capital 
consumption allowances, phased in beautifully to supply funds when 
retained profits are expected to recede. The surge of capital consump- 
tion allowances occurs at the right time because of the accelerated 
depreciation allowances that were approved in 198 1, applied to an 
expansion in fixed capital during the business cycle recovery. 

These developments in corporate funding are aided in the overall 
approach to avoiding crowding out by the fact that the Wharton fore- 
cast is considerably more bullish, and slightly more inflationary than 
official forecasts on which official deficit figures are based. Our esti- 
mates show a cresting of the deficit near $200 billion and then a grad- 
ual fall below official numbers, except in the periods of cyclical 
slowdown in 1986 and 1990. For many months it has been a case of 
the federal government's forecasts being raised to be more in line 
with actual developments, but steadily lagging and creating undue 
budgetary fears. 

By reversing fiscal and monetary policies, the budget could be 
reduced and the level of unemployment cut to about 6 percent by 
1986, but the calculated deficit would not reach balance before the 
end of the decade. In any event, a structural change in fiscal parame- 
ters would be needed, together with a more expansive monetary pol- 
icy. 

The preceding analysis deals with macroeconomic issues. Next, 
let us look at sectoral composition of the projected expansion for the 
decade. This involves an analysis of industrial structure generated by 
the input-output module of the Wharton model. Growth rates of out- 
put, employment, and labor productivity are presented in historical 
perspective and in extrapolation. 
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Some highlights of the industrial structure are that manufacturing 
grew faster than the economy-wide average in the 1960s and is now 
expected to conform more to the average pattern. Communications 
and finance insurance and real estate (FIRE) were also relatively high 
growth sectors, historically, and are expected to be so in the future. 
Among services, medical services are projected at a comparatively 
high growth rate. It would have been unwise to have rated the coal 
sector's performance on the basis of its relative decline in the 1950s, 
for it is now rebounding at a rate above average. 

Government, as measured by value-added, was not a relatively 
fast-growing sector, contrary to much popular opinion. In employ- 
ment, the fast-growing part was in state and local governments, not 
the federal government. For the future, however, government growth 
is restrained in the forecast. 

In the 1960s, lumber (for housing), steel, aluminum, electrical 
machinery, and automobiles expanded rapidly. In this group of dura- 
bles, metals should recede relatively, while the others hold their own 
or gain in industry as a whole. In the nondurables group, rubber (for 
cars), textiles (synthetics), and chemicals all expanded rapidly dur- 
ing the 1960s. They are expected to slow down for the forecast peri- 
od, but rubber may hold its relative position. 

Except for coal mining, there should be a drop in growth rates 
below the average, for the future, and agriculture is also kept on a 
fairly slow path. The latter is probably deliberate, in order to main- 
tain farm prices and incomes. 

While manufacturing output should meet average growth perform- 
ance of the whole economy, the same is not true for jobs. Conse- 
quently, there should be a rise in labor productivity in manufacturing, 
a good sign for inflation restraint, but it will require shifts in the work 
force through retraining, attrition, and natural attraction of the new 
growth sectors. 

As far as productivity is concerned, we can expect to see both a 
cyclical and a secular gain. Agriculture, manufacturing, and com- 
munications look like sectors of improvement in work efficiency. 
Commercial services and government are not leaders in this projec- 
tion. Productivity, on average, should improve, but much more 
could be expected, and this is the point at which economic policy 
should become more specific, more structural, and more finely tar- 
geted to achieve results in certain industry groups and certain demo- 
graphic groups. 



12 Lawrence R . Klein 

TABLE 5 
Real Value-Added Output 

(percentage change. 1972 dollars) 

1951 1961 
1961 1971 .. 

.......................... All industries 2.7 4.0 

Statistical discrepancy ................ 2.2 2.6 
Sum of real outputs ................... 2.7 4.0 

Agric . forestry and fisheries ........ 1.1 1.2 

................................. Mining 1.1 3.1 
........................ Metal mining 2.4 1.6 

.......................... Coal mining - 3.5 2.6 
Crude petroleum and natural gas .. 2.3 3.4 
Mining of nonmetallic minerals ... 3.3 3.4 

Manufacturing ........................ 1.7 4.5 
....................... Durable goods 1.0 4.6 

Nondurable goods .................. 2.6 4.3 

Transportation ........................ ..I 3.5 

Communications ...................... 6.2 8.0 

Synfuels ............................... 
Utilities. private ...................... 6.9 5.9 
Electric ............................... 6.4 
Natural gas ........................... 4.7 
Sanitary ............................... 7.1 

Public & private electric ........... 6.2 

Commercial and other ............... 
Commercial .......................... 

............. Contract construction 
........................ Residential 

Nonresidential .................... 
Other ............................... 

Finance. insurance. & real estate 
Services ............................. 

Nonmedical ....................... 
............................ Medical 
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........ Wholesale and retail trade 
........................ Rest of world 

........................... Government 
................ General government 

.................. Federal enterprises 
......... Other federal enterprises 
......... State and local enterprises 

............ Other S&L enterprises 
.................... Dummy industries 

..... Imports of goods and services 
... Inventory valuation adjustment 

Manufacturing .................... 
......................... Durable goods 

............................... Lumber 
............................. Furniture 

............... Stone. clay and glass 
.............................. Cement 

Stone. clay. & gl . excl . cement . 
...................... Primary metals 

....................... Iron and steel 
.......................... Aluminum 

.............. . Other nonfer metals 
......... Fabricated metal products 

........... Nonelectrical machinery 
................ Electrical machinery 

....................... Motor vehicles 
Nonauto . trans . eq., & misc . 

..................... manufacturing 
.............. . Nonauto trans equip 

............................ Aircraft 
................ . Other trans equip 

.......................... Instruments 
... Miscellaneous manufacturing 

.................... Nondurable goods 

................. Food and beverages 
.............................. Tobacco 

............................... Textiles 
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............................... Apparel 1.1 2.7 
.................................. Paper 2.2 4.3 

............ Printing and publishing 3.1 3.4 
............................ Chemicals 5.6 6.9 

Organic and inorganic ............ 6.0 
Other ................................ 7.4 

............................ Petroleum 3.6 3.9 
................................ Rubber 2.2 7.0 

Leather ............................... - . 7 . 3 

Transportation ........................ . . 1 3.5 

. . . . . .  . Local and highway passenger 5.1 2.8 
... Motor freight and warehousing 5.0 5.5 

Railroads ............................. - 2.0 . 6 
................................. Water - 2.6 1.2 

Air ..................................... 10.5 11.2 
............................... Pipeline 4.4 6.6 

............ Transportation services - 1.5 1.0 

TABLE 5A 
Employment 

(Millions. percentage change) 

All industries ................................... . 93 1.90 

Farm ............................................ 
Mining ......................................... 
Manufacturing ................................ 
Durable goods ................................ 

....................................... Lumber 
Furniture ..................................... 
Stone. clay and glass ....................... 
Primary metals .............................. 
Fabricated metal products ................. 
Nonelectrical machinery ................... 
Electrical machinery ........................ 
Motor vehicles .............................. 
Nonauto trans . equip . & 

mlsc . manu ................................. 
Miscellaneous manufacturing ........... 

...................... . Nonauto trans equip 
.................................. Instruments 

............................ Nondurable goods 
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Food and beverages ......................... 
...................................... Tobacco 

Textiles ....................................... 
Apparel ....................................... 
Paper .......................................... 

.................... Printing and publishing 
.................................... Chemicals 

Petroleum .................................... 
Rubber ........................................ 
Leather ....................................... 

......................... Regulated industries 
Transportation ............................... 
Utilities ....................................... 

............................ Communications 

Synfuels ......................................... 

....................... Commercial and other 
.................................. Commercial 

..................... Contract construction 
............... Finance. insur., real estate 

Services ..................................... 
................ Wholesale and retail trade 

........... Self-employed workers. nonag 
............ Unpaid family workers. nonag 

Conceptual diff.. hf vs . estab ............. - 

Government ................................... 3.009 
Federal ......................................... 100 
State and local ............................... 4.447 

TABLE 5B 
Real Output Per Person 

(Thou 1972 dollarslperson. % change) 

1951 1961 1971 1981 
1961 1971 1981 1991 .... 

All Industries ............................... 1.8 2.1 . 6 1.0 

Farm ....................................... 3.8 5.6 2.0 2.3 

Mining ..................................... 4.5 4.1 -4.2 . 3 

............................ Manufacturing 1.7 3.1 2.2 2.6 

............................ Durable goods 1.0 3.0 1.9 2.6 

Lumber .................................. 3.4 5.4 2.9 2.8 
................................. Furniture 1.0 1.2 3.4 2.2 

................... Stone, clay and glass 1.8 1.9 1.6 2.8 



Primary metals .......................... 
Fabricated metal products ............. 
Nonelectrical machinery .............. 
Electrical machinery ................... 

.......................... Motor vehicles 
Nonauto trans . equip . & misc . manu . 
Instruments .............................. 

Nondurable goods ....................... 

Food and beverage ..................... 
.................................. Tobacco 
.................................. Textiles 
.................................. Apparel 

Paper ..................................... 
Printing and publishing ................ 

............................... Chemicals 
Petroleum ................................ 

................................... Rubber 
Leather ................................... 

Regulated industries ..................... 

Transportation .......................... 

Communications ....................... 
.................................. Utilities 

Commercial and other ................... 
Contract construction .................. 
Finance. insurance & real estate ...... 

.................................. Services 
Wholesale and retail trade ............. 

.............................. Government 
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-2.5 1.8 . 2 2.7 
1.8 1.6 1.5 2.3 
. 3 2.0 2.0 2.5 

2.7 5.2 3.6 1.9 
2.1 4.8 2.3 3.6 
2.9 2.7 . 9 2.9 
2.2 3.6 2.0 2.6 

2.7 3.3 2.6 2.5 

2.8 3.2 3.2 2.7 
3.2 3.2 2.4 2.0 
4.0 6.3 3.1 2.6 
1.0 1.6 4.1 3.0 
. 5 3.0 2.4 2.7 

1.3 1.7 . 8 2.0 
3.9 4.8 3.1 2.3 
5.1 4.3 - .9 1.9 
1.0 2.4 1.1 2.5 
- . 1 2.2 2.3 3.0 

3.4 3.8 2.3 3.2 

1.6 2.4 . 7 1.9 

5.2 4.6 5.4 4.9 

5.9 4.9 . 3 1.0 

1.7 1.6 . 2 . 1 
2.8 - .4 -2.3 - .2  
1.6 . 8 . 6 . 6 
. 4 - . 4 - . 3 - . 6 

1.5 1.4 . 1 . 5 

- . 8 - . 5 -.7 . 4 
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From this analysis it can be seen that there have been structural 
changes in the industrial composition of output and employment in 
the American economy and that additional changes of a similar sort 
are projected for the coming decade, but it is important to note that 
these changes are generated from a statistical model in which para- 
metric structural change is largely absent. There are many changes in 
exogenous variables and legal restraints. These, when combined 
with the dynamics of a system with stable parametric structure, are 
capable of generating an economy in which industrial composition 
undergoes a great change - great enough to induce people to invest 
their funds or supply their services quite differently than in the past. 

The input-output configuration of the total model has stable 
parameters but not fixed ratios of inputs to outputs. These ratios vary 
accordingly as relative prices vary. High energy prices, changing 
prices of other basic materials, and wages guided by productivity 
growth single out certain sectors that are favorably situated for the 
coming decade within the context of the Wharton model. While the 
model is stable, as a mathematical-statistical system, it produces a 
picture of an economy in transition. The transition of the 1970s, to 
more efficient use of energy, is emerging in the 1980s into an econ- 
omy that favors certain service and high technology sectors - com- 
munications, health care, machinery, and some chemicals. 

Some international dimensions 

The composition of production has been and is undergoing change 
throughout the world on much the same basis as is taking place in the 
United States. The service sectors, high technology sectors, and 
energy sectors are receiving worldwide attention. These changes 
have major implications for the developing countries and also for the 
centrally planned countries, some of which are in a stage of pre- or 
early industrial development. The figures for world growth in Table 1 
show some significant changes in store for the international composi- 
tion of production. 

Almost all sectors of the world economy are in a slow-down pat- 
tern in this transitional era. Not only are the industrial countries 
expected to grow more slowly than in the past, but the same is true of 
the other main aggregates, the developing and the centrally planned 
economies. These aggregates mask underlying variances, and there 
are exceptional cases, but for the most part, the whole world econ- 
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omy is slowing down. Moreover, there is a changed international 
composition of growth in prospect, in the form of relatively slower 
growth for the developing countries and very average growth for the 
socialist countries. The former will probably grow more slowly than 
the world average, while the latter will probably grow at about the 
world average. If the Peoples Republic of China were to be excluded 
from the calculation of the total for the centrally planned economies, 
we would find below-average growth performance. This is a very dif- 
ferent experience for countries that formerly dominated the average 
growth statistics. 

Consider the problem of the developing countries. They aspire to 
strong economic performance in order to deliver improving living 
conditions to their citizens, but they are now restrained by debt bur- 
dens and poor export markets. Those that are primarily producers of 
basic materials have fared poorly since 1973, except for the oil 
exporters, and even some of the major oil producers are in economic 
trouble for the duration of this projection. With modest growth being 
forecast for the industrial countries, it is unlikely that developing 
countries that are primary producers of materials can expect to have 
export markets large enough to finance the capital imports that are 
essential for growth improvement. Among the developing countries, 
however, are a group known as the "newly industrialized countries" 
(NIC's). Many of these countries are already gearing up for a thrust in 
rnicroprocessing, health care delivery system, bio-engineering, and 
some new agricultural products. They may purchase or license some 
parts of the technology from major industrial countries, but many are 
well situated for making their own way in some niches for 
these growing industries. 

The NIC's have a good chance to grow on a relatively fast track, 
and some in the Pacific Basin are already doing so, in both the new 
lines of activity and in more traditional lines such as textiles, apparel, 
conventional electronics, and plastics. But in order to be competitive 
in the future and to grow, they will have to try to develop the new 
technologies. Given their well-educated population, their dedication 
to productivity, and work ethic, there are good prospects for pro- 
gress. In some respects, they are lined up more evenly in the competi- 
tive effort to gain a foothold in the new sectors than they were in the 
1960s and 1970s, when they had to develop the traditional lines in 
which Japan and other industrial nations were beginning to mature. 
Now they have a better chance to compete in the world as a whole and 
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also to participate in the potential expansion of South-South trade, 
not to mention their home markets. The extent to which developing 
countries as a group can trade more among themselves, they will 
increase trade in raw materials and spread some of the grain from the 
NIC's to the primary producing nations too. 





Commentary 

Jeffrey Sachs 

Professor Klein has written a thoroughly appealing paper to start 
off our discussion. The paper is lucid and to the point. In a few pages, 
Klein summarizes a rich view of the stagflation process and gives us a 
forecast of the next decade based on that view. Klein's views are par- 
ticularly cogent when compared to the welter of interpretations that 
are now coming forward to explain our economic malaise. If Klein's 
views may be termed eclectic Keynesianism, the major competitor in 
the public debate might be called "Pogoism," for holding, like the 
cartoon character, that "we have met the enemy and they is us." 
Milton Friedman, Martin Feldstein, Robert Lucas and President 
Reagan all view our economic failings as the result of our own eco- 
nomic policies, rather than of the external shocks and exogenous 
demographic changes that Klein emphasizes. A third, and more per- 
nicious, view holds that our malaise results from the unfair practices 
of other countries, particularly Japan. Paul Krugman will make some 
level-headed remarks about this view in a later paper. 

I agree with Klein's assessment that external shocks, demograph- 
ics, and plain bad luck have had more to do with the stagflation expe- 
rience than have over-expansionary Keynesian policies, to which the 
Pogoists point. But since Klein pretty much sticks to his own position 
without comparing it to other views, we don't really get a good feel- 
ing for the evidence one way or the other. In my comments, I will 
draw on some cross-country data that supports, in broad outline, the 
position in Klein's paper. Using that evidence, I'll also try to move 
one step further, to suggest an area where government support of 
structural change might contribute to enhanced macroeconomic sta- 
bility. 

Since Klein's views are so aptly summarized, I can skip airectly to 
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the competing views of stagflation. In the influential interpretations 
of Feldstein and Friedman, mistakes in demand management alone 
account for much of the stagflation in the 1970s. In their view, poli- 
cymakers pursued expansionary policies out of the mistaken belief in 
a downward sloping long-run Phillips curve. Higher inflation rather 
than reduced unemployment resulted. Because of institutional rigidi- 
ties, such as unindexed tax systems, and because of uncertainties sur- 
rounding relative prices in a highly inflationary environment, the 
argument goes, higher inflation actually reduced potential output 
growth and led to secular stagnation. In this interpretation, reduced 
inflation would lead to a higher growth, so that a stable low rate of 
money growth is seen as a major long-run stimulative measure. 

Both Friedman and Feldstein recognize explicitly that the simulta- 
neous increase in inflation and unemployment might result from 
independent third factors, e.g., the oil shocks as Klein suggests, but 
both play down that possibility. Feldstein could have had Klein's 
paper in hand when he wrote: 

In trying to identify more basic causes of inflation, it has been 
common for nonmonetarists to emphasize the series of particu- 
lar events that were associated with spurts of inflation during 
the past two decades. There is no doubt that if these events had 
not occurred or had occurred differently, the path of inflation 
would also have evolved in a different way. Nevertheless, it 
would be wrong to put too much emphasis on these specific 
events. It was not events but ideas that propelled the increasing 
rate of inflation. The upward drift of the inflation rate was the 
result of a fundamental set of beliefs about the economy and 
about macroeconomic policy that were shared by economists 
and policy officials during the past two decades. (Feldstein, 
1982) 

, 

Lucas added luster to this view by showing how alleged instability 
in the equations of large macroeconomic models could be explained 
by the private sector's reactions to the "misguided" macroeconomic 
policies. His models also contained the comforting thought, explic- 
itly argued by Sargent (1982), that a policy of disinflation could be 
virtually costless, as long as it was convincingly applied and widely 
advertised. According to Lucas and Sargent, cost calculations based 
on historical experience were next to useless because of the likeli- 
hood of instability in wage and price behavior in response to policy 
shifts. 
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Some evidence 

There is now a wide array of evidence in support of Klein's eclectic 
approach, and against the Friedman-Feldstein-Lucas critique. The 
recent U.S. data directly belies the more radical assumptions of the 
Lucas-Sargent rational expectations models. Not only has the disin- 
flation been costly, but the costs have turned out to be almost exactly 
what a mainstream Phillips-curve approach would have predicted! 
Wage-price dynamics display great stability in recent years. ' 

Other aspects of the critique are also hard to maintain in the U.S. 
data. As Bosworth's paper will demonstrate, the interactions of infla- 
tion and unindexed taxes do not explain much if any of the growth 
slowdown in the U.S.; and indeed, that hypothesis raises more ques- 
tions than it answers. For example, pre-tax rates of return to capital 
have declined, not risen, as the capital shortage hypothesis would 
hold. Also, Stanley Fischer has largely debunked Milton Friedman's 
assertion that high inflation has led to greater variability of prices 
and, thereby, to reduced growth. Fischer shows that the correlation 
of inflation and price variability is mostly spurious, since the oil 
shocks of 1974 and 1979 account for almost all of the increased price 
variability in U.S. data, and for much of the rise in inflation in the 
1970s. Once the oil price shocks are included in a regression of GNP 
on price variability, the latter term loses its explanatory power. 

In international data, Klein's position is similarly vindicated. The 
Friedman-Feldstein view suggests that inflation control is the key to 
avoiding stagnation, but the international experience refutes this 
claim. All 24 countries in the OECD experienced a slowdown in real 
GNP growth after 1973, and the magnitude of that slowdown is not 
clearly related to any acceleration in inflation. Switzerland, for 
example, experienced a huge slowdown in growth with no rise in 
average inflation after 1973. As a simple check of the inflation-stag- 
nation hypothesis, I have compared, for all OECD countries, the rise 
in inflation after 1973 with the slowdown in growth after 1973, find- 

1 .  Gordon (1983) estimates a quarterly Phillips curve equation by regressing current infla- 
tion on a distributed lag of past inflation, a demographically weighted unemployment rate, and 
supply variables (e.g.,  food and oil pnces). The equation IS estimated through the end of 1980. 
He finds the following out-of-sample behavior: 

Actual inflation 
Predicted inflation 
Equation error 

Four quarters 
of 1981 

8.5 
7 .5  
1 .o 

Four quarters 
of 1982 

4.9 
5.1 

- 0.2 
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ing that high-inflation countries did no worse than low-inflation 
countries in growth perf~rmance.~ 

FIGURE 1. Slowdown in GNP growth. 
Larger than Less than 
Med~an Median 

Larger than 
Med~an 

Rise in 
Inflation 

Less than 
Median 

In fact, controlling for country characteristics, I have found a clear 
Phillips curve in the data: slower growth on a cross-country basis was 
necessary to achieve a larger slowdown in inflation. 

Finally, there is little support for the view that variability in money 
growth has been particularly harmful. In a recent study, Milton 
Friedman (1983) has presented the following standard deviations of 
quarterly money growth for 1973-1980 (M1 , at annual rates): 

Canada 
France 
Germany 
Italy 
Japan 
Switzerland 
United Kingdom 
United States (Ml/A) 

There is no obvious ranking between macroeconomic success and 
variability of money growth. The U.S. stands as the outstanding case 
of monetary stability by Friedman's measure, but a mediocre per- 
former on most macroeconomic measures. In the low-inflation coun- 
tries of Germany, Japan, and Switzerland, the monetary authorities 
understand that price stability may require accommodation of money 
demand shocks rather than a simplistic adherence to a money growth 
rule. 

2. The rise in inflation is measured as the average annua1,growth of the consumer price 
index during 1973-1981 (b3-8,) ,  minus the rate for 1960-73 (P60-73). The GNP slowdown is 
measured as Y6060-73 - Y73-8 1, where Y is real GNP. 
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Implications of the cross-country experience 

Though I endorse Klein's basic position that common worldwide 
shocks were decisive for the 1970s, I do not endorse his analysis at 
every point. His view, for instance, that the energy shocks explain 
the bulk of the productivity slowdown has found little support in for- 
mal econometric analysis. 

Perhaps more important, his diagnosis of stagflation suggests little 
in the way of treatment. While he correctly counsels prudence in 
macroeconomic management, and offers some hope that inflation 
expectations and demographic changes are now moving in our favor, 
he offers few structural remedies for the continuing global slump. It 
is in this area that the cross-country experience offers particular guid- 
ance. 

At a fundamental level, successful macroeconomic performance 
in the past decade has required a social consensus on sharing the bur- 
dens of slower growth and higher real import costs. In countries with 
a tradition of consensual wage bargaining and low strike activity, 
such as Austria, Norway, and Sweden, the social consensus has been 
most easily achieved and stagflation has been modest, if present at 
all. In economies with fractious labor markets, such as Australia, 
France, Italy, and the U.K., the absence of consensus has led to par- 
ticularly virulent stagflation. Using objective indicators of wage-bar- 
gaining relations, I have shown in a recent study (Sachs, 1983) that 
consensual systems (often called "corporatist" systems) outper- 
formed the others on key macroeconomic variables. Figure 2 is 
reproduced from that study. Macroeconomic deterioration is mea- 
sured as the post-'73 rise in inflation plus the post-'73 slowdown in 
growth (the sum is called the change in the "misery index," AMI).) 
We can see in the figure a clear link between low corporatism and 
high "misery" on a cross-national b a s k 4  

4. There is a second structural characteristic of great importance, on which the U.S. ranks 
very high. Countries like the U.S., with low indexation and long-term wage agreements, were 
able to achieve necessary real-wage moderation more easily than others. Using objective indi- 
cators of contract length and indexation, I have created an index of "nominal wage rigidity" 
(NWR). Both the corporatism and NWR indices are important in explaining AMI: 

AM1 = 6.43 + 0.93 NWR - 1.53 CORPORATISM R~ = 0.64 
(4.83) (2.97) (4.99) 
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Policies to encourage a national consensus on distributional norms 
might therefore offer a structural change of immense importance. 
The German ''concerted action" policies, or Austrian tripartite bar- 
gaining, seem like promising models on which to build a sounder 
macroeconomic structure. I hope that we turn to these possibilities 
for positive structural change later in our discussion. 

FIGURE 2 

M173-80 -M165-73 A MI = 9.75 - 1.39 CORPORATISM 
(10.94) (3.74) 

*Italy K2 = 0.45 

12 *United Kingdom 

*New Zealand 
*Australia 

*Japan 
*Finland 

*Belgium *Denmark @*Sweden 
*United States 

4 *Austria, Netherlands \ 

I Corporatism index 

Source: Sachs (1983), p. 17 
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Changes in U.S. Industrial Structure: 

The Role of Global Forces, Secular 
Trends and Transitory Cycles 

Robert Z .  Lawrence 

Introduction 

For the first time in postwar history, employment in U.S. manu- 
facturing has fallen for three consecutive years. The 10.4 percent 
decline in the number of workers in U.S . manufacturing from 1979 to 
1982 is the largest since the wartime economy was demobilized 
between 1943 and 1946. The current slump is also unusual because 
international trade has made an important contribution: normally the 
volume of manufactured goods imports falls steeply in a recession - 
yet from 1980 to 1982, it rose by 8.3 percent; normally U.S. manu- 
factured exports reflect growth in export markets abroad - yet 
despite a 5.3 percent rise in these markets from 1980 to 1982, the vol- 
ume of U. S . manufactured exports dropped 17.5 percent. 

Are these developments the predictable consequences of three 
years of demand restraint and a strong dollar, or do they result from 
deep-rooted structural changes? 

There are widely held views that the recession has simply drama- 
tized a secular decline in the U.S. industrial base. One of these views 
blames U. S . producers for the trend. Americans fail to produce qual- 
ity goods because managers are myopic and care only about short- 
term profits, workers lack discipline and are shackled by work rules, 
and labor and management look on one another as adversaries. Oth- 
ers blame the U.S. government. On the one hand are those who fault 
it for excessive interference - for restrictive regulatory practices 

This paper draws upon research undertaken for a forthcoming book to be published by the 
Brookings Institution entitled Can America Compete? and upon a paper, "Is Trade Deindus- 
trializing America? A Medium Term Perspective," Brookings Papers on Economic Activity, 
1:1983. 1 am grateful to Kenneth D. Boese, Paula R. DeMasi, and Alice Keck for research 
assistance and to Lorna Moms and Anita G. Whitlock for text processing. 
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which have raised production costs, for faulty tax rules which have 
discouraged investment, savings, and innovation, and for trade pro- 
tection, which has slowed adjustment to international competition. 
On the other hand are those who blame government neglect. The 
U.S. has failed to plan and coordinate its industrial evolution. It 
ought to have policies to promote industries with potential and to 
assist those in decline. Finally, there is also the more fatalistic view 
of the decline in U.S.  manufacturing as the inevitable result of the 
rapid international diffusion of U. S . technology. 

While some argue that particular U. S . deficiencies have become 
worse over time, others point to changes in the environment which 
have made U.S.  structural flaws increasingly costly. As long as com- 
petition was primarily domestic, U. S.  weaknesses were obscured. 
As global trade expanded, however, U.S. firms were forced to meet 
foreign competitors staffed with superior workforces and managers 
and backed by superior government policies. 

Even before the recession and the recent decline in the U.S. manu- 
factured goods trade balance, the erosion of the U .S .  international 
competitiveness had become a national obsession. As an award-win- 
ning article in Business Week observed in 1980, "U.S. industry's 
loss of competitiveness has been nothing short of an economic disas- 
ter. " 

The perceived effect of international competition has now grown 
to the point that it is frequently cited as the major source of structural 
change in the U. S.  economy and the primary reason for the declining 
share of manufacturing in U.S. employment. This shift of U. S. pro- 
duction away from manufacturing is viewed with some alarm, both 
because manufacturing activity is considered intrinsically desirable 
and because of the adjustment costs associated with the shift. In addi- 
tion, some argue that this decline in comparative advantage does not 
result from an inevitable process of technological diffusion or from 
changes in factors of production, but rather from the industrial and 
trade policies adopted by other nations. Without similar policies, 
some contend that the United States will eventually become an econ- 
omy specialized in farm products and services - "a nation of ham- 
burger stands. " 

Yet, while the role of the deficiencies in U.S.  policies and prac- 
tices in retarding U.S.  productivity growth over the past decade 
remains unresolved, the links between these deficiencies, U. S . trade 
performance and shifts in our economic structure have not been con- 



Changes in U .S .  Industrial Structure 31 

vincingly demonstrated. 
There are several implicit assumptions in the current discussion 

about U.S. industrial performance that I will show to be inappro- 
priate. First, the policy discussion often presumes that rapid produc- 
tivity growth will increase the share of resources devoted to an activ- 
ity, that ''higher productivity will create jobs. " It assumes implicitly 
the existence of elastic demand. As the experience of U.S . agricul- 
ture has demonstrated, however, rapid productivity growth in the 
face of limited markets may have the opposite effect. Indeed, as I will 
indicate, the declining employment in Japanese manufacturing in the 
1970s and the contrasting rise in U.S. employment suggests manu- 
facturing productivity and employment were negatively associated. 

Second, the discussion presumes that a decline in international 
technological lead in a particular area will reduce the resources 
devoted to that activity. It assumes implicitly that an erosion in abso- 
lute advantage will lead to an erosion in comparative advantage. Yet, 
as I will show below, even though foreign productive capacities are 
converging to those of the United States, the U.S. comparative 
advantage in high technology products has actually increased. 

Third, the discussion presumes implicitly that the trade balance 
can decline indefinitely. It ignores the automatic adjustment mecha- 
nisms that tend to keep the trade balance in goods and services within 
fairly narrow bounds. An increase in imports eventually leads to an 
increase in exports. When global demand shifts away from U.S. 
products, it creates an excess supply of American goods and an 
excess demand for foreign goods. Since the relative price of U. S. 
goods may have to fall to restore the trade balance, this will increase 
the resources developed to export production, for a decline in the 
terms of trade entails providing more exports for any given volume of 
imports. Indeed, as I will argue below, the decline in U.S. terms of 
trade associated with the real devaluations of the dollar between 1973 
and 1980 contributed to the rise in U. S. employment due to trade over 
that time period. 

Fourth, international trade is neither the only nor the most impor- 
tant source of structural change. And, as I will demonstrate, in many 
cases trade has simply reinforced the effects of demand and techno- 
logical change. At least five factors have had important effects on the 
U.S. industrial base. First, the share of manufactured products in 
consumer spending has declined secularly because of the pattern of 
demand associated with rising U. S . income levels. Second, some of 
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the long-run decline in the share of manufacturing in total employ- 
ment reflects the relatively more rapid productivity growth in this 
sector. Third, because the demand for manufactured goods is highly 
sensitive to the overall growth rate of GNP, manufacturing produc- 
tion has been slowed disproportionately by the sluggish overall eco- 
nomic growth in the global economy since 1973. Fourth, shifts in the 
pattern of U. S. international specialization have arisen from changes 
in comparative advantage that, in turn, result from changes in relative 
factor endowments and production capabilities associated with for- 
eign economic growth and policies. And fifth, short-run changes in 
U.S. international competitiveness have come from changes in 
exchange rates and cyclical conditions both at home and abroad. 

The appropriate choice of policy depends crucially on the relative 
impacts of these various factors on current U.S. industrial perform- 
ance. If the slow rate of U.S. industrial growth is the inevitable result 
of economic development, changes in international comparative 
advantage, or the post-1973 world economic malaise, policies to 
assist in the allocation of U.S. resources away from industry may be 
required. If foreign trade and industrial policies are the reason, the 
United States may try to change the trade system or its own behavior 
within it. If exchange rate changes are important, factors such as the 
monetary-fiscal policy mix or exchange rate intervention policies 
might merit attention. If transitory cyclical forces are the cause, there 
might be no need for a new industrial policy, but rather, a change in 
macroeconomic policies or an acknowledgement that the slump 
brought about by current policies is the unavoidable cost of reducing 
inflation. 

Given the radical changes in the world economy after 1973, the 
period from 1973 to 1980 is the most relevant sample for current pol- 
icy discussions. The data for this period measure performance in the 
new international environment that is marked by stagnation, volatile 
exchange rates, and increasing government intervention in trade; and 
it is during this period, it is alleged, that foreign industrial policies 
have damaged the U . S . manufacturing base. The data for this period 
also allow a comparison of U.S. industrial performance with those of 
other major industrial countries in a period in which comparative per- 
formance is less heavily influenced by relative stages of develop- 
ment. 

Observations for the 1973-80 period, however, may be unduly 
influenced by the different cyclical positions prevailing in the end- 
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point years. Because capacity utilization in manufacturing was simi- 
lar in 1970 and 1980, U.S. data for the entire decade are used to pro- 
vide a second, cyclically neutral, measure of structural changes. ' 
Observations for 1970-80 are still influenced by changes in the real 
exchange rate of the dollar in these years. As measured by the Inter- 
national Monetary Fund, relative U.S. export prices for manufac- 
tured goods were 13.5 percent lower in 1980 than in 1970. In evaluat- 
ing the results, therefore, it should be kept in mind that the U . S . trade 
performance during the 1970s depended in part upon this price- 
adjustment process. 

In this paper I analyze the changing role of manufacturing in the 
U. S. economy and structural change within U.S . manufacturing. 
Section I reviews the growth of inputs and outputs in U.S. manufac- 
turing and the myth that the U. S . has been deindustrializing. Section 
I1 compares U. S. industrial performance over the 1970s with that of 
other major industrial nations. Section I11 examines the impact of 
trade upon U.S. manufacturing employment over the periods 1970- 
80 and 1980-82. Section IV measures the extent of structual change 
within U.S. industry and analyzes some of its determinants. And 
Section V presents some conclusions and implications for policy. 

The myth of U.S. deindustrialization 

The contention that declining U.S. international competitiveness 
has induced the deindustrialization of America is wrong on two 

. counts. First, in the most relevant sense, the United States has not 
been,undergoing a process of deindustrialization; and second, over 
the period 1973 to 1980; the net impact of international competition 
on the overall size of the U.S. manufacturing sector has been small 
and positive. 

The term "deindustrialization" requires further elaboration for 
precise communication. First, what is industry? Does it, for exarn- 
ple, include the construction and mining sectors or refer more nar- 
rowly, as we will interpret it here (partly for reasons of data availabil- 
ity), to the manufacturing sector alone? Second, does 
"deindustrialization'.' refer to a drop in the output of industry, or to 
the inputs (e.g., capital andfor labor) devoted to industry? And third, 
does "deindustrialization" refer to an absolute decline in the volume 

1. Capacity utilization in U.S. manufacturing, measured by the index of the Federal 
Reserve Board, was 79.3 percent in 1970 and 79.1 percent in 1980. 
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of output from (or inputs to) manufacturing, or simply a relative 
decline in the growth of manufacturing outputs or inputs as compared 
to outputs or inputs in the rest of the economy? 

Since industrial policy is generally concerned with facilitating 
adjustment, absolute deindustrialization with respect to factors of 
production would probably be the definition appropriate to current 
policy concerns about the manufacturing sector as a whole. While a 
declining share of output or employment could change the relative 
power of industrial workers, or the character of a society, an absolute 
decline in. industrial employment entails much greater adjustment 
difficulties. Absolute deindustrialization at rates in excess of normal 
voluntary quits by workers and depreciation of capital requires the 
reallocation of workers and capital to alternative sectors in the econ- 
omy with all of the attendant costs associated with such dislocations. 
Relative deindustrialization, on the other hand, is far less costly to 
accomplish, for it may entail simply devoting less resources to manu- 
facturing in the future.* 

As indicated in Table 1, these distinctions are relevant for charac- 
terizing U .S . deindustrialization: 

Measured by the size of its manufacturing labor force, capital 
stock and output growth, the U. S. has not experienced absolute dein- 
dustrialization over either 1950-73 or 1973-80. Employment in U. S. 
manufacturing increased from 15.2 million in 1950 to 16.8 million in 
1960, 19.4 million in 1970,20.1 million in 1973 and 20.3 million in 
1980.3 The capital stock in manufacturing grew at an annual rate of 
3.3 percent from 1960 to 1973, and 4.5 percent between 1973 and 
1980. And output in manufacturing increased at a 3.9 percent annual 
rate between 1960 and 1973, and a 1.1 percent annual rate from 1973 
to 1980. 

Judged by the output share of goods, the United States was virtu- 
ally no more a service economy in 1980 than it was in 1960. In 1960, 
1973, and 1980 the ratio of goods to GNP measured in 1972 dollars 
was 45.6,45.6, and 45.3 percent respectively. Similarly, the ratio of 
value added to manufacturing (in 1972 dollars) was actually some- 
what higher in 1973 than it was in 1950. Nonetheless, from 1950 to 

2. Of course, as we will show later in this study, absolute declines of employment in indi- 
vidual industries may entail considerable adjustment difficulties, even when offset elsewhere 
by employment gains in other manufacturing industries. 

3. By contrast, the nation has experienced an absolute decline in agricultural employment 
from 8.6 million in 1945 to 3.3 million in 1980. 
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1973, the shares of expenditure, employment, capital stock, and 
R&D devoted to the manufacturing sector declined. Factors on both 
the demand and the supply side account for manufacturing's dimin- 
ishing share. As incomes have risen, Americans have allocated 
increasing shares of their budgets to items in the service sector such 
as government services, education, medical care, finance, and real 
estate services. At the same time, productivity in manufacturing has 
increased more rapidly than elsewhere in the economy. Although the 
mbre rapid growth in manufacturing productivity has resulted in 
slower increases in manufacturing prices, the demand stimulated by 
the relative decline of manufacturing goods prices has not been suf- 
ficient to offset the fall in the share of resources devoted to value 
added in manufacturing. As a result, overall real industrial output has 

TABLE 1 
Share and Size of U.S. Manufacturing Sector 

Total Shares 
Real Em- 
out- ploy- Cap- Expen- 

GNP IPMAN EMP EMPMAN NCAP NCAPMAN put ment ital diture* 
(1) (2) (3) (4) (5) (6) 

1950 535 131 42.50 15.24 n.a. n.a. 24.5 35.9 n.a. 29.2 
1960 737 172 54.19 16.80 543.2 104.4 23.3 31.0 25.8 28.4 
1965 939 237 60.77 18.06 662.9 158.1 25.5 29.7 23.8 28.6 
1970 1086 261 70.88 1 19.37 860.1 202.2 24.0 27.3 23.5 25.4 
1973 1255 325 76.79 20.15 971.1 215.3 25.9 26.2 22.2 24.5 
1975 1232 290 76.94 18.32 1033.7 232.7 23.5 23.8 22.5 23.1 
1979 1479 367 89.82 21.04 1184.6 275.1 24.8 23.4 23.2 23.3 
1980 1474 351 90.56 20.3 1226.3 293.6 23.7 22.4 23.9 22.1 
1981 1503 359 91.54 20.2 1268.5 311.8 23.7 22.1 24.6 21.9 
1982 1477 338 89.62 18.9 n.a. n.a. 22.9 21.1 n.a. 20.7 

Sources: National Income Accounts: Bureau of Economic Analysis; Employment and 
Earnings Bureau of Labor Statistics (March 1972); Statistical Abstract of the 
Unitedstates, 1981, U.S. Department of Census, 1981, p. 562; andsurvey of 
CurrentBusiness, October 1982. 

GNP = GNP (in billions of 1972 dollars) 
IPMAN = Value-added in manufacturing (in billions of 1972 dollars) 

EMP = Employees on nonagricultural payrolls (in millions) 
EMPMAN = Employees in nonagricultural payrolls, manufacturing (in millions) 

NCAP = Net fixed nonresidential business capital (in billions of 1972 dollars) 
NCAPMAN = Net fixed nonresidential business capital in manufacturing (in billions of 1972 

dollars) 
* = Ratio of GNP to value-added in manufacturing in current dollars 
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risen about as rapidly as GNP, but the share of employment and capi- 
tal in manufactured goods has declined.* 

From 1973 to 1982, there was a marked acceleration in the rate at 
which the share of manufacturing in output and employment has 
declined. But this should have been expected, given the slow overall 
growth in GNP and the fact that labor productivity growth (output per 
man-hour) fell less in manufacturing than in the rest of the economy. 
(See Table 2.) The demand for manufacturing output is particularly 
sensitive to fluctuations in income. The demand for goods, particu- 
larly durables, is inherently more sensitive to short-run income fluc- 
tuations than the demand for services because many such purchases 

TABLE 2 
Bureau of Labor Statistics Estimates of Average Annual Rates of Growth in Output 

Per Hour, the Contribution of Capital Services per Hour and Multifactor 
Productivity 1948 to 1980* 

-- - 

(1) (2) (3) 
1968 1973 Slow 

to to down 
Private Nonfarm Business 1973 1980 (1) - (2) 

Output per hour 2.5 0.5 - 2.0 

Minus:-Contribution on capital 
services per hour? 0.8 0.5 - 0.3 

Equals: Multifactor 
productivity$ 

Manufacturing: Output 
per hour of all persons 2.9 1.3 - 1.6 

Minus: Contribution of capital 
services T 0.7 1 .O +0.3 

Equals: MultifactorS 
productivity 2.2 0.3 - 1.9 

Source: United States Bureau of Labor Statistics USDL-83-153 
* Average annual rates leased on compound rate formula. 
t Change in capital per unit of labor weighted by capital share of total output. 
t Output per unit of combined labor and capital input. 

4. There are two measures of manufactured output which provide somewhat different 
growth rates. The industrial production index of the Federal Reserve Board consistently sug- 
gests more rapid increases than the deflated value of manufactured goods output in the GNP 
accounts. 
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can be easily postponed. In slack periods the demand for consumer 
durables and plant and equipment products slumps, while during 
booms consumers allocate much of the transitory increases in their 
incomes to the purchase of consumer durables and housing, while 
producers invest in plant and equipment. Thus the generally slow 
growth in U. S. GNP from 1973 to 1980 was reflected in dispropor- 
tionately slow growth in the manufacturing sector. 

The relationship between the growth of manufacturing and the 
overall growth of the economy can be summarized statistically by 
regressing industrial production on GNP.5 Such an equation confirms 
that industrial performance is a magnification of that of the overall 
economy. If GNP grows at 1.7 percent per year, there will be no 
increase in manufacturing production. However, for each percentage 
point increase (decrease) of GNP growth above 1.7 percent, manu- 
facturing output will rise (fall) by 2.2 percentage points. As indicated 
below, when an equation such as this, fitted using data from 1960 to 
1973, is used to forecast industrial production for the period 1973 to 
1982 given actual GNP, it does so with remarkable a c ~ u r a c y . ~  Thus, 
there is no puzzle in explaining aggregate manufacturing production: 
It is almost exactly what one should have expected given the perform- 
ance of the total economy. 

Factor supplies. While the overall level of manufacturing output 
has matched its historic relationship with GNP, the relationship 
between output and input growth has changed. As a result of the 

5. For the 'regression over the period from 195 1 to 1981 (annual data), the results were: 

where %IP is the annual percentage growth in industrial production in manufacturing and 
%GNP the annual growth in real GNP, with t-ratios in parentheses. 

From 1960 to 1973 the results were: 

(Numbers in parentheses are t-statistics.) 

6. , Forecasts of Annual Average Growth Rates in 
Industrial Production in Manufacturing*' 

Actual 
1.8 

- 3.6 

Forecast Error 
1.4 0.4 

- 3.8 0.2 

*Using equation (2) above. 
NOTE: Regressions of value added in manufacturing against the rest of GNP yield qualitatively 
similar results. 
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decline in productivity growth in manufacturing since 1973, given 
rates of output growth are now associated with somewhat higher rates 
of employment and capital growth. A regression analysis indicates 
that, taking manufacturing output as given, manufacturing employ- 
ment growth has been about 1.36 percent per year higher than it 
would have been in the absence of the decline in manufacturing pro- 
ductivity. Thus employment has actually held up better than might 
have been anticipated from past relationships. 

Probably the most commonly provided reason for poor U. S . man- 
ufacturing performance is the failure of U.S. business to invest in 
new plant and equipment. Yet, while there has been a marked decline 
in the growth of the capital-labor ratio in the economy overall since 
1973, the measured growth of the net capital stock in manufacturing 
has been remarkably rapid. (Compare the contribution of capital 
services to productivity in manufacturing before and after 1973 as 
reported in Table 2.) Although the ratio of the net capital stock to full 
time equivalent employees in manufacturing grew at about 2.03 per- 
cent per year from 1950 to 1973, it grew at 3.8 percent per year from 
1974 to 1980. There is therefore support for the view that automation 
has accelerated. And, while historically the ratio of the net capital 
stock in U.S. manufacturing to the net stock in the rest of the econ- 
omy declined (from 0.30 in the 1950s to 0.26 in the 1960s to 0.237 in 
1973), since 1973 the capital stock in manufacturing has actually 
grown more rapidly than in the rest of the private economy. (See 
Table 1 .) 

In the 1970s, there has been a much publicized decline in the 
growth of real R&D expenditures.' While real R&D spending 
increased 3.1 percent per year from 1960 to 1973, it fell to a 2.5 per- 
cent annual growth rate from 1973 to 1980. But this decline does not 
reflect a similar drop in real R&D spending in U.S. industry.. 
Between 1960 and 1972 spending in manufacturing grew 1.9 percent 
per year. From 1972 to 1979 (the latest data available), it accelerated 
to 2.4 percent. A similar pattern is evident in industry hirings. While 
the number of scientists and engineers employed in industry R&D 
grew at 1.6 percent between 1960 and 1973, from 1973 to 1980 

7 .  The decline in U.S. growth of R&D spending as a share of GNP was a reflection of the 
very slow increase in government-financed R&D. Civilian R&D has grown from 1.2 percent of 
GNP in 1961 to 1.43 percent in 1973 and 1.63 percent in 1980. Source: Science Indicators, 
Appendix Table 1-4. 
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growth averaged 3.2 percent per year.8 
The increased commitment of plant, equipment, and R&D 

expenditures makes the decline in productivity growth in U.S. manu- 
facturing since 1973 particularly puzzling. One question is whether 
the capital stock is accurately measured. One reason for mismeasure- 
ment could be an increase in capital and R&D devoted to meeting 
regulatory requirements such as safety and pollution, which do not 
show up as output. Subtracting Commerce Department estimates of 
the net capital stock devoted to reducing air and water pollution from 
the net capital stock in manufacturing lowers the growth in manufac- 
turing capital from 4.5 to 4.2 percent per year.9 A second reason 
might be the premature retirement of capital, which has become eco- 
nomically obsolete in changed economic conditions. lo  

Nonetheless, as these data make clear, there has not been an ero- 
sion in the U.S. industrial base. The decline in employment shares 
have been the predictable result of slow demand and relatively more 
rapid labor productivity growth in manufacturing because of an 
acceleration in capital formation. Paradoxically, the slow absolute 
growth in productivity has required unpredictably large increases in 
employment plant and equipment and R&D. 

The myth of inferior U.S. international comparative 
performance 

A comparison of the performance of U. S. manufacturing with that 
of other major industrial countries should be useful for separating the 
problems that are shared by other countries, and are therefore reflec- 
tive of broader global fdrces, from those unique to the United States. 
A comparison might also assist in gauging comparative U.S. 
strengths and weaknesses. Proponents of a radical change in indus- 
trial policies contrast the ad hoc and laissez-faire policies of the 
United States with the systematic, interventionist practices abroad. 
While conceding that there are marked differences in the degree to 
which foreign practices have succeeded, they argue that the con- 
scious policy of managing the decline of older industries and the rise 
of new industries has been superior to the U.S. approach, which has 

8. All these data are taken from Science Indicators 1980. 
9. See Survey of Current Business, November 1982. 

10. See, for example, Martin Neil Baily, "Productivity and the Services of Capital and 
Labor," Brookings Papers on Economic Activity (1981:1), pp. 1-67. 
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been marked by malign neglect. Similarly, the broader provision of 
social services in European economies, the more extensive rights to 
their jobs enjoyed by workers, and the greater restrictions on plant 
closings have all been held up as worthy of emulation. On the other 
hand, opponents of such policies argue that they will delay adjust- 
ment, for the government is most likely to be captured by forces seek- 
ing to preserve the status quo, and strictures on mobility are likely to 
retard adaptation. 

It is particularly important that international comparisons be made 
on the basis of performance since 1973, for policies that enjoyed suc- 
cess in an environment of strong global growth and economic expan- 
sion might not be appropriate for the current era of stagnation. 

The 1972-74 commodity boom and the inflation that accompanied 
it ushered in a new era. All developed countries have been plagued by 
low rates of investment, slow growth, and inflation. The problems 
associated with high inflation and energy shocks have destroyed the 
confidence of investors. They have learned from their experiences in 
1973 (and again in 1979) that at any time a political disruption in the 
Middle East or a sudden increase in domestic inflation may force 
their governments to adopt policies that bring on a recession, leaving 
them with excess capacity. As reported in Table 3 the rate of invest- 
ment has slumped, the growth of the heavy manufactured industries 
has been cut, and consumption expenditures have risen as a share of 
GDP. Industries with long gestation periods for investment, such as 
steel and shipbuilding, have been particularly hard hit by the post- 
1973 slump. There is insufficient demand for the products of plants 
that were built on the basis of overoptimistic projections of market 
growth in the late 1960s. 

By a wide variety of indicators, the relative performance of U.S. 
manufacturing since 1973 has improved. The declines in the growth 
of manufacturing production, productivity growth, employment, and 
investment in manufacturing were all smaller in the U.S. than in 
other industrial nations. In Table 3,  I report rates of growth for GNP 
and manufacturing production in the major industrial economies. 
While U.S. growth was among the slowest prior to 1973, since that 
time U.S. growth has been quite typical for a developed country." 
From 1973 to 1980, the overall increase in U. S . GDP of 17.3 percent 

1 1 .  In fact, according to United Nations data, North American industrial production from 
1973 to 1980 grew as rapidly as that in all market economies. 



TABLE 3 
Real Growth of Output and Trade in Market Economies, 1960-1979 

(1975 pnces - average annual rates of change*) 

Government Gross Private Manufacturing 
Gross final fixed final Total Heavy Light Manufactured 

domestic consumption capital consumption manu- manu- manu- goods tradedb 

product expenditures formation expenditures Exports Imports facturing facturing facturing Exports Imports 

Developed countries 
1960- 1973 5.0 3.8 6.0 4.9 8.0 8.5 6.0 6.7 4.6 10.9 12.4 
1973- 1978 2.5 2.8 1 3  3.1 5.3 3.4 2.1' 2.3' 1 6' 2.8' 2.1' 

Developing countries 
1960- 1973 6.1 6.9 7.5 5.0 7.7 5.9 6.9 5.9 8.2 10.1 5.3 
1973- 1978 5.2 9.1 10.8 4.6 2.3 10.5 4.9' 5.6' 4.0' 6 7' 6.2' 

United Statesd 

1960- 1973 4.1 2.8 4.5 4.2 6.7 7.6 5.3' 5.7' 4.2' 6.4 8.7 
1973-1979 2.7 2.1 0.7 3.1 4.0 3.6 3.4 3.4 3.3 5.8 4.8 

lapan' 
1960- 1973 10.4 5.8 14.4 9.4 13.7 14.3 N.A. N.A. N.A 16.4 17.3 
1973-1979 3.7 4.5 2 1 3.5 10.1 4.3 N.A. N.A. N.A. 8.2 4.1 

OECD - Europe8 

1960- 1973 4.8 4.1 2.8 4.8 8.0 8.5 5.5' 6.2' 4.4' 12.1 14.2 
1973-1979 2.5 3.2 3.2 2.7 5.0 4.3 2.0 1.6 1.5 4.7 6.0 

Sources. National Accounts, 1951-1980, Vol. I ,  OECD, UN Yearbook of Industrial Srnrrstics, 1977, 1980 editions, In~ernational Economrc Indrcators. March 
198 I ,  U S Department of Commerce; UN Monthly Bulletin of Statistics. March 1977, March 1983, UN Statistical Yearbook, 1979180: International Financial Sra- 
rrstrcs. Statistical Yearbook, 1982, and International Trade. 1960. 1980181, GATT'. 
N A Not ava~lable. 
a. Rates of change conipounded annually. 
b. Estimated using the U.N. manufactured goods export unit value index. 
c. 1973-1979. 
d. Available data for manufactunng production include Canada. 
e. 1962-1973. 
f. Revision of Japanese data may make years before 1965 ~ncomparable. 
g. Ava~lable data for manufacturing production and manufactured goods trade are for European community. 
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was about the same as that in the rest of the developed countries (up 
19.1 percent in the OECD), and U.S. manufacturing production 
grew at about the same rate as that in the OECD as a whole (13.0 vs. 
12.8). Although trailing behind that of Japan, U.S. industrial produc- 
tion grew more rapidly than in Germany, France, or the United King- 
dom. 

It is in Europe rather than in the United States that employment is 
undergoing absolute deindustrialization. Compared with historical 
trends, industrial production in Japan was abnormally strong while 
industrial production in Europe was unusually weak. Regressions 
relating industrial production to GNP in European countries from 
1960 to 1973 substantially overpredict the level of industrial produc- 
tion in 1980. In the case of Japan, they underpredict industrial pro- 
duction (by 12 percent in 1980). 

In Table 5 ,  I report growth rates in industrial output for several 
industries: 

With the exception of basic metals, U.S. output growth from 1973 
to 1980 for food, textiles, apparel, chemicals, glass, and fabricated 
metals products was more rapid than that of either Germany or Japan. 
Although U.S. growth lagged behind Japan in the various engineer- 
ing categories, it trailed German growth only in basic metals produc- 
tion and transportation equipment. l 2  

Employment. The employment record of the U.S. manufacturing 
sector may come as an even greater surprise to those concerned about 
U.S. deindustrialization: From 1973 to 1980, the United States 
increased its employment in manufacturing more rapidly than any 
other major industrial country including Japan. (See Table 6.) 

Moreover, since, as indicated in Table 6, the average workweek 
declined more rapidly abroad, the relatively larger growth in U.S. 
manufacturing employment is even more conspicuous. A compari- 
son between U. S . and Japanese employment growth indicates that 
from 1973 to 1980, Japanese employment in sectors such as transpor- 
tation, electrical machinery, iron and steel, non-electrical machin- 
ery, chemicals, and nonferrous metals grew less rapidly or declined 
more than that in the United States (Table 7). 

As the case of Japan makes clear, in the current global environ- 

12. 1980 was a recession year in the United States. Comparisons over the period from 1973 
to 1979 show U.S. non-electrical growth of 24.2 percent was considerably faster than the 18.7 
percent rise recorded in Japan. 
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ment of relatively slow growth in demand, rapid increases in output 
do not necessarily increase employment. Indeed, compared with the 
United States, the faster increases in Japanese productivity have 
entailed the more rapid process of labor-force deindustrialization. In 
the case of Europe, em$oyment opportunities in manufacturing have 
decreased because faster productivity growth has been combined 
with relatively slower growth in output. 

Capital formation. In Table 8, I contrast data for gross fixed 
investment in manufacturing in the United States with that in indus- 
trialized European countries. 

The sluggish growth of such investment in Europe is apparent; 
only in France was it above its 1970 levels in 1979. Compare the 
ratios of European investment in manufacturing to overall gross fixed 
investment in those countries: In contrast to the United States, most 
of the European economies are allocating proportionately less of their 
new capital formation to industrial production than they did in 1970. 

Just as an automobile may be decelerating and yet going faster than 
another, so one country may have a declining growth rate for invest- 
ment with a capital stock growing at a relatively faster rate. Thus cap- 
ital stock measures are required. In Table 9, I report such estimates 
gathered by the United Nations. They indicate that in contrast to its 
previous performance, the U.S. capital stock in manufacturing grew 
as rapidly as those in Europe. 

TABLE 4 
Growth in Gross Domestic Product and Manufacturing Production 

in Major Industrial Economies 
(1960-1980, average annual rates of change)* 

Gross Domestic Product? Manufacturing production$ 
Country 1960- 1973 1973-1 980 1960-1973 1973- 1980 

United States 4.0 2.3 5.4 1.8 
Germany 4.5 2.3 5.2 1.1 
France 5.6 2.8 5.0 1.3 
Japan 9.2 3.8 12.5 2.9 
United Kingdom 3.1 0.9 3.0 - 2.2 
OECD 5.0 2.5 6.0 1.7 
Sources: National Accounts, 1951 -1 980, Vol. I ,  OECD; Main Economic Indicators - 
Historical Statistical, 1960-1979, OECD; and Indicators of Industrial Activity, 1982-IV, 
OECD. 
* Rates are annually compounded. 
t GDP data calculated at the 1975 price level. 
$ Industrial production index for manufacturing, 1975 = 100. 
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TABLE 5 
Growth in Industrial Output - Selected Developed Economies 

United OECD OECD 
States Japan Germany Europe total 

Textiles 63/73 2.7 5.7 1.5 1.7 2.6 
73/80 -0.3 -1.6 -1.7 -1.1 -0.7 

Chemicals 63/73 7.9 13.7 9.0 8.8 8.9 
73/80 4.0 2.4 1.4 1.7 2.7 

Basic metals 63/73 4.2 14.2 4.8 4.9 5.6 
73/80 -2.9 1.0 -0.7 -0.3 -0.9 

Iron and steel 63/73 3.7 14.5 4.9 4.2 5.4 
73/80 -3.9 -0.7 -1.5 -1.4 - 1.7 

Nonferrous metal 63/73 5.3 13.2 5.8 4.7 6.2 
73/80 -1.6 31.5 1.8 0.9 -0.3 

Metal products 63/73 5.4 14.9 4.7 3.7 6.1 
73/80 1.0 -0.1 0.8 0.1 0.5 

Non-elec. machinery 63/73 7.0 14.3 3.5 3.4 6.8 
73/80 2.9 3.2 1.8 1.9 2.7 

Elec. machinery 63/73 6.5 18.1 8.5 6.8 7.9 
73/80 2.8 8.2 1.9 1.8 3.5 

Transp. equipment 63/73 4.6 18.0 5.9 4.6 6.3 
73/80 -0.1 3.5 1.4 1.1 1.2 

Professional 63/73 7.4 8.7 4.5 n.a. n.a. 
Scientific equipment 63/73 3.1 19.5 1.1 , ... . . . 

Source: OECD Industrial Production, various issues. 

Research and development 

Since 1972, the United States has maintained its share in R&D 
spending among industrial countries, reversing the relative decline in 
U.S . spending that occurred in the late 1960s and early 1970s, when 
government-funded R&D was cut back while R&D spending in other 
major countries advanced rapidly. From 1972 to 1980, the growth in 
business-funded R&D in the United States has been similar to that of 
France, Germany, and Japan; and while government-funded R&D in 
the U.S. has not grown at the Japanese pace, it has exceeded the rise 
in support provided by the governments of France, Germany, and the 
United Kingdom. " 

13. See Rolf Piekarz, Eleanor Thomas, and Donna Jennings, "International Comparisons 
of Research and Development Expenditures," National Science Foundation (mimeo), 1982. 
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According to estimates made by the OECD by a wide variety of 
indicators the U. S. continues to dominate other industrial countries 
in its commitment to R&D. In 1977, for example, spending on R&D 
in U.S. manufacturing was equal to about 6.5 percent of the domestic 
U. S . industrial output. By contrast, spending on manufacturing 
R&D in Japan, the United Kingdom, and Germany amounted to 3.7, 
5, and 4.0 percent of the industrial output. Indeed, privately funded 
U.S. R&D alone was equal to 4.4 percent of manufacturing product. 
In absolute terms in 1979, measured at purchasing power parity lev- 
els, the U.S. spent about 1.5 times as much as Japan, Germany, 
France, and the United Kingdom combined and employed about 1.3 
times as many scientists and engineers. By contrast, in 1979 manu- 
facturing employment in these countries was 1.5 times that in the 
U.S. The OECD has also ranked industrial countries according to the 
percentage of manufacturing output spent on R&D in a variety of 
industry groups during the 1970s. The U . S. ranked first in manufac- 
turing overall as well as in the electrical, aerospace, machinery, and 
transportation categories. 

As this brief comparison suggests, if U. S. manufacturing perform- 
ance since 1973 is considered to have been relatively poor, this 
should not be ascribed to a relative failure to commit resources either 
to capital formation or to R&D. While the use made by U.S. rnanu- 
facturers may or may not have been inefficient, the U.S. capital stock 
and real R&D in manufacturing have grown as rapidly as those 
abroad. 
Productivity. Measured both in terms of the ratio of total output to 

all inputs and in output per man-hour, U.S. productivity growth in 
manufacturing, as in the economy as a whole, has slowed down in the 
period since 1973. Over the same period, however, there has been an 
even larger slowdown in foreign productivity growth, both in manu- 
facturing and in the whole economy. Careful studies have been 
unable to provide convincing explanations for these  slowdown^.'^ 
And I will not attempt an investigation of them here. It should, how- 
ever, be noted that, despite some convergence in the period since 
1973, the U.S. productivity growth rate in manufacturing remain the 
slowest of any major industrial country (Table 10). 

14. See for example, Assar Lindbeck, "The Recent Slowdown of Productivity Growth," a 
paper presented at the Conference of the Royal Economic Society, London, July 22, 1982, and 
E.F. Denison, Accounting for Slower Economic Growth: The UnitedStares in the 1970s, Wash- 
ington: The Brookings Institution. 



TABLE 6 
Changes in Employment and Hours in Manufacturing for Seven Countries, 1960-80 

(average annual changes, in percent)* 

Eight Ten 
United United European foreign 

Year States Canada Japan France Germany' Italy Kingdom countnest countries$ 

Aggregate hours: 
1960-80 0.9 1 .O 0.8 -0.1 - 1.3 - 0.3 - 1.7 - 1.1 -0.5 
1960-73 1.6 1.7 2.1 0.6 -0.2 -0.1 - 1.2 - 0.4 0.4 
1973-80 0.7 -0.3 - 0.7 - 2.1 - 2.6 - 0.1 - 2.9 - 2.3 - 1.7 

Employment: 
1960-80 1 .O 1.3 1.6 0.6 - 0.4 1.2 - 0.9 - 0.1 0.4 
1960-73 1.5 1.9 3.0 1.2 0.5 1.4 -0.5 0.5 1.1 
1973-80 0.6 0.3 -0.8 - 1.2 -1.8 0.1 - 2.2 - 1.5 - 1.3 

Average hours: 
1960-80 0.0 -0.3 -0.8 -0.7 -0.9 - 1.5 -0.8 - 1.9 - 0.8 
1960-73 0.1 -0.2 -0.9 - 0.5 -0.8 - 1.5 -0.7 -0.9 - 0.8 
1973-80 -0.1 -0.5 -0.1 - 0.9 -0.9 -0.3 -0.8 - 0.8 - 0.5 

Source: Bureau of Labor Statistics, Monthly Lobor Review, December 198 1 , p. 15. 
* Rates of change computed from the least-squares trend of the logarithms of the index numbers. 
t France, Germany, Italy, United Kingdom, Belgium, Denmark, the Netherlands, and Sweden. 
$ The eight European countries plus Canada and Japan. 
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Measured by output per man hour, however, the United States 
continues to be the world's most productive manufacturing nation. 
According to Roy, for example, in 1980 output per employed 
worker-year in United States manufacturing was about 16 percent 
higher than in Japan, 21.7 percent higher than in Germany, and 3 1.3 
percent higher than in France.Is To be sure, the United States no 
,longer leads in all industries. According to the 1981 White Paper on 
International Trade issued by the government of Japan, Japanese pro- 
ductivity levels in 1979 were above those of the United States in steel 
(108 percent above U.S. levels), general machinery (1 1 percent 
higher), electrical machinery (19 percent), transportation equipment 
(24 percent), and precision machinery and equipment (34 percent). 

Accomplishing structural change " 

The U.S. failure to promote industrial adjustment has been unfa- 
vorably contrasted with the explicit adjustment policies followed in 
Europe and Japan. It is therefore of some interest to compare the 
shifts in the U.S. industrial structure with those in other major econo- 
mies to determine whether in fact U.S. industrial adaptation has been 
lagging. To explore this question I have used the matched set of data 
collected by the United Nations. These provide fairly disaggregated 
information on industries at the three-digit ISIC level. First, I 
selected the group of industries that are generally con'sidered to have 
high-growth potential. They are characterized by relative intensity in 
R&D and by rapid rates of technological innovation. The sample 
includes chemicals, plastic products, machinery, and professional 
instruments and typically made up to about 35 percent.of manufactur- 
ing employment in major industrial nations. Next, I calculated the 
share of total manufacturing employment these industries accounted 
for in the U.S., ~ e r m a h y ,  and Japan and co~fi~afkd'gfowth in these 
shares between 1973 and 1979,. (see   able 11 .)' : ' ' 

Although employment shares in all three'countries increased, the 
8.9 percent rise in the U. S . share far exceeded those of'both Japan (up 
0.6 percent) and Germany (up 3.0). A similar analysis was per- 
formed for a group of slow growers which consisted of a group of 
labor-intensive industries such as textiles, apparel, leather, footwear, 

15. Overall U.S. GDP per man-year in the U.S. was 49 percent above that in Japan, 13.3 
percent above that in Germany, and 7.7 percent above that in France. A.D. Roy, "Labor Pro- 
ductivity in 1980: An International Comparison,'' National institute Econom~c Review No. 
101, August 1982, p. 29. 
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and furniture, and capital-intensive industries such as metals, metal 
products, and ship-building. This group also typically accounted for 
between 30 and 35 percent of total employment. In this case, Ger- 
many had the most rapid decline in the share of employment ( - 9.2 
percent), whereas Japan and the U.S. had shifts quite similar in mag- 
nitude (-  5.9 and - 6.4 percent respectively). While the U.S. 
moved out of labor-intensive industries faster than Japan, the drop in 
the Japanese share of the capital intensive group exceeded that of the 
United States. 

These results should, of course, be treated with some caution 
because of the relatively aggregate nature of the industry divisions 
and possible discrepancies in national classification schemes.I6 

TABLE 7 
Employment by Three-Digit ISIC: United States-Japan 
(average annual rates of change, compounded annually) 

ISIC 1960-1973 1973-1980 

321 Textile products United States 2.1 - 2.5 
Japan - 1.1 - 4.7 

341 Paper United States 0.9 -0.0 
Japan 0.7 -0.5 

342 Printing United States 1.3 2.2 
Japan 3.7 -0.1 

351 and 352 Chemical products United States - 0.7 0.3 
Japan - 3.0 - 1.9 

371 Iron and steel United States 0.4 - 2.0 
Japan 1.7 - 2.9 

372 Nonferrous metal United States N.A. -0.3 
Japan N. A. -2.0 

381 Metal products United States 2.1 0.9 
Japan 5.1 - 1.5 

382 Nonelectrical machinery United States 3.0 2.7 
Japan 4.5 - 1.4 

383 Electrical machinery United States 2.2 1.2 
Japan 5.2 - 0.7 

3 84 Transportation United States 1 .O - 0.9 
Japan 4.5 - 1.2 

3 All manufacturing United States 1.8 0.3 
Japan 2.6 - 1.2 

Source: United Nations Yearbook of Industrial Statistics, 1967, 1977, 1980, 198 1 editions. 

16. Nonetheless, the shares in U.S. high tech obtained in this exercise are similar to these of 
the more detailed analyses described below. 
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TABLE 8 
Gross Fixed Investment in Selected OECD Countries (1973 = 100) 

1963 1970 1973 1978 1979 

United States total 64 83 100 105 107 
manufacturing 63 93 100 133 1 44 

Germany total 64 91 100 99 107 
manufacturing 71 118 100 88 n.a. 

France total 46 82 100 102 106 
manufacturing* n.a. 89 100 101 101 

Belgium total 62 92 100 110 110 
manufacturing 72 103 100 74 72 

Netherlands total 54 95 100 102 103 
manufacturingt 60 109 100 1 02 1 05 

United Kingdom total 62 92 100 98 97 
manufacturing 90 122 100 112 113 

Source: OECD National Accounrs. 195 1-80. 
* Mining, manufacturing, and utilities. 
t Mining, manufacturing, and utilities plus construction. 

TABLE 9 
Manufacturing Growth Rates of Capital Stocks in 

Selected Industrial Countries 
(average annual rates of change) 

Real Capital Stock Growth 

1960-73 1973-79 

United States 3.1 3.8 
Austria 5.0 4.3 
Germany 6.9 2.6* 
Sweden 4.31' 3.4* 
United Kingdom 3.5 2.4 

Source: Economic Survey of Europe in 1981 United Nations. 
* 1973-78. 
T 1963-73. 



TABLE 10 
Growth of Productivity and Output in Manufacturing in Seven Countries, 1960-80 

(average annual changes, in percent)* 

Eight Ten 
United United European foreign 

Year States Canada Japan France Germany Italy Kingdom countriest countries$ 

Output per hour: 
1960-80 2.7 3.8 9.4 5.6 5.4 5.9 3.6 5.4 5.9 
1960-73 3.0 4.5 10.7 6.0 5.5 6.9 4.3 5.9 6.4 
1973-80 1.7 2.2 6.8 4.9 4.8 3.6 1.9 4.2 4.7 

Output: 
1960-80 3.7 4.9 10.2 5.5 4.0 5.6 1.8 4.2 5.4 
1960-73 4.7 6.3 13.0 6.6 5.3 6.8 3.0 5.4 6.8 
1973-80 2.5 1.9 6.1 2.7 2.1 3.4 -1.1 1.8 2.9 

Source: Bureau of Labor Statistics, Monthly Labor Review, December 1981, p. 15. 
* Rates of change computed from the least-squares trend of the logarithms of the index numbers. 
t France, Germany, Italy, United Kingdom, Belgium, Denmark, the Netherlands, and Sweden. 
$ The eight European countries plus Canada and Japan. 
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Nonetheless, they contradict assertions about the relative failure of 
the U.S. to shift resources towards high-growth sectors. And they 
indicate that the United States has been about as successful as Japan 
in reducing the role of the low-growth group. 

Concluding remarks 

In this section I have pointed to the marked contrast in European 
economic performance before and after 1973, a contrast that is partic- 
ularly evident in data on European industrial performance. European 
manufacturing production has declined by more than might have 
been expected, given GNP. Employment has fallen, and productivity 
growth slowed down. While Germany has been relatively successful 
in shifting out of slow-growing industries, it has been less successful 
in moving into new ones. In fact, just as Americans have responded 
to the slowdown in manufacturing by decrying the short-sighted na- 
ture of their decisionmakers, in Europe the concern stems from 
excessive rigidity. 

European governments have assumed much greater responsibility 
than those in Japan or the United States for providing steady increases 
in standards of living, and a much greater degree of job tenure is pro- 
vided in Europe than is common in the United States. In the 1950s 
and 1960s, these guarantees were relatively costless, for rapid 
demand growth facilitated job retention, and rising productivity 
growth made higher wages affordable. With the shocks and slow 
growth in the 1970s, however, governments were forced to make 
good on the guarantees. Partly because they were backstopped by 
generous social payments by schemes such as indexation, growth in 
European real wages exceed the paced warranted by changes in pro- 
ductivity and the terms of trade. This squeezed profits, discouraged 
investment, and slowed growth." With slow growth and high wages, 
firms wished to reduce their work forces. Governments were forced 
both to support employment by job subsidies, trade protection, 
schemes for job-sharing, reductions in work hours and early retire- 
ment and to provide extensive unemployment benefits. While manu- 
facturing employment declined, the services sectors in Europe were 
unable to provide employment for new labor force entrants and those 
displaced from manufacturing. 

17. See, for example, Jeffrey Sachs, "Wages, Profits, and Macroeconomic Adjustment, A 
Comparative Study ,' ' Brookings Papers on Economic Activity, 1979:2, pp. 269-3 19. 
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Whereas European unemployment rates have been considerably 
lower than those in the United States for most of the postwar period, 
by 1982 the average unemployment rates in the United States and the 
European community (EC9) were 9.7 and 9.5 percent respectively. 
Although they stand at similar levels, structural unemployment 
seems much higher in Europe. According to the OECD, in the United 
States in 1982, about 16.6 percent of the unemployed had been 
unemployed for more than six months. By contrast, in Germany, 
France, and the United Kingdom, the long-term unemployed were 
3 8.1, 55.8, and 45.7 of the unemployed. In 1979, males over the 
age of 45 constituted 36 percent of all unemployed German males, 
whereas in the United States, older males were 17 percent of all 
unemployed males. Similarly, older women were 29 percent of the 
unemployed in Germany, and 15 percent in the United States. 

There is, therefore, overwhelming evidence that the structural 
problems facing European economies far exceed those in the United 
States. As the Commission of the European Communities noted in a 
recent report: l9 

It is in particular apparent that the Japanese and United States 
examples have in common a positive employment creation 
record, a more positive record of enterprise profitability, of 
labor cost adaptability to economic circumstances, and - for 
reasons linked to social structure - of less onerous labor regu- 
lations that place constraints on the use of production capacity. 
By comparison, enterprise profitability has fallen to much 
lower levels over the past decade in Europe (especially in the 
United Kingdom and Belgium, but elsewhere, too, in lesser 
degree). The adaptability of labor costs to macroeconomic con- 
ditions and those of enterprise is less in Europe. 

Trade and manufacturing employment 
In this section, I estimate the role that manufacturing trade flows 

have played in aggregate U. S . manufacturing employment. First, I 
introduce a simple accounting framework and estimate the contribu- 
tion of trade flows to employment in the 1970s. Next, I extend the 
analysis to the period from 1980 to 1982. The second part of the anal- 
ysis accounts for the role of changes in relative U.S. price competi- 

18. OECD Economic Outlook, 1983. 

19. European Economy Annual Report 1982-3, No. 14, November 1982. 
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tiveness in affecting these trade flows. I argue that both the positive 
record over the 1970s and the declines from 1980 to 1982 were heav- 
ily influenced by the relative prices of U.S. manufactured products. 

A separation of the effects on the economy of foreign trade and 
domestic forces begins with the identity P = U + X - M, where P 
= production, U = domestic use (consumption plus investment, 
including inventories), X = exports, and M = imports. 

Given data on total shipments, exports, and imports, any change in 
overall production can be decomposed into change due to domestic 
use and a change due to the foreign balance. But the use of raw data 
on trade flows and output would fail to incorporate the indirect 
impact of trade. When, for example, an airplane is exported from the 
United States, it embodies inputs from a wide variety of other indus- 
tries such as aluminum, tires, and computers. So the ratio of total 
export shipments to total shipments in manufacturing understates the 
impact of exports. Similarly, when an import replaces a domestic 
product, it entails the reduction in demand for the products of domes- 
tic manufacturing sectors other than that of the sector competing 
directly with the import. A complete accounting of the impact of 
trade should incorporate these indirect effects. 

The indirect effects of trade were estimated for this study with the 
aid of the 1972 85-sector input-output table. Data on manufacturing 
output, exports and imports for 1970, 1972, 1973, and 1980, avail- 
able at the four-digit SIC code level, were converted into 1972 dollars 
and arranged to correspond with the industrial coding structure of the 
52 manufacturing sectors of 1-0 table.20 Next, the input-output table 
was used to estimate direct and indirect output requirements. Thus 
for the output, exports, and imports of each manufacturing industry, 
we obtained an estimate of value-added requirements from the origi- 
nating industry and from all other industries. These were then used to 
estimate the proportions of total value added in each industry that 
could be related to 1) all manufactured goods exports, 2) all manufac- 
tured goods assumed to be displaced as a result of manufactured 
goods imports, and 3) as a residual value-added related to domestic 
use. Employment effects were estimated under the assumption that 
productivity growth in the exports and domestic products of each 
industry was identical, so that employment proportions corresponded 

20. The concordance provided by the Department of Commerce was used. See Origin of 
Manufactured Exports 1980 Annual Survey of Manufactures, M80 (AS)-6, Bureau of the Cen- 
sus, January 1982. 
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to those of value added. 
Some caution is necessary in interpreting our results. It should be 

stressed that this is an exercise with ex post data, rather than a simula- 
tion with a full-scale behavioral model. In relating growth to domes- 
tic use, exports, and imports, we say nothing about why these config- 
urations should have occurred, nor do we account for the possible 
interactions between forces resulting in the behavior of these endoge- 
nous variables. And the analysis entails making the usual assump- 
tions required for input-output exer~ises.~ '  

In Table 12 we report our estimates of value added and employ- 
ment related to trade and domestic use in U.S. manufacturing for a 
number of years in the 1970s. '* 

First compare 1980 with 1970. Since in both these years the capac- 
ity utilization levels in manufacturing were similar, the data for these 
years will be less contaminated by business cycle effects2' In 1970, 
value added related to manufacturing exports amounted to 8.5 per- 
cent of overall value added in manufacturing, while the production of 
manufactured imports at home would have raised value added in 
manufacturing by 8 .3  percent. By 1980, these shares had grown con- 
siderably to 15.1 k the case of exports and 14.4 in the case of 
 import^.'^ Thus, over the period from 1970 to 1980, the increase in 
the 'net value added due to the trade balance raised value added in 

21. For adiscussion of the methodological issues associated with exercises such as this, see 
Walter Salant, ''The Effects of Increase in Imports on Domestic Employment; A Clarification 
of Concepts," Brookings Institution, and Charles Pearson, "Trade Employment and Adjust- 
ment," draft prepared for the Institute for Research on Public Policy, April 1981. 

22. There have been a number of studies similar to this with somewhat different emphasis. 
Krueger estimates, for example, that between 1970 and 1976, the average two-digit industry 
experienced an annual decline in job opportunities resulting from Increased imports of about 
0.37 percent. See Anne 0. Krueger, "Protectionist Pressures, Imports, and Employment in the 
United States," Working Paper No. 461, N.B.E.R., p. 20. 

Baldwin has decomposed employment by industry into an effect attributable to income elas- 
ticities at home and abroad, and a second impact, which he calls a competit~veness effect, attrib- 
utable tochanges inrelativeprices, etc. See RobertE. Baldwinet. at. U.S. PoliciesinResponse 
to Growing International Trade Competitiveness, Final Phase I Report, mimeo, 1972, Appen- 
dix A. 

23. According to the Fecieral Reserve Board, capacity utilization in U.S. manufacturing in 
1970 and 1980 was 79.3 b d  79.6 percent respectively. 

24. This is somewhat higher than the 13.7 percent estimate of direct and indirect export 
related employment of the U.S. Department of Commerce. See Origin of Manufactured 
Exports 1980 Annual Survey of Manufactures, M80 (AS)-6, U.S. Department of Commerce, 
Bureau of the Census, January 1982. 
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manufacturing (in 1972 dollars) by 0.5 percent.2s Although net value 
added due to trade was 0.6 billion dollars in 1970, it amounted to 2.6 
billion dollars in 1980 (both figures in 1972 dollars). Because prod- 
ucts making up U.S. manufactured imports have lower output per 
worker when produced in the U.S. than products making up U.S. 
exports, net jobs relating to trade were negative in each year in Table 
12. However, although there was a decline of 10,000 jobs due to 
trade between 1970 and 1980, the contributions of trade over the peri- 
ods 1972-80 and 1973-80 were positive. Trade raised job opportuni- 
ties in U.S.  manufacturing by 390,000 from 1972 to 1980, and by 
280,000 over the period from 1973 to 1980. This can be compared 

TABLE 11 
Changes in Employment Shares in Manufacturing of High and Low Growth 

Sectors: United States, Germany, and Japan 

Shares United States Germany Japan 

Selected high growth industry* 
(1) 1973 30.4 39.7 31.0 
(2) 1979 33.1 40.9 31.2 
Percent changes in share? 8.9 3.0 0.6 

Low growth industries$§ 
(1) 1973 34.0 32.8 37.5 
(2) 1979 32.0 29.8 35.1 
Percent change in share -5.9 -9.2 - 6.4 

Labor intensive industries* 
(1) 1973 19.2 15.1 21.6 
(2) 1979 17.3 13.1 20.4 
Percent change in shares - 9.9 - 13.2 -5.5 

Capital intensive industries§ 
(1) 1973 14.8 17.6 15.9 
(2) 1979 14.7 16.7 14.7 
Percent change in share -0.7 -5.1 -7.5 

Source: UnitedNations Yearbook of Industrial Statistics, 1977 and 1980 editions. 
* Industrial chemicals, other chemical products, plastic products, machinery, electrical 

machinery, and professional goods. 
t Percent change in share calculated: ( 1 2 )  x 100. 

1 

$ Textiles, apparel, leather, footwear, wood products, and furniture. 
5 Iron and steel, nonferrous metals, metal products, and shipbuilding. 

25. Note in Table 13 that because products making up U.S. manufacturing imports are 
more labor-intensive (have lower output per worker) when produced in the U.S. than those 
making up U.S. exports, in 1973 net job opportunities relating to trade were negative even 
though net value added relating to trade was positive. 
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TABLE 12 
Value Added and Employment in U.S. Manufacturing Due to Foreign Trade and 

Domestic Use, Selected Years, 1970-80 

Item 1970 1972 1973 1980 

Value added (billions of 1972 dollars) 
Total 262.7 
Foreign trade 0.6 

Exports 22.4 
Imports -21.8 

Domestic use 262.1 
Employment (millions) 
Total 19.34 
Foreign trade - 0.05 

Exports 1.57 
Imports - 1.62 

Domestic use 19.38 
Addenda 
Percentage due to exports 

Value added 8.5 
Employment 8.1 

Percentage due to imports 
Value added - 8.3 
Employment - 8.4 

Sources: Author's calculations using data from U.S. Department of Commerce, Bureau of 
Economic Analysis, input-output tape; Bureau of Industrial Economics, data base for 
manufacturing output exports, and imports; and U.S. Department of Labor, Bureau of Labor 
Stat~stics, employment and earnlngs tape. 
Note: Estimates of direct and indirect requirements based on the input-output table were used to 
calculate the proportion of value added related to manufactured exports and to manufactured 
goods displaced by imports. Value added related to domestic use was calculated as a residual 
and employment allocated to foreign trade and domestic use in proportion to value added in 
each two-digit 1-0 industry. 

with the corresponding total rise in manufacturing employment over 
these periods of 1.14 million and 0.13 million respectively. 

It is certainly hard to reconcile these findings with the widespread 
notions that foreign trade was having a major negative effect upon 
U.S. industrial employment in the 1970s. These perceptions can in 
part be explained by the inappropriate use of statistics and in part by 
the particular attention commanded by a few large industries, e.g., 
steel and automobiles. 

As I will show below, several real-dollar devaluations in the 1970s 
were important in determining these trade flows. 
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A substantial proportion of the decline in U.S. manufacturing 
employment from 1980 to 1982 was due to changes in trade flows, 
particularly exports. Between these two years, the volume of U.S. 
manufactured goods exports declined 17.5 percent. The volume of 
manufactured goods imports rose 8.3 percent. As estimated above, 
employment due to manufactured exports in 1980 was 2.93 million. 
Since output per employee in manufacturing was similar in 1980 and 
1982, employment and output due to trade most likely declined pro- 
portionally. This suggests an employment decline of 5 13,000 peo- 
ple, or about 34 percent of the total 1.5 1-million decline in manufac- 
turing employment from 1980 to 1982, was due to the fall in 
manufactured exports. 

The jobs lost to imports can be estimated on two alternative 
assumptions. As estimated above, imports were displacing 2.9 mil- 
lion U. S. jobs in 1980. If one assumes rising import volumes added 
proportionately to this job displacement, the 8.3 percent rise in 
import volume between 1980 and 1982 displaced an additional 
240,000 U.S. jobs. Alternatively, if the value of U.S. demand is 
assumed to rise with domestic prices and the value of U.S. produc- 
tion is reduced by an amount equal to the higher value of imports, the 
estimated job loss is negligible since import values and domestic 
prices both rose by about 14 dercent. 

In the first section, I noted that U.S. industrial production from 
1980 to 1982 was quite precisely predicted given GNP. A regression 
fitted through 1980 forecasts a decline of industrial production of 
- 6.8 percent. In fact, the decline was - 6.2 percent. This finding 
creates a puzzle, for given the impact of manufactured trade, a larger 
decline in manufacturing production might have been expected. 
Apparently, there are unusually large offsetting sources of strength in 
the domestic economy. One of these is the production of defense and 
space equipment, which increased by 11.4 percent from 1980 to 1982 
and had a weight of about 0.075 percent in total value added in manu- 
facturing. Thus, industrial production unrelated to either defense or 
exports declined by 6.0 percent, close to what should have been 
expected. 

Explaining manufactured goods trade 

What lies behind the recent erosion of U.S. international competi- 
tiveness? No single measure can adequately capture the numerous 
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factors that determine a country's success in international markets. 
Some of the factors that complicate the task of explaining perform- 
ance are the heterogenous nature of the goods entering international 
trade; differences in marketing, servicing, or reputation for quality; 
and the availability of trade financing and other forms of government 
support. Nonetheless, these factors are unlikely to change radically 
in the short run in which fluctuations in the business cycle and in rela- 
tive product prices are the major determinants of fluctuations in trade 
volumes. Accordingly, I have estimated a set of simple econometric 
equations which explicitly models the major short-run determinants 
of trade flows and captures the long-run effects in trend variables. 

Equations 

The volume of U.S. exports is explained in these estimates by a set 
of variables which capture the growth in overall global economic 
activity plus the current and lagged values of the relative prices of 
U.S. manufactured goods exports. Global economic activity is 
proxied by a time trend, the volume of exports of the major industrial 
countries besides the United States, and the level of industrial pro- 
duction in the "rest of the world" (Europe, Japan and Canada); The 
relative price variable is the ratio of the prices of U.S. manufactured 
goods to the prices of manufactured exports of other major industrial 
nations as computed by the International Monetary Fund.26 All varia- 
bles (aside from the time trend) are entered logrithmically so that the 
coefficients can be interpreted as elasticities. 

The equation tracks U. S. export behavior over the sample period 
quite precisely (it has a standard error of 3.4 percent), and the coeffi- 
cients are generally statistically significant with the appropriate signs 
(Table 13). Trade flows are responsive to both the activity and price 
variables. With no change in the relative price of U.S. exports, 
increases in world manufactured goods trade and rest-of-the-world 
industrial production at their 1973-1980 averages of 4.5 and 1.7 per- 
cent entail an annual growth in U.S. exports of 4.0 percent. Over the 
long run, (three and a half years) each one percent rise (fall) in U. S. 
export prices (relative to export prices in the other major industrial 
countries) lowers (raises) the volume of U. S . exports by 1.5 percent. 
After eighteen months only about half the long-run impact will have 

26. An alternative specification using industrial production in other major industrial 
nations and a cyclical variable was also experimented with but provided poorer results. 
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occurred. (The absolute values of the price coefficients are largest 
and most significant between six months and two and a half years, but 
the effect continues to grow even after three years.) 

The import equations relate the volume of U.S. manufactured 
imports to the growth in U.S. GNP, a proxy for the business cycle 
(the ratio of actual to potential GNP in the United States), a time 
trend, and distributed-lagged values of the ratio of import unit values 
of manufactured goods to the prices of domestic manufactured 
goods. All variables in the equation are significant, and the specifica- 
tion fits the historical behavior of manufactured import values fairly 
well (the standard error of the equation is 4.4%). The equation indi- 
cates that if the economy grows along its potential path (of about 3.2 
percent per year from 1973 to 1982), with no change in relative 
import prices, manufactured imports will rise at about 9.1 percent per 
year. For each percent deviation of GNP from this path, imports will 
deviate by about 1.43 percent in the same direction. The long-run 
price elasticity of 1.8 for imports is somewhat higher than that for 
exports. The mean lags are similar. The most powerful effects again 
come after a year to eighteen months. And imports continue to be 
affected by price changes three years previously. 

When the activity variables take on recent average values, these 
equations imply annual growth of export and import volumes of 4.0 
and 9.1 percent respectively. Starting from a position of balanced 
trade, the manufactured goods trade balance would decline secularly 
absent a fall in the relative prices of U.S. manufactured goods. How- 
ever, an improvement of 2.0 percent per year in relative U.S . prices 
would suffice to ensure balanced trade in manufactured products. 

Over the decade, U .S. relative exports as measured by the IMF 
declined by 13.8 percent. In the absence of this decline, the equations 
imply that U.S. export volumes in 1980 would have been about 20.0 
percent lower than they actually were. Similarly, without the rise in 
the relative prices of imports of 22 percent, the dollar value of U.S. 
manufactured imports in 1980 would have been 21.5 percent higher. 
Thus the improvements in relative prices of U. S. manufactured prod- 
ucts were an important part of the growth in U . S . employment due to 
trade, particularly from 1973 to 1980. But this adjustment had its 
costs: Compared with 1970, in 1980 any given volume of imported 
manufactured products required 13 percent greater volume of manu- 
factured exports to pay for it. 
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Manufactured goods trade from 1980 to 1982 

When the equations are estimated through 1980 and used to fore- 
cast trade volumes through 1982, they predict U.S . trade flows with 
reasonable accuracy (Table 12). This suggests that trade flows have 
retained their previous historical relationships to the variables in the 
equations, and that the underlying system has not undergone a sub- 
stantial structural change in the period under consideration. In the 
second half of 1982, the equation for exports has an error of only 0.7 
of one percent; on average, the out-of-sample predictions for exports 
are no larger than the within-sample standard error. The import equa- 
tion tracks very accurately until the last quarter of 1982, when it 
shows that imports were 9.4 lower than might have been expected. 
This is probably due to unusually large inventory de-stocking that 
occurred during the trough of the recession. 

The equations for the full sample period can also be used to 
indicate the relative contributions of the independent variables to 
more recent trade flows. Relative price effects have played the 
dominant role: From 1980 to 1982, the export equation indicates that 
the change in U.S. relative price competitiveness induced an 18.9 
percent fall in U.S. export volumes. Trend and seasonal factors and 
the expansion in world trade and demand added about 2.4 percent to 
export volumes. The import equation suggests that imports were 
raised by 8.9 percent because of the relative increase in U.S. prices, 
raised 9.3 percent because of trend factors, and reduced by 7.2 
percent because of the drop in the ratio of actual to potential GNP (the 
U. S . recession). 

1980 to 1982 
Actual change Forecast Change 
0 Due to 

Prices Activity Trend Error 

Exports: - 17.5 -18.9 - 0.7 3.1 -1.0 
Imports: + 8.7 8.9 - 7.2 9.3 - 2.3 

The equations also suggest a somber prognosis: Only about half of 
the long-run impact of the erosion in the U.S. price competitiveness 
from 1980 to 1982 had been felt by the second half of 1982. In the 
absence of an improvement in U.S. price competitiveness over its 
levels in the second half of 1982, our equations predict an additional 
24.4 percent drop in manufactured export volumes and a 10.7 percent 
rise in import volumes in 1983 and 1984 due to changes in relative 
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price factors between 1980 and 1982. 
In summary, the recent decline in U.S. exports was primarily the 

result of the erosion in U.S. price competitiveness and despite its rise 
U.S. import growth in 1982 remained depressed because of the U.S. 
recession. Economic recovery in the U. S. and a continuation of 1982 
relative prices would induce very substantial further declines in the 
U. S . trade balance. 27 

In one sense the results of this section, particularly those for the 
1970s, con fm the judgment of those who believe U.S. competitive- 
ness declined in that period: A decline in the U.S. terms of trade for 
manufactured products was part of the adjustment process for main- 
taining U.S. external equilibrium. The exchange rate system was 
able to effect this adjustment by channeling resources into U.S. man- 
ufacturing to help offset this erosion of competitiveness. But the 
magnitude required to effect this adjustment was fairly modest. 

One interpretation of the recent strength of the dollar is that the 
U.S. has changed its international role from a net lender to a net bor- 
rower, a change that has resulted primarily from the large govern- 
ment deficits. The strength of the exchange rate reflects the need to 
channel foreign goods into the United States to meet the rise in 
domestic absorption. In this sense, the growth in the manufactured 
goods trade deficit is a response to change in economic structure. But 
it is not a change that has resulted from shifts in U. S. or foreign indus- 
trial policies or prowess; it is rather a change that reflects the budget- 
ary decisions of the U.S. government 
~ ~ t h s  about the size and sources of structural change 

Has there been an increase in the degree of structural change in 
U . S . manufacturing? 

To measure the degree of structural change in the economy over 
time, I have used an index based upon changes in the employment 
shares of industries and regions. This index, I, is formed by summing 
the changes in the shares over the period of comparison. Specifically, 
I is half the sum of the abs lute value of the differences 
between sector shares; i.e., I = 85 ail - ai2I where ail and n JI 
ai2 are the percentage shares of sector 1 in time periods 1 and 2, 

27. For similar conclusions, see Robert A. Feldman, "Dollar Appreciation, Foreign 
Trade, and the U.S. Economy," Federal Reserve Bank of New York Quarterly Review, Sum- 
mer 1982, pp. 1-9. 



TABLE 13 
Equations for the Volume of U.S. Exports and Imports of Manufactured Goods, 1964- 1982 

(t-statistics in parentheses) 

Pred~ct~on Summary 
Independent variables errors stat~st~cs 

Estimat~on period, Con- 
deoendent vanable stant "ROW ,ROW PRPX T GNP GNP* ZRPM DS 8101 8102 8201 8202 SE DW 

I. Isthalf I96410 
1st half 1982, QXM 

2 Isthalf 196410 
2nd half 1980, QXM 

3. 1st half 1964 to 
1st half 1982, QIM 

4. 1st half 196410 
2nd half 1980, QIM 

Note: Est~mation of all equations uses semiannual data. All vanables except T and DX appear as logarithms Pnce coefficients are estimated as seven-penod Almon lags uslng 
a two-degree polynomial 

Explanation of vanables and sources: 
QXM: Quantity of U.S. exports of manufactured goods (SITC 5-8) from the Foreign Trade D~vision of the U.S. Bureau of the Census. 
QIM. Quant~ty of U.S. imports of manufactured goods (SITC 5-8) See QXM for source. 

,ROW: Total quantity of exports in manufacluring (SITC 5-8) from the "rest of the world" (developed market economies exclud~ng the U.S ); from Un~ted Nations, 
Monthly Bulletin of Starisncs, various March issues. 

,$OW: Indusmal pmduction In the '"rest of the world" (OECD Europe. Canada, and lapan), from OECD, Main EconomrcInd,cators. 
RPX. Relative price of U.S. exports in manufactunng (price of U S exports d~v~ded  by the pnce of foreign compeliuon); from IMF, Intermtroml Financial Statistics 

(data tape). ZRPX 1s the sum effect of RPX lagged over seven penods (the current and the six most recent penods). 
T: Trend variable (mncreasing by I .0 each tlrne period). 

GNP: Gross Nat~onal Product of the U.S. In 1972 dollars; from the Bureau of Econom~c Analysis, Department of Commerce. 
GNP*: Potent~al GNP of the U.S. in 1972 dollars; from the Counc~I of Economic Adv~sors. 
RPM: Relat~ve price of U.S. imports in manufactunng (unit value index of mports d~v~ded  by the wholesale price index); from the Fore~gn Trade Diva~on of the U.S. 

Bureau of the Census and the Bureau of Labor Stat~st~cs HRPM 1s the sum effect of RPM lagged over seven penods 
DS. Seasonal dummy: 0. for the first half and I. for the second half of each year. 

8101, 
8102, 
8201: Out-of-sample pred~ct~on ermrs for the dependent vanable (true value mlnus pred~cted value) In the first half of 198 1, second half of 198 1, and first half of 1982, 

respectively. 
SE: Standard error of the equation 

DW: Durbm-Watson statistic. 
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respectively .28 

For the purposes of making these comparisons, data on U. S . man- 
ufacturing in 1960, 1970 and 1980 are particularly suitable because 

' of the similar levels of capacity utilization in these years.29 When 
computed across the two-digit industries that make up the manufac- 
turing sector, this index indicates a remarkably similar degree of 
structural change in the 1960s and 1970s. (See Table 14.) Composi- 
tional shifts in the 1970s were less than those in the 1950s. The indi- 
ces for the overall economy show a slight rise in sectoral employment 
shifts between the '60s and the '70s and a somewhat greater increase 
in regional shifts in the 1970s. While the overall shifts in sectoral 
employment remain below that of the 1950s, there has been a greater 
rise in regional shifts in the 1970~.~O 

TABLE 14 
Measure of Structural Change in U.S. Employment, Average Annual Changes in Structural 

Change Index* 

Total Manufacturing 
Total Manufacturing regional regional 

Period employment employment employment employment 

1950-607 0.77 0.86 0.45 0.60 
1960-70 0.54 0.58 0.33 0.49 
1970-80 0.60 0.47 0.61 0.70 
1973-79 0.67 0.50 0.55 0.64 
1974-80 0.51 0.65 0.58 0.75 

Total employment measured in full-time equivalent employees in eleven one-digit sectors: 
agriculture, forestry, and fishery; construction; finance, insurance, and real estate; government 
and government enterprises; durable manufacturing; mining; nondurable manufacturing; trans- 
portation; services; retail trade; and wholesale trade. 

Manufacturing employment measured in full-time equivalent employees in 21 two-digit 
manufacturing industries. 

Regional employment measured as number of employees on payrolls of nonagricultural 
establishments in ten regions. 

Manufacturing regional employment measured as number of employees on payrolls of 
manufacturing establishments in ten regions. 
Sources: DRI tape and 1982 Employment and Training Report of the President, pp. 255-58. 

0.5 i . *I = - / a 1  - ai2 1 where ail and ai2 are the shares of sector i (region) in period 1 and 2, 

respectively, and n for the number of years between observations. 
t 1952-1960 for regional employment. 

28. Absolute values are used to provide equal weight to growing and shrinking sectors. The 
sum is divided in half so that if there is a total reversal of structure the index will register 100 per- 
cent. If there is no change in structure, it will register zero. For the application of similar mea- 
sures see Economic Survey of Europe, United Nations, New York, 1981. 

29. The manufacturing capacity utilization index of the Federal Reserve Board registered 
80.2 in 1960,79.3 in 1970, and79.1 in 1980. 

1 30. For a discussion of regional shifts in employment, see James Medoff, "U.S. Labor 
Markets: Imbalance, Wage Growth, and Productivity in the 1970s" Brookings Papers on Eco- 
nomic Activity, 1983: 1, pp. 87-128. 
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A second exercise confirms the stability in the shifts in industrial 
employment structure over the two decades. A sample of 57 three- 
and four-digit SIC was assembled. The industries chosen constituted 
about 85 percent of 1980 employment. For each decade, industries 
were split into quarters on the basis of employment growth. While the 
average growth rate declined between the 1960s and 1970s, the dis- 
persion across industries remained the same. In both the '60s and 
'70s, the range between the first and fourth quarters was about 50 per- 
cent. The decline in the mean growth of 11.6 percent from the '60s to 
the '70s was very close to the decline in each of the quartiles. 

U. S . industrial sectors grouped by 
growth rate in employment 

Quartile: I I1 111 IV 

1960 to 1970 44% 22% 10% - 5.6% 
1970 to 1980 34% 8.2% -2.8% - 15.4% 

Thus, this analysis points to the impact of slow employment 
growth rather than a speed-up in the pace of structural change as the 
primary source of the difficulties facing U.S. industry." 

Sources of Change. While much of the discussion about U. S. dein- 
dustrialization has been couched in terms of the manufacturing sector 
as a whole, in fact it reflects a concern about a few specific industries. 
Several of these industries have a number of characteristics which are 
likely to make employment loss particularly conspicuous: Adjust- 
ment in particularly difficult and costly in sectors in which capital 
investments are long lived, workers earn wage premiums that reflect 
non-transferable benefits (such as seniority, monopoly rents, and the 
impact of strong unions), and production occurs in large plants that 
are important for the economic health of the areas in which they are 
located. 

The erosion of employment has occurred in industries in which it is 
likely to be most vocally resisted because the industries are likely to 
be politically powerful and the burdens of adjustment on the workers 
are likely to be especially great. It has been especially concentrated 
among unionized workers, in large plants, and in large industries. 

In 1980, based on a disaggregation of industries of two-digit SIC 
codes, 58 percent of U.S. workers were in a two-digit industry which 

3 1 .  Of course I measure here only ex post structural change. In fact, if the economy has had 
more ex ante shocks, the lack of change might reflect increased rigidities. 
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had experienced an overall decline in employment since 1973. In 
addition, four of the industries with slow employment growth 
(tobacco, autos, primary metals, and textiles) are among the five 
industries which have the largest average plant size. 

Indeed, acornparison of the features of the industries which grew 
rapidly in the 1960s with those growing rapidly in the 1970s indicated 
two important differences. Industries with large plant size and with 
high concentration ratios were more likely to grow slowly'in the 
1970s than in the 1960s. Both these variables suggest a declining 
importance of economies of scale, the predictable result of slow over- 
all market expansion, 

To get behind the structural shifts in manufacturing, the 52 indus- 
tries of the input-output categories have been classified by production 
process. 

In the trade literature it is customary to group goods into three cate- 
gories: goods that require the relatively intensive use of natural 
resources (terms Ricardo goods), goods that require high proportions 
of research and development or employ scientists and engineers 
fairly intensively (product-cycle or high-technology goods), and 
goods that use relatively standardized production technologies 
(Hecksher-Ohlingoods). In this paper, for the process categories I 
adopt the Ricardo (resource-intensive) and product-cycle (high-tech- 
nology) groupings and divided the Hecksher-Ohlin group according 
to relative capital-labor ratios into capital- and labor-intensive cate- 
gories. '* 

The data in Table 15 highlight the change in the composition of 
U.S. output and employment in manufacturing. They indicate the 
long-run shift toward high-technology sectors in both output and 
employment. The employment shift proceeded at about the same 
pace between 1970 and 1980 as during the previous decade, although 
the shift measured by valued added accelerated somewhat. But from 
1973 to 1980, the shift toward high technology accelerated by both 
measures. In the thirteen years from 1960 to 1973, the share of high- 
technology products in total value added increased from 27 to 32 per- 
cent. In the next seven years it rose from 32 to 38 percent. The accel- 

32. The ratio of employment to gross capital stock in 1976 at the three-digit SIC level was 
used to divided the Hecksher-Ohlin group. The detailed classification scheme used by Stem and 
Maskus has been matched with the 52 1-0 categories as indicated in Table A-3 of the Appendix. 
See Robert M. Stem and Keith E. Maskus. "Determinants of the Structure of U.S. Foreign 
Trade, 19578-76," Journal of International Economics, Vol. 11, May 1981, pp. 207-24. 
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eration in employment share in high-technology sectors is even more 
dramatic: After increasing from 27 percent in 1960 to 29 percent in 
1973, it rose to 33 percent by 1980. 

Table 16 breaks down the striking divergence of the high-technol- 
ogy sector from the rest of manufacturing into the parts accounted for 
by domestic use and foreign trade. Between 1973 and 1980, output of 
high-technology products increased by 30.6 percent and employment 
rose by 15.7 percent; in industries characterized by other production 
processes, output grew sluggishly and employment declined. The 
compositional changes were related to growth resulting from both 
trade and domestic use. Although most of the employment growth in 
the high-technology sector can be ascribed to the rise in domestic use, 
growth in employment from foreign trade was greater in this sector 
than in any other. Foreign trade also raised employment in resource- 
intensive industries, where domestic demand was sluggish. Stagnant 
or falling domestic demand, combined with a reinforcing decline in 
net foreign demand, thwarted growth in both capital- and labor-inten- 
sive industries. 

-- -- 

TABLE 15 
Shares of Value Added and Employment in U.S. Manufacturing, 

by Production Characteristics of Industries 
(selected years, 1960-80, by percent) 

Item 1960 1970 1972 1973 1980 

Value added* 
High-technology 
Capital-intensive 
Labor-intensive 
Resource-intensive 
Employment? 
High-technology 
Capital-intensive 
Labor-intensive 
Resource-intensive 

Sources: Same as Table 14. 
* Value added computed for each input-output (1-0) industry by multiplying gross output in 

1972 dollars by the ratio of value added to output in the 1972 1-0 table. 
t Employment is derived from the Bureau of Labor Statistics series on employment and earn- 

ings. The series has been aggregated to the two-digit 1-0 indushy and then to the process cat- 
egories. 
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Despite smaller changes due to trade than those due to domestic 
use, public perceptions may be exaggerating the.role of trade because 
the effects of trade and domestic use have been positively correlated. 
For reasons unrelated to international trade, the U. S . manufacturing 
sector has been undergoing major structural shifts in output and 
employment because of domestic .demand and technology. The 
impact of trade has in some cases reinforced these domestic changes; 
in other cases, industries experiencing employment losses because of 
domestic use have had only minor offsets as a result of trade. This 
correspondence between trade and domestic use is apparent at the rel- 
atively disaggregated level of the 52 1-0 industries. From 1973 to 
1980, for example, there was a 0.49 correlation between the contri- 
butions to value added of domestic use and those of foreign trade. 
The correspondence between growth related to domestic use and 
growth related to trade can be seen clearly when the 52 industries are 
aggregated according to the nature of the production process. 

Patterns of domestic use: Why high-tech? 

Explanations of the accelerated shift toward high-technology pro- 
duction since 1972 often cite the influence of foreign trade or a speed- 
up in the pace of technological change. But neither of these explana- 
tions seems sufficient. As shown in Table 16, the accelerated shift is 
present even when the effects of trade are excluded. Thus trade is cer- 
tainly not all of the story. As for faster technological change, Table 
17 shows that employment, output, and productivity (output per 
employee) in high-technology industries grew more slowly from 
1973 to 1980 than they did in the 1960s. In fact, as measured by the 
growth in output per employee, the slowdown in productivity growth 
in the high-technology industries has been quite similar to the pro- 
ductivity slump elsewhere in manufacturing and the value-added 
deflators for high technology products have not fallen relative to 
those of manufacturing in general. This makes it doubtful that faster 
technological change is the explanation. 

What other explanations might account for the relatively strong 
output gains in high-technology products during 1973-SO? One might 
be the relatively high income-elasticity of demand for these products 
and the low income-elasticity of demand for older commodities. 
Wealthy consumers devote declining shares of their incomes to basic 
needs such as clothing, footwear, furniture, and simple electrical 
appliances. Conversely, they increase the share devoted to com- 
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TABLE 16 
Percentage Change in Value Added and Employment in U.S. Manufacturing Due 
to Foreign Trade and Domestic Use, by Production Characteristics of Industries 

(1970-80 and 1973-80)* 

Item 

1970-1980 1973-1980 
Domestic Foreign Domestic ~ o r e i ~ n  

Total use trade Total use trade 

Value Added 
Total 
High-technology 
Capital-intensive 
Labor-intensive 
Resource-intensive 
Employment 
Total 
High-technology 
Capital-intensive 
Labor-intensive 
Resource-intensive 

Sources: Same as Table 1 .  
* See notes to Tables 14 and 15. 

TABLE 17 
Growth of Employment, Value Added, and Productivity in U.S. Manufacturing, 

High- and Low-Technology Goods, Selected Periods, 1960-82 
(average annual growth rates, in percent) 

Item 1960-70 1970-80 1973-80 1980-82 

Employment 
High-technology 2.5 1.5 2.1 - 2.4 
Low-technology 1 .O 0.0 -0.8 -4.2 
Value added* 
High-technology 5.7 4.9 3.9 n.a. 
Low-technology 3.2 1.8 0.0 n.a. 
Productivity? 

High-technology 3.1 3.4 1.7 n.a. 
Low-technology 2 .2  1.9 0.8 n.a. 

Sources: Same as Table 14. 
* In 1972 dollars. 
t Value added divided by employment. 
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puters, aircraft, and communications equipment. Thus, with the 
expansion of income, basic commodities can be expected to have 
declining shares. But if income elasticities have the dominant effect, 
the share of high-technology industries increases more rapidly in pe- 
riods of high rather than low income g r o ~ t h . ~ '  

Perhaps, however, it is precisely because income effects have been 
so small during this period that the share of high-technology products 
has grown. In explaining the demand for a product, it is customary to 
distinguish between income and substitution effects. In the absence 
of price declines, since their qualitative nature changes very little, the 
market for standardized commodities will only expand in the face of 
income growth. Thus, under depressed cyclical conditions, the 
demand for the products of U.S. industries such as textiles, iron and 
steel, other basic metals, fabricated metals products, and automo- 
biles will be particularly sluggish. On the other hand, income growth 
is likely to be less important as a determinant of the demand for a new 
product. It might be possible to increase the output of Sony Walkmen 
in the midst of a recession, for example, whereas it is not possible to 
raise the output of steel. Substitution effects due to quality changes 
are likely to dominate income effects. A second source of substitu- 
tion effects over this period could of course be the demand for more 
energy-efficient products. The close correspondence between the 
high-technology and the equipment groupings are suggestive of pos- 
sibilities along these lines (Table 18). A third would be the rise in 
expenditures on defense industries at the end of the sample period. 

The other conspicuous shift in the structure of U.S. output from 
1973 to 1980 was the decline in the share of capital-intensive goods 
from 32 percent of value added'in 1973 to 27 percent of value added 
in 1980. The decline in the share of automobiles from 8 to 5 percent 
was the major source of this change. My analysis suggests that of the 
19.2 percent decline in employment in the automobile industry over 
this period, 6.4 percent was due to trade and 12.8 percent to the 
slump in domestic use. Over the period from 1980 to 1982, a similar 
analysis suggests that of the 12.5 percent decline in automobile 
employment, 10.7 percent was due to domestic use, and 1.9 percent 
was due to trade. Of the total fall in U.S. automotive employment of 

33. If, for example, income growth rates were infinite, commodities with elasticities of less 
than 1.0 would tend to have zero shares; if growth were zero, shares would remain constant. 
Thus the more rapid is the growth rate, the faster the shares of products with high-income elas- 
ticities expand. 
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29.3 percent from 1973 to 1982, therefore, 7.9 percent was due to 
trade and 21.4 percent to the fall in domestic use. Clearly , even with- 
out the problems associated with higher import penetration, the 
increase in gasoline prices, high real interest rates, and depressed 
cyclical conditions would have created considerable difficulties for 
the U . S . automotive industry. 

The role of U.S.  trade 

The growing importance of high-technology trade to the United 
States is illustrated by Chart 1, which contrasts the U.S. trade bal- 
ances in R&D and non-R&D-intensive products,.34 

The literature disputes the precise sources of the U. S. advantage in 
high-technology manufactured goods. Does it result from the relative 
abundance of engineers and scientists, the relatively large amounts 
spent on R&D, gr the market inducements to innovate a rich econ- 
omy? The strong interactions among these factors inhibit quantifica- 
tion of the contribution of each.35 However, it is quite possible to pro- 
vide a snapshot of the kinds of manufactured goods the united States 
succeeds in exporting and those in which import penetration has been 
the greatest. 

U.S. export industries have made large investments in R&D and 
are at the technological frontier.36 The products are often novel, 
require specialized production methods, and benefit during their 
development from being close to the market in which they are sold. 
Staying ahead requires continual innovation to offset the inevitable 
standardization of the production process and the international diffu- 
sion of technology. Conversely, U. S . imports, especially those from 
developing countries, are by and large mature and standardized prod- 
ucts that can be mass-produced using skills that can be quickly 
acquired. They may be manufactured products requiring unskilled 
labor (such as apparel and footwear) or products requiring capital rel- 
atively intensively (such as steel). , 

34. The United States has maintained its share in world trade of high-technology products 
far better than in more routine goods. See Bela Balassa, "U.S. Export Performance: A Trade 
Share Analysis," Working Papers in Economics, 24, Johns Hopkins University, 1978. 

35. On this question, see Thomas C. Lowinger, "The Technology Factor and the Export 
Performance of U.S. Manufacturing Industries," Economic Inquiry, Vol. 3, June 1975, pp. 
221-36. 

36. The classic generalization among these lines is Vernon's product-cycle theory. See 
Raymond Vernon, "International Investment and International Trade in the Product Cycle," 
Quarterly Journal of Economics, Vol. 80, May 1966, pp. 190-207. 
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CHART 1 
U. S . Trade Balance in R&D-Intensive and 

Non-R&D-Intensive Manufacturing, 
1960-79 

Non-R&D-intensive products 
- - 

-40 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  

Source: National Science Foundation. Science Indicators 1980 (U.S. Government Printing 
Office 1961), p. 32 

In summary, therefore, the impact of trade has not been to shrink 
the U.S. manufacturing sector, and the United States has not lost its 
comparative advantage in manufacturing as a whole. The United 
States has been developing a comparative advantage in high-technol- 
ogy (and resource-intensive) products, while its comparative advan- 
tage in labor-intensive and capital-intensive products manufactured 
with standardized technologies has been eroding. There is, therefore, 
a correspondence between the U.S. industries experiencing slow 
economic growth because of sluggish domestic use and those experi- 
encing declining comparative advantage. 

The direction of structural change in U.S. domestic markets and in 
U.S . comparative advantage may well be causally linked. The shift 
toward the demand for high-technology products domestically may 
be an important source of the growth in comparative advantage of the 
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Intermediate 27. Chemicals and selected 

goods chemical products 
28. Plastics and synthetics 
50. Miscellaneous machinery 
53. Electrical and industrial 

equipment 
55. Lighting equipment 
57. Electrical components and 

accessories 

Automobiles 

16. Fabrics, yarn, thread 40. Heating and plumbing 
17. Miscellaneous textiles products 
25. Paperboard containers and 58. Miscellaneous electrical 

boxes machinery, equipment, 
26. Printing and publishing supplies 
30. Paints and allied products 64. Miscellaneous 
32. Rubber products manufacturing* 
35. Glass products 
37. Iron and steel 
39. Metal containers 
41. Screw machine products 
42. Other fabricated metal 

products 

59. Motor vehicles and equipment 

20. Lumber and wood 
products 

21. Wood containers 
24. Paper products 
3 1. Petroleum refining and 

related industries 
33. Leather products 

F 
Do 
f 

36. Stone and clay S' 
38. Nonferrous metals f= 

fo 

Sources: Categories for production characteristics of industry are based on Robert M. Stem and Keith E. Maskus, "Determinants of the Structure of U.S. Foreign 
Trade, 1958-76," Journal of lnrernarional Economics. Vol. 1 1  (May 1981), pp. 207-24, end-use categories are taken from the 1976 revisions of ~ndustrial 
production by the Board of Governors of the Federal Reserve System. See Survey of Current Business, Vol. 59 (February 1979), p. 54, for a complete description 
of the 1-0 categories. 
* The category "64. Miscellaneous manufacturing" is divlded into end-use categories in the following proportions: consumer durables, 0.2; consumer 

nondurables, 0.4; and intermediate goods, 0.4. 
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United States in these products; and conversely, the shifts away from 
older products may have contributed to their relative decline. Buren- 
stam Linder stresses the availability of markets and associated scale- 
economies rather than of factors of production such as capital or labor 
as the major determinant of comparative advantage and requests that 
countries export goods that are demanded in their home markets." 

Summary and conclusions 
In the 1970s, the share of manufacturing employment in total U. S. 

employment continued its secular decline as a consequence of the 
revealed preference of U.S. consumers for services and the more 
rapid increase of productivity in the manufacturing sector. U. S. 
industrial growth has been sluggish, but it has been what would have 
been expected, given the slow growth in GNP. From 1973 to 1980, 
the share of manufacturing in total employment declined rapidly 
because GNP grew slowly and labor productivity growth in manufac- 
turing fell less than labor productivity growth in the rest of the econ- 
omy. Nonetheless, the U.S. did not experience absolute deindustrial- 
ization in the 1970s. U.S. employment in manufacturing expanded 
and, given the growth rate of output, investment and R&D spending 
in manufacturing were remarkably strong. In contrast to its decline 
from 1960 to 1973, the share of manufacturing in total U.S. fixed 
business capital increased from 1973 to 1980. The growth rate of the 
capital labor ratio in manufacturing actually accelerated. 

The finding that capital formation and R&D spending in manufac- 
turing has acceleratedghould give pause to those who believe that 
channelling additional capital towards manufacturing is an appropri- 
ate remedy for our industrial problems. There is no evidence that on 
average U . S . manufacturers have failed to invest. The evidence 
points rather to the important role of aggregate demand in constrain- 
ing manufacturing growth. If growth is resumed, job creation and 
investment in manufacturing will be stimulated, and reindustrializa- 
tion will occur automatically. In the absence of demand for particular 
products, however, policies should facilitate the movement of 
resources away from activities in which they are no longer needed. 

The manufacturing slump is a worldwide phenomenon. The 
increase in U. S. manufacturing output since 1973 has been about the 
same as the average of all industrial countries. The capital stock in 

37. Staffan Burenstam Linder, An Essay on Trade and Transformation, New York, 1961. 
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manufacturing grew as rapidly in the United States as in Europe, and 
real R&D spending increased at similar rates here and abroad. 
Although employment in U.S. manufacturing grew modestly, in 
other major industrial countries it declined. In fact, in virtually every 
major industrial sector, employment in the U.S. grew faster than in 
Japan. Although U.S. labor productivity growth was not as rapid as 
productivity growth in other industrial countries, U. S. productivity 
levels in manufacturing overall remain the highest in the world, as 
does the U. S. share of R&D spending in value-added in manufactur- 
ing. 

Compared with its postwar track record since 1973, the U.S. man- 
ufacturing sector has fared relatively better in comparisons with other 
industrial countries. This might have been expected given the relative 
exhaustion of catch-up gains that others could enjoy by adopting 
U.S. techniques. The U.S. performance may also be ascribed to its 
greater flexibility in a period marked by external shocks. In particu- 
lar, U.S. real wage growth has been more adaptable and labor more 
mobile. The U.S. share of manufacturing employment in high- 
growth industries has increased more rapidly than those of Germany 
or Japan. There are, therefore, strengths as well as weaknesses in the 
U. S. industrial system. 

Flexible exchange rates have been important to U.S. trade per- 
formance. From 1973 to 1980, partly because of the real devaluation 
of the dollar, foreign trade provided a net addition to output and jobs 
in U.S. manufacturing. From 1980 to 1982, the erosion in relative 
price competitiveness has been the source of the declines in employ- 
ment due to manufactured goods trade. Changes in the real exchange 
rate are effective in moving the current account towards equilibrium 
determined by expenditure patterns. In 1970 and 1980, the current 
account was a similar percentage of GNP. This stability was accom- 
plished in part by growth in the manufactured goods trade balance 
because of real devaluation. In the 1980% the shift towards large full- 
employment government deficits unmatched by lower private 
absorption entails a current account deficit as foreign savings help 
finance the government deficit. This is accomplished in part by a 
manufactured goods trade deficit achieved through real appreciation. 
If these trade deficits are viewed as undesirable, policies to lower 
full-employment government deficits should be considered. 

The decline in the manufactured goods trade balance over the past 
two years is not the result of a sudden erosion in U.S. international 
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competitiveness brought about by foreign industrial and trade poli- 
cies. It is predictable given previous trends and current levels of eco- 
nomic activity and relative prices. A continued erosion in the balance 
is in prospect in 1983 and 1984. 

The evidence does not support the contention that major shifts in 
U.S. industrial and trade policies are required to maintain external 
equilibrium. Given a continuation of trends in U.S. and foreign trade 
policies and growth patterns, in the absence of relative price changes, 
the U.S. trade balance in manufactured goods would register small 
annual declines. If required for overall external equilibrium, these 
declines could be offset by minor improvements in relative U.S. 
prices. 

There has not been increased turbulence in the demand for indus- 
trial workers across manufacturing industries. 

The recent rise in dislocation is principally related to the slow over- 
all growth in employment rather than an increase in structural change 
at any given growth rate. 

The perceptions of an absolute decline in the U.S. industrial base 
and the belief that foreign competition has made a major contribution 
to that decline stem from the reinforcing effects of U.S. trade and 
domestic growth and the nature of adjustment difficulties associated 
with declines in industries adversely affected. The trouble industries 
are large and highly unionized, and the average plant size is large. 
Workers displaced from several of these industries face the prospect 
of considerably lower wages. 

The U . S . comparative advantage in unskilled-labor and standard- 
ized capital-intensive products has been declining secularly. And, 
because of slow domestic economic growth, the home market for 
those products has not expanded rapidly. But our comparative advan- 
tage in high-technology products has strengthened, while the demand 
for high-technology products has grown relatively more rapidly in a 
climate of stagnation. In general, however, structural changes in the 
U.S. economy during this period arose mainly from domestic fac- 
tors. 

I have tried, in this paper, to distinguish the sources of U. S.  indus- 
trial performance. The conclusion that demand fluctuations and 
exchange rates have had the dominant effects recently should not be 
interpreted to imply that this performance has been satisfactory, nor 
that there is no scope for improvement in U.S. structural 
But if changes in such policies are adopted, they should be made on 
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the grounds that they improve productivity and stimulate economic 
growth. They should not be undertaken on the basis of fears, based 
largely upon confusion about the sources of economic change, that 
policies which appear inadvisable on domestic grounds are required 
for the purposes of competing internationally. 

38. For a discussion of the policies I would recommend, see Robert Z. Lawrence, Can 
America Compete? Brookings Institution (forthcoming). 





Commentary 

Lawrence H .  Summers 

President Guffey introduced this conference by noting that 
"Industrial policy is one of the most important public policy issues 
that we face in the 1980s. " I fear that he is correct. Pervasive indus- 
trial policy discussions do probably presage adoption of some sort of 
industrial policy. But as almost every economist at this conference 
has argued, specific micro-oriented industrial policies are likely to be 
mistakes. Indeed, the conference volume might profitably be retitled 
Why Industrial Changes do not Call for Public Policy Changes. 
Lawrence's paper addresses many of the claims about our recent eco- 
nomic history that provide the basis for industrial policy recommen- 
dations. He debunks a number of myths about the reindustrialization 
of America. I agree with the thrust of his analysis, so I will digress 
briefly to discuss the general industrial policy debate. 

Limited economic knowledge has many costs. Our inability to 
control, predict, or even explain economic events has contributed to 
secular stagnation, and to the recurrent cyclical downturns which 
have plagued us in recent years. A more subtle cost is borne by both 
the economics profession and the public. When experts can promise 
nothing more arresting than doubt, uncertainty, and incremental 
minor improvements, others will not fear to tread. There are no popu- 
lar quack cures for polio or broken bones, but quack cures abound for 
cancer, arthritis, and the common cold. It is only when established 
professions fail that the ducks come out. 

The simple fact is that we as a profession do not have any clear idea 
of how to reverse the productivity slowdown, which dramatically 
reduced worldwide growth in prosperity. Nor are we united in a view 
as to how price stability and acceptably high levels of employment 
can be reconciled. This ignorance has provided the fertile soil in 
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which the twin supply side movements of the right and left have taken 
root. It is minimally accurate to say of the early supply side move- 
ment that the view that tax cuts would be self-financing helped elect a 
president, but was never endorsed by any respected professional 
economist. If the original supply side economics was, as Bill 
Nordhaus once charged, "economic laetrile," then much of what 
flies under the banner of industrial policy is chiropractic economics 
-at best ineffectual and more likely wrenching. As with chiroprac- 
tors, the false hopes of miracle cures deters the search for real solu- 
tions. 

The parallel between the supply side and industrial policy move- 
ments is very close. Both promise rapid gain with little pain. Both 
derived from idealogues only to become politically acceptable when 
endorsed by serious presidential candidates of the opposition party. 
Both were supported by highly selective analyses of foreign experi- 
ences - Hong Kong and Singapore in the supply side case and Japan 
in the industrial policy case. Both proceeded with little or no enthusi- 
asm from professional economists. One policy has already failed; the 
other waits in the wings. There is, however, one important difference 
between supply side and industrial policies. The excesses of the sup- 
ply-siders can in due course be corrected by recognizing the costs of 
large deficits and raising taxes. The costs of an activist industrial pol- 
icy are potentially much greater. The government, even should it 
desire to do so, is likely to find it almost impossible to extricate itself 
from entanglements in the allocation of capital across industries. 
Indeed, the record of public economic activity provides very few 
examples of withdrawal from activities that benefit significant inter- 
est groups. 

I turn now to Robert Lawrence's excellent paper. While I am in 
broad sympathy with his analysis, I want to record two potentially 
important caveats. First, the link between evidence on the de-indus- 
trialization of America and policy inferences is a weak one. Suppose 
we could accurately target industries where the market was allocating 
too little capital. This would be desirable even if there were no evi- 
dence that our manufacturing industries were in decline. Conversely, 
even if industrial problems had only domestic roots, protectionist 
policies might be appropriate if policies addressing true causes were 
not feasible. One does not pump air into the part of a flat tire that is 
leaking. 

The second limitation on Lawrence's work is that he relies exclu- 
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sively on aggregate national income accounts statistics. This is all 
that we have available, but I wonder whether they miss some of what 
American industry is good at. Before flying out here I played tennis 
further into the dusk that I could have a decade ago, before the inven- 
tion of the yellow tennis ball. I hit the ball better with my oversized 
tennis racket. My trip here was more convenient because sophisti- 
cated technology enabled the airline to provide me with boarding 
passes and seat assignments for all legs of the trip at the first stop. It 
was more productive because of the calculator and dictaphone I car- 
ried in'-my shirt pocket. It was more pleasant because the jetway 
shielded me from the thunderstorm that raged as I left Boston. All of 
this represents progress since 1970. My guess is that none shows up 
in the national income accounts. Taking account of quality changes 
would probably only Strengthen Lawrence's conclusion that the 
manufacturing sector has held up surprisingly well. 

Lawrence's empirical analysis shows that many of the arguments 
advanced by those who favor industrial policy do not stand up to 
empirical testing. He properly emphasizes five important truths. 
First, traditional relationships between U.S . manufacturing and GNP 
have held up recently. Manufacturing output and employment are no 
more depressed than one would expect in a deep recession. Second, 
U.S. manufacturing has fared better than manufacturing in most 
other nations. Employment growth has been more rapid than in any 
other major industrial country and output growth has been more rapid 
than in any of the European nations. Third, we remain No. 1. U.S. 
productivity exceeds that of all our foreign competitors by about 15 
percent. Fourth, until the very recent upsurge in the exchange rate, 
the foreign trade sector has created more jobs in export industries 
than have been eliminated by imports. Fifth, the rate of structural 
change as measured by the dispersion in industrial growth rates has 
not increased during the 1970s. 

Given these five facts, an important question remains. Why, with 
manufacturing performing so robustly, with exports playing a posi- 
tive role, and without particularly rapid structural change, has a crisis 
been so widely perceived? One answer that contains a lot of truth is 
that the current wave of hysteria reflects a confusion of macro and 
micro issues. On this view, the apparently structural problems we see 
are really just the consequences of deficient aggregate demand. In a 
less depressed economy, apparently structural problems would melt 
away. The risk, though, is that prices will not remain stable in an 
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economy strong enough to eliminate structural difficulties. 
There is a second important answer to the question of why, given 

Lawrence's data, U.S. competitiveness has attracted such great con- 
cern. We may still be producing as much as we were before, but pro- 
duction is occurring on much less favorable terms. Had Lawrence 
looked at the data on profitability and real wages in manufacturing, 
he would have found much more cause for concern. Real wage 
growth and profitability performed dismally in the 1970s as the terms 
of trade shifted against U.S. manufacturing. In part, this reflected 
erosion by competition from foreigners of monopoly power enjoyed 
by U.S. firms. Autos and steel are examples here. Note that such 
competitive pressures will encourage production while simultane- 
ously lowering factor returns. In part it reflected shifting world pat- 
terns of comparative advantage, as other nations caught up with the 
United States. Whatever the reason for the change, the pain caused 
has' been real, and has appropriately attracted attention. 

A third reason for the recent upsurge of concern about American 
competitiveness is the changing nature of our public institutions. As 
the bailouts of Chrysler, Lockheed, New York, and now the big 
banks attest, our society is becoming increasingly attentive to 
squeaky wheels. This development increases the incentive of those 
hurt by economic change to publicize their plight. The importance of 
this phenomenon is evidenced by the explosive growth of the trade 
association industry during the 1970s. 

A fourth reason for the furor is also rooted in the dynamics of the 
political process. Foreigners do not vote. Blaming our woes on inter- 
national competition is politically inexpensive. Pressures to promote 
U. S . competitiveness imposes visible costs only on foreigners. The 
domestic costs of protection - higher prices for U.S. consumers and 
less pressure on American firms - are not readily apparent. 

What then should be done? As others have stressed, the most 
important thing we can do is to put our macro house in order. Eco- 
nomic recovery and a more balanced policy mix will do more to pro- 
mote desirable industrial change than any conceivable package of 
microeconomic policies. If we do attempt structural policies, we 
should adhere to two principles. First, policies should be general 
rather than specific in promoting objectives. We should strive to 
encourage desirable activities which the market may underfund, such 
as basic research or worker retraining, rather than trying to pick win- 
ning industries. We have some hope of doing the former; the govern- 
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ment7s record in breeders and synfuels shows that we cannot do the 
latter. Second, we should design policies that are not susceptible to 
political manipulation. Economic policies are not made solely or 
even significantly on the basis of economic efficiency. Political fac- 
tors inevitably enter and their influence is seldom benign. Where 
identifiable groups of individuals or companies are to be singled out 
for special treatment of either a positive or negative sort, the potential 
for political manipulation is greatest. 

Robert Lawrence's paper is a valuable weight on top of the Pando- 
ra's box of industrial policy. We can only hope that its message is 
heeded by the gurus of the industrial policy movement, and by the 
eager politicians who form their congregation. Following 
Lawrence's important work, future industrial policy advocates will 
have to begin with a demonstration of what for too long has been an 
undocumented premise -the existence of industrial problems which 
go beyond those that could be expected to result from current macro- 
economic policies. 





Macroeconomic Policy 
Under Structural Change 

Robert E .  Hall 

The U.S . economy is undergoing important structural changes. 
Some of these are the continuation of long-standing trends. Others 
started after the discontinuity in the evolution of the economy that 
seems to have occurred around 1973. Even others started at the end of 
the 1970s. No doubt other important changes will occur in the next 
few years whose character we can't even guess today. 

Monetary and fiscal policies must be formulated with structural 
change in mind. ,Economists have been good at deriving optimal 
macro policies for laboratory economies with known, unchanging 
structures, but their advice for the U. S. economy has been deficient. 
To take a simple example, most economists in the 1960s subscribed 
to the proposition that monetary and fiscal policy should turn expan- 
sionary when the economy is noticeably below full employment. Of 
what value was this advice in late 1974, when unemployment jumped 
but inflation was still raging? 

This paper starts with a catalog of structural changes that have 
occurred recently in the U.S. economy, with emphasis on the 
changes that have most complicated the task of formulating macro 
policy. I draw attention to the problem that in practice we cannot 
make a sharp distinction between cyclical and structural change. For 
example, the slowdown in productivity since 1973 and a number of 
other phenomena may have resulted in part from the slack conditions 
that have prevailed since then. In a sense, the entire past decade has 
looked like a prolonged recession. 

The paper argues that macro policy ought to be conducted with 
highly specific, quantitative goals. Congress should set the goals, 
and the executive should be responsible for carrying out a policy to 
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achieve them. Structural change much complicates the choice of 
goals. I make the case that the goals of policy cannot be stated in 
terms of output, unemployment, inflation, or interest rates, because 
all of these are so strongly influenced by current and possible future 
changes. 

For monetary policy, I think the policy rule whose performance 
would be most satisfactory in the presence of structural change is to 
manipulate the portfolio of the Federal Reserve as necessary to keep 
nominal GNP on a prescribed growth path. I join numerous other 
economists in making this suggestion. 

For fiscal policy, I point out the vulnerability of the current tax sys- 
tem to changes in interest rates and the rate of inflation. The system is 

8 generally biased against capital formation, but certain types of 
investment - those eligible for high leveraging in tax shelters - are 
actually subsidized. The change toward higher interest rates over the 
past few years has exacerbated this problem. A complete tax reform 
involving the elimination of the corporate and personal income taxes 
and their replacement by a broad-based, low-rate consumption tax 
would solve the problems of anti-capital bias and sensitivity to eco- 
nomic change. 

Throughout, I stress the implications of the growing integration of 
the U.S. economy with the rest of the world. A more open economy 
has increased the influence of monetary policy on economic activity 
and decreased the influence of fiscal policy. I examine the question of 
whether growing integration has made it desirable for the U.S. to 
coordinate its policies with those of its major allies. My answer is 
basically negative. U.S. policy has been a major destabilizing ele- 
ment in the world economy for the past 20 years. The biggest contri- 
bution the U.S. could make would be the adoption of stable policies, 
with monetary policy keeping nominal GNP on a predetermined path 
or keeping prices on target in the long run, and fiscal policy keeping 
the deficit at reasonable levels. The U.S. should encourage other 
nations to adopt similar policies. It is not desirable for the U. S. to 
alter its policy goals in response to events in the rest of the world. 

Structural changes in the U.S. 
economy with macro consequences 

Of the many changes occurring in American life, certain ones have 
particular importance for the conduct of macroeconomic policy. The 
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ones I want to discuss are: 

The declining role of the goods-producing sector. 
The rising importance of foreign trade and the increasing inte- 
gration of world capital markets. 
The rising fraction of the population that is retired or disabled, 
and the consequent increase in the share of national income 
going to their support. 
The reduction in productivity growth. 
The rising fraction of national income devoted to consumption. 
The decline in federal revenue as a fraction of national income 
and the consequent federal deficit. 
Deregulation of the financial sector. 
Declining inflation. 
High interest rates. 

Some of these are long-standing, fundamental trends in the econ- 
omy -the decline in goods production, the rise in foreign trade, and 
the growth of the dependent population. Others are more recent 
developments and less well understood - declining productivity, 
falling saving, and high interest rates. Yet others can be traced to 
recent deliberate changes in national policy - declining federal reve- 
nue, financial deregulation, and declining inflation. 

It will be worthwhile for the discussion of macro policy in the face 
of these developments to lay out some of the facts about the changes 
in the U . S . economy. 

The declining role of the goods-producing sector 

The production of goods accounts for a steadily declining fraction 
of U.S. economic activity. Distribution and marketing of goods and 
the production and delivery of services are the growing parts of the 
economy. Chart 1 shows the decline in the fraction of GNP originat- 
ing in manufacturing, which is the major goods-producing industry. 

Because goods production is more unstable than other types of 
activity, the trend away from goods has simplified macroeconomic 
policymaking. A sharp cyclical contraction in goods production, 
which is typical of most recessions, has a smaller total impact on the 
economy today than it did in past decades. In particular, goods pro- 



88 Robert E .  Hall 

CHART 1 
The fraction of GNP originating in manufacturing has declined from 

about 30 percent in the early 1950s to 22 percent 
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CHART 2 
Exports have risen as a fraction of GNP from about 6 percent to 

around 12 percent 
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CHART 3 
U.S.  ownership of foreign assets rose relative to GNP from 

12 percent of GNP in 1970 to 20 percent in 198 1 
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duction is more sensitive to interest rates than are other components 
of total output. Today's economy can tolerate financial gyrations 
more calmly than before. 

Rising trade and integration of world capital markets 

Another important long-standing trend is toward greater participa- 
tion in the world economy. First, trade in goods and services is grow- 
ing relative to GNP. Chart 2 shows exports as a fraction of GNP. 

U. S.  investors are also more deeply involved in the economy of the 
rest of the world. U. S . ownership of claims on foreign businesses and 
governments have risen dramatically relative to GNP. Chart 3 shows 
foreign assets held by Americans as a fraction of U.S. GNP. 

Increasing openness of the U . S . economy has a number of impor- 
tant implications for macro policy. For monetary policy, it enhances 
the effects of policy changes on real activity and the price level. 
When monetary contraction raises U.S. interest rates, the dollar 
appreciates in order to limit the flow of foreign funds into the U.S. 
credit market. A higher value of the dollar means a lower dollar price 
of imports. The U. S.  price level responds quickly to monetary policy 
through this channel, whereas the response of domestic prices to 
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monetary contraction is sluggish. Further, a lower price of imports 
diverts demand from U. S . -produced goods to foreign goods, in both 
U.S. and overseas markets. Aggregate demand falls when the dollar 
appreciates. The influence of monetary policy on aggregate eco- 
nomic activity is strengthened as a result. The effects through the 
international value of the dollar augment the direct effects through 
interest rates on investment and consumer durable spending. 

On the other hand, fiscal policy becomes less potent as an econ- 
omy becomes more open. An expansionary policy of deficit spending 
contributes to aggregate demand in other countries and correspond- 
ingly less to U.S.  aggregate demand. Further, deficits raise U.S. 
interest rates, causing dollar appreciation and contraction in eco- 
nomic activity. Policies of deficit spending are still expansionary in 
an open economy, but less so than in a closed economy. 

Increasing openness has altered macro policymaking in another 
important way. Whatever steps the U.S. takes to control its economy 
have important repercussions everywhere else in the world. When 
the U.S. raises its interest rates to try to control inflation, interest 
rates are pushed upward everywhere else as well, and economic 
activity is altered. The U.S. has become keenly aware of its role as 
the interest-rate setter for the entire world. Political pressure from its 
major allies produces a distinct limitation on its choice of macro pol- 
icy. 

The rising dependent population 

A third major trend in the U.S. economy is the growing fraction of 
the adult population dependent on support from outside the immedi- 
ate family. As medical advances have dramatically reduced mortality 
from heart disease and cancer, many more people are surviving for 
many years without being able to support themselves through work. 
Diabetes, arthritis, and other disabling conditions are replacing the 
fatal diseases of the past as the major medical problem of the U.S. 
population. By some estimates, the number of disabled individuals 
below retirement age has tripled in the past two decades. Chart 4 
shows one simple indicator of the growth of the dependent popula- 
tion, the fraction of the population aged 65 or over. 

The U.S. public has shown overwhelming support for a govern- 
ment rather than a family solution to the problem of supporting a 
much larger non-working adult population. Most of the steady 
upward trend in the government's share of national income comes 
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CHART 4 
The fraction of the population aged 65 or over has risen from 

below 8 percent to over 11 percent in the postwar period. 
It is projected to continue rising 

Percentage of population 65 or over 

from the Social Security programs that support the disabled and 
retired. ~ecause  the trend toward a larger dependent population will 
continue in the coming decades, macro policy must be combined 
with a long-term solution to the problem of providing the revenue to 
pay for Social Security. Each year, tax increases will be required to 
keep up with the growth of dependency; in years of recession, the 
need for long-run tax increases will have to be balanced against need 
for the stimulus from tax cuts. 

The drop in productivity growth 

The 1950s and '60s saw steady improvement in output per worker 
in the U.S. economy. Since the early 1970s, productivity growth has 
proceeded more slowly. Chart 5 shows the slowdown since-1955. 
The reasons for the decline in productivity growth have so far 
escaped good economic explanation, so there is no widespread agree- 
ment on policies for restoring higher growth. Fluctuations in produc- 
tivity growth from one decade to the next have been common in U .S. 
history. Macro policy needs to be formulated so as to deal with uncer- 
tainty in future productivity growth. It would be a mistake, for exam- 
ple, to set a goal for growth in real output. Even if we can specify rea- 
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CHART 5 
Productivity growth measured at annual rates over 5-year periods 

has declined from rates around 3 percent before . 
1970 to rates of 1-2 percent since 1970 

CHART 6 
As a fraction of GNP, consumption has risen from its low of just 

over 6 1 percent in 1972 to a high of over 64 percent 
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sonable targets for growth in labor and capital inputs, we cannot 
predict how much output will or should be produced from the inputs. 

Rising consumption relative to GNP 

Over the past ten years, the U. S. economy has devoted an increas- 
ing share of its output to consumption. Figure 6 shows consumption 
as a fraction of GNP. 
The proportion of GNP going to government purchases of goods and 
services (not counting income transfers) and to net exports has been 
almost exactly constant over the same period. All of the increase in 
consumption has come from declining capital formation. 

The tilt toward consumption and against saving has been the sub- 
ject of a good deal of attention. Many economists and policymakers 
have called for corrective policy in the form of a forthright consump- 
tion tax or added investment and savings incentives that would make 
the income tax more like a consumption tax. The tax legislation of 
198 1 added a number of incentives for capital formation and saving. 

The recent decline in federal revenue 

As Chart 7 shows, federal revenue generally grew as a fraction of 
GNP during the postwar period. The growth in requirements for fed- 
eral income support programs more than exhausted the growth in rev- 
enue over the period. As mentioned above, the government's own 
use of resources in the fofm of purchases of goods and services did 
not grow at all relative to GNP. 

Chart 7 shows that federal revenue declined in 1982 relative to 
GNP, a direct result of the tax cuts enacted in 1981. The tax cut came 
at a time.of rapid increases in total government spending, for income 
support and other purposes. Even though the tax cut was modest by 
historical standai-ds, it produced a substantial federal deficit. No 
more than half the deficit can be attributed to the recession of 1982- 
the rest is permanent in the sense that federal revenues would not pay 
for total federal spending even at full employment. 

The struggle to eliminate the permanent part of the deficit will 
dominate fiscal policy,in the coming years. Two intellectual forces 
favor policies .of low taxes: concern about the restrictive effect of 
higher taxes on aggregate demand, which will continue for several 
years', until the economy reaches full employment, and concern 
about the adverse incentive effects of higher tax'rates. On the other 
hand, there is almost complete agreement that, sooner or later, the 
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CHART 7 
In relation to GNP, federal revenue has grown from about 

18 percent to about 20 percent since the 1950s 
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government must start paying its bills in full. Deficits at current lev- 
els cannot be sustained forever. 

Financial deregulation 

Major legislation enacted in 1980 has brought profound change to 
U.S. financial institutions. The changes have been most important 
for narrow concepts of the money stock. Longstanding prohibitions 
against paying interest on checking accounts have been almost com- 
pletely eliminated. The sharp distinction between money and other 
forms for holding wealth has virtually disappeared. Though these 
changes are desirable from the point of view of economic efficiency, 
they have created confusion about the conduct of monetary policy. 
The doctrine that the money stock should be kept on a smooth growth 
path, which has some appeal in an economy with an unchanging 
financial structure, has proven unworkable during the period of 
deregulation. 

Chart 8 shows the velocity of the narrow monetary aggregate, M1 
comprising currency and checking accounts. Until 1982, velocity 
grew along a reasonably predictable path - each year, a somewhat 
larger volume of transactions was mediated by each dollar. In 1982, 
the situation changed abruptly. The public suddenly held more cash 
per dollar of income than in 1981, a reversal of the earlier trend. A 
massive switch into interest-bearing checking accounts was part of 
the change. Another part, less predictable under the circumstances, 
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was an increase in the public's holdings of currency. 
The process of adjustment to deregulation is far from complete. 

We can expect further shifts in monetary aggregates, and not just in 
the narrow money stock. Banks have recently acquired the right to 
offer federally guaranteed savings accounts paying market rates. 
These accounts are exempt from reserve requirements. Potentially 
they could draw funds from many other types of investments into 
banks. If so, the broader aggregates that include savings accounts 
will shift upward relative to GNP. 

CHART 8 
Velocity grew smoothly from a level of about $4.50 of GNP 

per dollar of money in 1970 to over $6.50 in 198 1, 
before falling dramatically in 1982 

Velocity of money 1 
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Declining inflation 

Inflation reached its recent peak in 1980 and has declined substan- 
tially since then. Chart 9 gives the data for the most reliable single 
measure of inflation, the implicit deflator for consumption. As the 
graph makes clear, inflation in the past decade was closely related to 
the two jumps in world oil prices in 1973-74 and 1979-80. Though 
the aggressive anti-inflation policy of the past two years has made an 
important contribution to declining inflation, stabilization of oil 
prices has probably been even more important. It is safe to predict 
that inflation will continue to fluctuate in response to outside forces; 
it is far from being directly controlled by monetary policy. The 
design of macro policy should keep in mind the likelihood of favor- 
able and unfavorable developments in world commodity markets. 
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CHART 9 
The rate of inflation, as measured by the annual change in the 

deflator for consumption, peaked at close to 10 percent 
1980 and fell to 6 percent in 1982; a further decline in 

inflation is likely in 1983 and later years 
Rate of inflation, percent per year 

High interest rates 

High interest rates have been one of the most conspicuous features 
of the U.S. economy in the past few years. Interest rates remained 
unusually high throughout the period of slack of the recessions of 
1980 and 1981-82. The anomaly is particularly evident if interest 
rates are corrected for inflation. The real interest rate, measured as 
the nominal rate on commercial paper less the rate of increase in the 
consumption deflator, is shown in Chart 10. 

The interaction of structural and cyclical change 
Many discussions of macroeconomic policy make a clean separa- 

tion between cyclical phenomena and structural change. The most 
extreme manifestation of this view appears in econometric models of 
the U ,S. economy. In those models, structural change is portrayed as 
time trends in many equations and, occasionally, as time trends in 
coefficients. The model expresses certainty about the current struc- 
ture of the economy and about its future structure. 

Within an econometric model, we can be quite specific in defining 
the state of full employment. Departures from full employment rep- 

' resent the operation of the business cycle. Designing an optimal 
macro policy in this setup is straightforward once we have agreed on 
the weights to be assigned to the objectives of full employment and 
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CHART 10 
The real interest rate averaged'around one percent per year in the 

1970s, and in 1981 and 1982 it rose to above 6 percent 
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price stability. Given the weights and the model, the computer can 
grind out the optimal settings of the instruments of monetary and fis- 
cal policy. 

Exercises of this kind are still carried out by the proprietors of 
econometric models, but the events of the past decade have maae 
clear the extreme limitations of the approach. The plain truth is that 
we don't know the current structure of the economy, and we know 
even less about the changes in the structure of the'economy. 

The issue of separating cyclical and structural change is important 
because there is an influential body of opinion holding that much of 
what appears to be structural change over the past decade is really just 
a prolonged cyclical slump. Going with this diagnosis is a policy rec- 
ommendation: What the U.S. economy needs'for rejuvenation is no 
more than a good strong dose of stimulus. 

A number of the items in my list of apparent structural changes 
may fit into this view. Productivity growth has always tended to be 
weak during slumps. consumption has tended to be high k d  saving 
low during slumps. And, of course, the high unemployment of the 
past decade fits in well with this view. 
The targets of monetary and fiscal policy 

Macroeconomic policy in a democracy requires the clear statement 
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of targets. Under the U.S. Constitution, Congress establishes the 
goals of policy and the executive branch carries out the steps neces- 
sary to achieve the goals. But structural change in the economy 
requires great care in choosing the goals. Under the right choice, 
Congress can hold the executive branch strictly accountable for 
macro policy. When the economy is off target, the executive is 
plainly at fault. 

So far, Congress has failed to set the right kind of goal for macro 
policy. A number of laws stating broad goals are on the books, 
including most recently the Humphrey-Hawkins Act, but their goals 
are wishful thinking. Low unemployment rates and low rates of infla- 
tion are simultaneously invoked. The president escapes accountabil- 
ity because everyone recognizes that the goaIs are unrealistic. 

Making the goals specific and attainable is not enough, however. 
Congress has considered legislation on several occasions to require a 
strict money growth rule. But events of the past two years have 
shown that such legislation would never stick. When an inappro- 
priate policy rule like fixed money growth gets into trouble, as it did 
in 1982, the rule will be broken. Fixed money growth is not tenable 
under conditions of rapid structural change. 

I want to stress the importance of continuing to seek a good policy 
rule in spite of the bad examples of Humphrey-Hawkins and fixed 
money growth. The U.S. economy operated without any consistent 
macro policy rule over the past two decades, and the result was com- 
pletely unacceptable - far too much expansionary policy early in the 
period and a decade of contraction and recession afterwards to try to 
get back on track. The economy today resembles the economy of the 
early 1960s in combining low inflation with excess slack. At all 
costs, we must avoid repeating the excess expansion and long con- 
traction that followed the early 1960s. Establishing a reasonable pol- 
icy rule to which the executive can be held strictly accountable year 
by year seems the best hope for continuing stability. 

Structural change in the U.S. economy precludes stating the goals 
of macro policy in terms of many of the measures of economic per- 
formance that suggest themselves. It is worthwhile going over the list 
and spelling out the reasons why output, unemployment, inflation, 
and interest rates are ruled out as ways to express the goals of macro 
policy. Many past and current discussions of the conduct of macro 
policy have advocated goals based on these variables without coming 
to grips with the problem of structural change. Goals that have to be 
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revised every year or two because the economy has changed will not 
function as goals at all. 

Output goals. Congress could require that output grow 3 percent 
per year. If output growth fell short of or exceeded the goal, the presi- 
dent and the chairman of the Fed would be required to take immediate 
remedial action. But we cannot know in advance that the economy is 
capable of growing 3 percent year after year. If productivity grows 
only 1 percent per year, and the labor force grows l.percent, it is ask- 
ing the impossible for output to grow 3 percent. Macro policy might 
be able to attain the extra growth by superheating the economy for a 
few years, but ultimately the attempt would collapse in an inflation- 
ary explosion. This argument against a real as against nominal target 
for macro policy was made effectively by Milton.Friedman in 1967 
and has held up well ever since. 

A more subtle output target would call for output to grow at its 
potential rate. The president and the chairman of the Fed would fig- 
ure out how much productivity and the labor force were going to 
grow and then adjust policy so as to achieve that rate of output 
growth. In practice, this would amount to no policy at all. The execu- 
tive would announce productivity and output projections at the level 
needed to validate whatever policy they wanted. 

Unemployment. It is commonplace to state the goal of macro pol- 
icy as full employment. In terms of statistical measures of economic 
performance, this inevitably becomes a quantitative target for the 
unemployment rate. Targets of 3,5, or even 7 percent have been pro- 
posed. Compared to an output target, an unemployment target does 
have the advantage of eliminating guessing about productivity and 
labor force growth. With an unemployment target, unexpectedly low 
productivity growth or low labor force growth will automatically 
bring lower output growth without any modification in the unem- 
ployment target. But unemployment is subject to structural change 
itself. A recent paper by James ~ e d o f f  has documented an important 
upward shift in unemployment relative to all other indicators of con- 
ditions in the labor market. Such a shift absolutely requires an 
increase in the unemployment target, else the same type of inflation- 
ary explosion could occur as in the case of an over-ambitious output 
goal. Or, on the other side, a decision to try to hold the unemploy- 
ment rate at too high a level could bring accelerating deflation in the 
longer run. A fixed goal for the unemployment rate is simply unten- 
able. Modifications in the goal are necessary as new information 
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becomes available, but once modifications are permitted, the goal 
becomes meaningless. 
Inflation. A rate of inflation of no more than a few percent per year 

is the second major goal of macro policy as conventionally 
expressed. A number of economists have proposed elevating the 
inflation goal to a precise standard to which,the executive should be 
held strictly accountable. There is a good deal of agreement about the 
desirability of price stability in the longer run. The public would be in 
a far better position to make lifetime financial.plans if the purchasing 
power of the dollar were reasonably certain over the next 30 or 40 
years. The most severe distortion from inflation comes from the con- 
fusion it creates for financial planning. When inflationary expecta- 
tions are high, for example, the apparent return from bonds, annui- 
ties, and other assets whose returns are fixed over time at the same 
dollar level is overstated. Chronic inflation severely inhibits the stock 
market as an allocator of credit, as a result. 

Setting a strict goal of zero inflation each year is not the way to 
achieve long-run price stability, however. As we learned in the 
1970s, a burst of inflation can hit the U . S . economy from world com- 
modity markets. Because wages in the U.S. are not very flexible 
from one year to the next, the overall price level jumps upward when 
the price of an important raw material jumps. When macro policy 
reacts only cautiously, as in 1974 and 1979, inflation can be severe. 
Moreover, real activity declines as the price level rises. At its most 
basic level, the reason for the decline in output and employment is the 
following. Macro policy controls nominal GNP. If policy is held con- 
stant and an outside event raises the U.S. price level, U.S. output 
must fall in proportion to the increase in prices in order to hold nomi- 
nal GNP constant. 

If macro policy were guided by the principle of year-by-year price 
stability, it would have to turn sharply contractionary in the face of an 
increase in world raw materials prices..Policy would be exacerbating 
the contractionary effects of the price increases themselves. The 
recessions set off by the two oil price shocks of the 1970s would have 
been far deeper under a policy of zero inflation each year. 

A "price rule" would have an adverse effect in the happy event of 
a decline in raw materials prices as well. As the U. S . price level fell, 
policy would be required to be expansionary to try to keep inflation 
up to the target rate of zero. A situation of over-full employment 
could result. 
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Achieving the important goal of price stability from one decade to 
the next requires a more subtle statement to policy makers than sim- 
ply to do what is required to keep the price level constant each year. I 
will return to this topic in the next section. 

Interest rates. Friedman's case against policy rules based on inter- 
est rates looks far stronger today than it did in 1967. We are not capa- 
ble of specifying a target for either nominal or real interest rates. If we 
pick a target that is too low, and try to keep rates at that level through 
monetary expansion, we risk an inflationary explosion. As with other 
ill-chosen policies, we will probably abandon the policy before it 
brings catastrophe. Still, given the strong interest of politicians;oday 
in imposing an interest-rate rule on the Fed, economists should be 
vocal in pointing out the consequences of such a rule. 

The spectacular rise in nominal and real interest rates since the late 
1970s has escaped an explanation that is widely accepted among 
economists. Some would attribute high interest rates primarily to 
contractionary monetary policy. As a matter of macroeconomic the- 
ory, this opinion is on firm ground in that the standard IS-LM model 
does predict that a leftward shift of the LM curve raises interest rates 
and lowers real activity, and these are two major changes that have 
occurred over the period. 

Many economists, especially those most widely quoted in the 
financial press, have stressed the role of fiscal policy in bringing high 
interest rates. Huge federal deficits have coincided with high interest 
rates. But macro theory implies that when the government adds to 
aggregate demand by spending in excess of revenue, it stimulates real 
activity at the same time that it raises interest rates. The deficit theory 
of high interest rates needs to come up with some explanation for the 
low levels of real activity of the period of high interest rates. 

It remains entirely possible that high interest rates reflect a deeper 
structural change in the U.S. or the world economy and are not just 
the outcome of changes in monetary and fiscal policy. Some of the 
other important changes noted at the beginning of the paper, espe- 
cially the decline in saving, may be related. 

Because we are still in the dark about the causes of high interest 
rates in recent years (or, for that matter, low interest rates in earlier 
years), we are not in a position to state a policy goal in terms of inter- 
est rates. I do not mean to say that interest rates can never have a role 
in good macro policy making, but rather that the final goal of policy 
cannot be a particular level of interest rates. 
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Prescriptions for monetary policy 
There is reasonable agreement that the task of monetary policy is to 

look after the purchasing power of the dollar in the longer run and not 
interfere excessively with real activity in the shorter run. Today, the 
Fed is operating with instructions no more precise than these. Its 
quantitative targets are self-imposed, and the public is fully aware 
that they will be discarded whenever the Fed decides they are unsuit- 
able. 

I find the case compelling for a strict, quantitative policy rule for 
the Fed. We need a simple criterion for deciding if monetary policy is 
too contractionary or too expansionary. The criterion needs to be for- 
mulated carefully to take account of everything we know about likely 
structural changes in the economy. It should be simple. It should be 
related in an obvious way to the goal of long-run price stability. It 
should make monetary policy roll with the punch in the short run, so 
that monetary contraction does not amplify other contractionary or 
expansionary influences on the economy. 

I will give an example of a monetary policy rule with good proper- 
ties. I am not sure it is the best rule, but it would make sense as a per- 
manent statement about the conduct of monetary policy. Under the 
rule, Congress would always know at a glance where the economy 
stood relative to the criterion set forth in the rule. 

The nominal GNP rule. An idea pushed by a number of econo- 
mists, recently endorsed, in the Economic Report of the President, 
states the goals of monetary policy in terms of nominal GNP - the 
dollar value of U.S. output and the dollar value of total U.S. income. 
Once and for all, Congress would adopt a target path for nominal 
GNP. In the future, if nominal GNP were above the path, monetary 
policy would be judged excessively expansionary and would be 
required to contract as necessary to bring nominal GNP back to the 
path. If the economy slipped below the path, monetary expansion 
would be called for. 

Why is it desirable to keep nominal GNP on a prescribed path 
when it would not be desirable to keep either the price level or real 
output on a predetermined track? The answer is that targeting nomi- 
nal GNP is the best compromise between price targeting and real tar- 
geting. Price targeting gives a guarantee against inflation, but can 
bring severe fluctuations in real activity and unemployment. Real tar- 
geting can bring unlimited inflation. Nobody has yet come up with a 
monetary policy that guarantees perfect price stability and a full- 
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employment economy, especially in the face of important structural 
change. The best we have available is a "fail-soft" policy - that is, 
one that guarantees that the situation won't be too bad no matter what 
happens. 

Nominal GNP targeting is a fail-soft policy. With respect to infla- 
tion, it does not promise perfectly stable prices, but it does guarantee 
that we cannot enter a serious inflationary spiral. The inflation of the 
1970s and early 1980s could not have occurred under nominal GNP 
targeting. If a little inflation got started, nominal GNP would exceed 
its target. The Fed would immediately begin to lean against the infla- 
tion. If inflation persisted, contractionary policy would strengthen. 
Within a year or two, inflation would respond to monetary contrac- 
tion, just as it responded from 1981 to 1983. Persistent inflation 
would be impossible. In fact, the policy promises something even 
better than the absence of inflation in the longer run. If some force 
perturbs the price level upward, eventually prices will come back 
down to their original level. A period of inflation will be followed by 
a period of deflation as necessary to keep the price level approxi- 
mately stable. 

On the real side, nominal GNP targeting is also fail-soft. Again, 
the policy does not promise that we will never have another reces- 
sion. It does say that monetary policy will act to offset recessions and 
prevent them from becoming deep. In a recession, when output falls, 
nominal GNP falls by at least as much. The value of output falls 
because output falls, and may fall some more if prices fall as well. 
Expansionary policy is set in motion automatically during a recession 
if a nominal GNP target is in effect. 

Prescriptions forfiscal policy 

In discussing fiscal policy, I will assume that a monetary policy of 
the type just discussed is in place - the Fed is looking after the price 
level in the long run in a way that is not disruptive to real activity in 
the short run. Fiscal policy has three tasks in such an economy: 

Raising the revenue necessary to pay for government programs. 
Influencing the mix of output between investment and con- 
sumption. 
Possibly offsetting fluctuations in employment and output. 

Raising revenue 

It is absolutely essential that the government be on a long-run path 
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where revenue is close enough to spending that the accumulation of 
debt is proceeding no more rapidly than is the growth of the.econ- 
omy. If the public and the world perceive that chronic deficits are 
above that level, market valuation of the government's debt will 
decline. Moreover, the market value of the dol ls  will decline as well 
or, to put it the other way around, inflation will become severe. His- 
tory has recorded the collapse of a number of weak governments 
under conditions of excess deficits. 

Though the growth of the U.S. government debt has exceeded the 
growth of the economy in recent years, the world has not shown any 
signs of lack of confidence in its soundness. U.S. debt sells at record 
premiums over other types of debt, and the dollar is exceptionally 
strong abroad and losing value at home at a far slower rate than in ear- 
lier years. The people who count are showing no signs of panic over 
the U. S . government deficit. 

Still, in due time it is important that the deficit be reduced some- 
what. Government debt is about a trillion dollars currently. Nominal 
GNP should be growing at about 7 percent per year in the steady state 
at current rates of inflation. Thus a "structural deficit" of 7 percent 
of a trillion, or $70 billion per year, is consistent with keeping the 
growth of the debt at the same rate as the growth of nominal GNP. 
Current estimates of the structural deficit are about $100 billion, so 
revenue increases or spending cuts of about $30 billion are needed to 
bring the deficit down to an acceptable level for the longer run. More- 
over, large increases in spending for retirement, disability, and medi- 
cal benefits are projected over the coming decades for the reasons 

, mentioned in the first section of this paper. continuing increases in 
revenue will be necessary to keep the deficit under control. 

Consumption versus investment 

The tax system influences the allocation of output between invest- 
ment and saving. The response of U.S. savers to incentives is a mat- 
ter of controversy among economists. Certainly the high real interest 
rates of the past few years have not depressed consumption as they 
would have if saving were highly sensitive to incentives and nothing 
else had changed in the economy. But in an open economy, invest- 
ment is not determined by domestic saving alone. Capital .flows 
freely between the U. S . and the rest of the world. If the U. S . taxes the 
earnings of capital heavily, investment will decline as investors seek 
better after-tax returns in other countries. At a minimum, fiscal pol- 
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icy controls the allocation of investment among nations. 
Taxation of capital in the U.S. has received much attention in the 

past few years and important changes in capital taxes were made in 
1981. But capital is still taxed in a remarkably helter-skelter fashion. 
Some investments are taxed heavily while others are subsidizg just 
as heavily., Grossly unequal taxation remains true even though the 
revenue from the corporate income tax has fallen from 2.7 percent of 
GNP in 1979 to an estimated 1.1 percent in 1983 The corporate tax is 
quickly becoming an economic monster that taxes some activities in . 
order to subsidize others, with little net yield in revenue. : . 

The investments most heavily subsidized by the tax system are 
. those where businesses take full advantage of the deduction for inter- 

est permitted under the tax law. An investment financed.largely, with 
borrowed money, with the investment tax credit and accelerated 
depreciation, earns its owners a return several times greater than its 
before-tax earnings. The rest of the after-tax earnings aretax bene- 
fits. As inflation recedes, the problem of tax subsidies to certain types 
of investment will worsen, because inflation will no longer diminish 
the real value of depreciation deductions. 

The tax system puts heavy taxes on the earnings of other types of 
investments. If a corporation makes an investment financed entcely 
from retained earnings, takes the investment credit and accelerated 
depreciation, and pays out the earnings of the investment as divi- 
dends to shareholders who are taxed at the 50 percent personal rate, 
the effective tax rate from the corporate and personal taxes can be as 
high as 60 percent. 

The existing tax system is sensitive to. some of the types of struc- 
tural change listed in the first section of the paper. 'Rising interest 
rates have made the system eGen more vulneralile to abuses based on 
the interest deduction. Falling inflation has helped reduce excessive 
tax rates in some cases, by boosting the value of depreciation deduc- 
tions, but simultaneously worsened the subsidies p,aid to highly 
leveraged shelters. increasing openness of the economy has 
increased the sensitivity of U. S. investment to U .S. tax laws. 

Because leveraged investment is only a small part of total invest- 
ment, the principal distortion of the tax system has been to depress 
investment below its efficient level. A subsidiary effect has been to 
divert investment into the areas where high .leveraging is feasible. 
Tax shelters have boomed while total investment has weakened. 
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Stabilization 

The use of fiscal policy for stabilization has been the centerpiece of 
U.S. macro policy since the Depression. Every recession has seen 
spending increases to stimulate activity, and since the early 1960s, 
tax cuts have been an important stabilization tool as well. There 
remains a question, however, whether fiscal stabilization policy is 
really a good idea. 

In particular, were the U.S. to adopt a stable, sensible rule for 
monetary policy, so that swings in monetary policy were no longer a 
source of instability, there would be a strong argument against the use 
of taxes and spending for stabilization. 

There are four elements to the argument against explicit countercy- 
clical fiscal policy: 

Spending is automatically linked to the state of the economy 
already through unemployment insurance and other programs 
where payments rise when the economy softens. 

Changes in purchases of goods and services - direct govern- 
ment employment and public works programs - take too long 

. to put into effect. 

Changes in taxation and spending have little influence on total 
economic activity in an open economy. 

Consumption is not very responsive to temporary changes in 
taxes. 

The automatic stabilizers 

The American public is reasonably well insulated against reces- 
sions thanks to the many income support programs whose payments 
rise automatically when the need for them rises: On the average over 
the postwar period, changes in the real disposable income of the pub- 
lic have been only about half as large as the changes in the real 
income of the economy. The federal government has absorbed the 
difference. 

Lags in spending programs 

In spite of numerous emergency job and public works programs, 
the postwar history of U. S . government spending reveals no general 
pattem of increased real purchases of goods and services during 
recessions. Studies of specific countercyclical job programs have 
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confirmed the government's inability to crank up programs quickly 
enough to contribute to aggregate demand before the recovery is well 
underway. The record is fairly convincing that countercyclical fiscal 
policy should not include programs of government employment or 
purchases. 

Fiscal policy in an open economy 

The more open an economy, the weaker is the relation between 
domestic aggregate demand and domestic employment and output. 
The pronounced movement toward greater integration with the rest of 
the world has diminished the influence of fiscal policy on economic 
activity in the U.S. When the government contributes to aggregate 
demand by raising its own purchases, or by adding to the incomes of 
consumers, the extra resources tend to be drawn in from other econo- 
mies instead of coming from added production in the U.S. The 
exchange rate has an important role in the process. Fiscal stimulus 
raises U. S.  interest rates. As a result, the dollar appreciates, imports 
become cheaper to Americans, and U . S . goods become more expen- 
sive to the rest of the world. 

The inefectiveness of temporary tax cuts 

The administrative difficulties of cranking up countercyclical 
spending programs have led fiscal stabilization policy to put most of 
its emphasis on tax cuts to provide stimulus during recessions. The 
most aggressive tax cut occurred in early 1975; its net effect was to 
depress federal revenue by more than a full percentage point of GNP 
(see Chart 7). The government also attempted to cool off the econ- 
omy in 1968 with a temporary income tax surcharge amounting to 
about 2 percent of GNP. 

Economists have criticized temporary tax measures on the grounds 
that consumers are aware, that their incomes have changed only tem- 
porarily. They adjust their consumption only a fraction of the amount 
they would if the same income change were known to be permanent. 
This criticism is well grounded in the theory of consumer behavior. A 
study of the influence of temporary tax changes by Alan Blinder 
reached the conclusion that consumers were less responsive to tem- 
porary taxes than to permanent changes in income, but still 
responded reasonably vigorously. A reasonable summary of all the 
evidence on this point is that there is large uncertainty about the mag- 
nitude of the response of consumption to temporary taxes. 
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Recommendations for fiscal policy under structural change 

It seems to me that we should put in place a simple, clean tax sys- 
tem that generates the level of revenue required by federal spending 
commitments and is robust under structural change. In particular, it 
should totally eliminate the pattern of excess taxation of some activi- 
ties and subsidies of others. Further, it should have a uniform pro- 
investment influence on every consumption-investment choice. 

There is widespread agreement that a broad-based consumption 
tax with low marginal rates would satisfy all of these requirements. In 
my work with Alvin Rabushka, I have developed a plan for a con- 
sumption tax which solves many of the transition problems and over- 
comes some of the political obstacles to a consumption tax. Our plan 
involves a flat rate of 19 percent on all consumption, but the flatness 
of the rate is not essential to the plan. Rather, it is a progressive tax at 
low rates on all consumption. 

The best way to think about the Hall-Rabushka plan is the follow- 
ing: Consider a national sales tax at a uniform rate on all consumption 
goods. This is a broad-based consumption tax, but it is not progres- 
sive. To make it progressive, we first change the administration of 
the tax from a sales tax to a value-added tax with a deduction for 
investment. Instead of paying the tax only for their sales to final con- 
sumers, businesses pay the tax on all sales. But purchasers of goods 
for resale get a tax deduction for their purchases, as do purchasers of 
investment goods. Then we break up the value-added tax into two 
parts. Businesses pay the tax on the part of value added that is not 
contributed by their workers - in other words,, they receive a tax 
deduction for wages as well as purchased goods and investment. The 
workers themselves pay the value added tax on their own earnings. 
However, to make the system progressive, workers receive a rebate 
for the taxes they pay on their consumption, up to about $8,000 in 
consumption for a family of four. This rebate is subtracted from the 
payment they make for the value added tax'on their own earnings. 

Though this system is a thorough-going consumption tax with no 
compromises, it looks very much like the current tax system with 
some desirable reforms. Businesses pay a tax that looks like the cor- 
porate income tax. There is no deduction for interest payments, but 
investment receives first-year writeoff. Individuals pay a tax that 
looks like the personal income tax. There are no deductions for inter- 
est or other items except the standard deduction, but there is no tax on 
interest or dividends. Both tax forms are immensely simpler than 
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their existing counterparts. 
Hall-Rabushka has been severely criticized as inadequately pro- 

gressive. It is true that switching to a 19 percent rate is on net a good 
deal for the wealthy, though it will raise taxes for many who are using 
shelters aggressively today. But a modification of our proposal offers 
the best hope for a true consumption tax. To make the tax more pro- 
gressive, the business rate could be raised to, say, 27 percent. Then 
the wage tax could have two brackets, with marginal rates of 14 and 
27 percent. The net effect is to tax consumption at a uniform rate of 
27 percent, with a rebate whose magnitude is related to wage earn- 
ings. No .other consumption tax proposal has gone as far in solving 
the administrative and political problems as this one,. 

Because the Social Security system is already a large part of the 
federal fiscal system, and will become even a larger part in the corn- 
ing decades, no fiscal reform is complete without inclusion of Social 
Security financing. I favor the proposal made by Martin Feldstein, 
Laurence Kotlikoff, and others to split Social Security into two com- 
ponents. One is an actuarially fair disability and retirement system, 
financed by mandatory contributions. These contributions would not 
be labeled as taxes and would not have the economic distortions of 
taxes - a dollar of contributions would buy benefits with a present 
discounted value of a dollar. The redistributional part of Social Secu- 
rity would be financed by the comprehensive federal consumption 
tax. I see no case for any major reductions in Social Security benefits 
-the public has made it unambiguously clear that it wants benefits at 
their current level and is willing to pay for those benefits. 

Policy coordination with other countries 

My discussion has repeatedly emphasized the integration of the 
U. S. economy with the rest of the world, but it has treated U. S. pol- 
icy : as completely unilateral. U.S . macro policy influences other 
economies, and their policies influence us. Aren't there advantages 
to'be gained from coordinating policies, at least among the big three 
of the OECD, Germany, Japan, and the U. S . ? 

If U.S. macro policy continues to be conducted by granting the 
executive branch wide discretion and relying on their judgements to 
make good decisions in the light of current circumstances, then pol- 
icy coordination is a necessity. It would be naive for the U.S. to 
embark on a policy, for example, whose effect was to raise U.S. 
interest rates without recognizing that other countries will feel 
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obliged to copy our policies. 
The general approach to macro policy advocated here has quite a 

different flavor, however. For monetary policy, the top priority is to 
eliminate swings in U . S . policy as a disruptive influence in the world 
economy, which is clearly what it has been since the 1960s. In its 
place, we should install a stable policy precommitted to a path for 
nominal GNP or a long-run target level for U.S. prices. Such a policy 
should not try to react to events in the world economy any more than 
it should react to events in the U.S. economy. The type of policy 
coordination that fits in with this kind of monetary policy is to con- 
vince other nations to adopt similar policies of precommitment to a 
nominal GNP path or price level. Or, especially for smaller coun- 
tries, a policy of manipulating the monetary instruments as necessary 
to maintain a fixed exchange rate with the dollar would be a sensible 
counterpart to the proposed type of policy in the U. S.  

For fiscal policy, one of the most telling arguments against unilat- 
eral U. S . action to offset the business cycle is that the openness of the 
economy vitiates the action. This argument does not apply to con- 
certed action by all the major economies; the world economy is 
closed. However, it is hard enough to get the U.S. political system to 
act quickly enough to time the stimulus correctly. I see little prospect 
that a coordinated fiscal program could be launched in the major 
economies of the world in time to push even in the right direction, 
much less at the right moment. 

Concluding remarks 
U.S. monetary and fiscal policy should be precommitted to sim- 

ple, feasible, quantitative goals. Continuing important structural 
changes in the economy make it essential to choose the goals care- 
fully. For monetary policy, a goal of keeping nominal GNP on a pre- 
scribed growth track or of keeping the price level at a target level in 
the long run, according to a specific short-run strategy, emerge as 
good choices. Goals for monetary policy based on concepts of the 
money stock have been rendered useless by major changes in the 
financial structure of the U. S . 

For fiscal policy, we need to eliminate the bias of the system 
against capital formation and remove provisions which make effec- 
tive tax rates sensitive to inflation and interest rates. A broad-based 
consumption tax with low marginal rates would achieve these goals. 
The level of tax rates should be set in such a way that the growth of the 
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national debt does not exceed the growth of the economy as a whole 
except in times of recession. 

These reforms in the conduct of macro policy would provide a sta- 
ble background for private economic activity in the U.S. and the 
world economies. They would not eliminate recessions and brief epi- 
sodes of inflation, but they would prevent extended episodes of bad 
macroeconomic performance. 





Commentary 

James Tobin 

Diagnoses and prescriptions: macro vs. micro 
Diagnoses of maladies afflicting the economies of the United 

States and other developed countries fall into two distinct classes. For 
convenience I give them the shorthand labels "macro" and 
"micro. " Prescriptions differ correspondingly. Of course the physi- 
cians of each camp have plenty of disagreements among themselves. 
And some manage to inhabit both camps. 

The common feature of macro diagnoses is the view that the cen- 
tral problem, today as in the past, is to reconcile high employment of 
labor and capital with stability of prices or, at least, of inflation rates. 
Conflict between these goals has been the basic dilemma of macroec- 
onomic policy in advanced democratic capitalist economies for 
nearly 40 years, especially the last 10. Failure to resolve the conflict 
by monetary and fiscal policies has been the principal source of busi- 
ness fluctuations and of interruptions to economic growth. Its resolu- 
tion is the key to prosperity and progress for the rest of the century. 

Macro physicians do not deny that the economies of the United 
States and the rest of the world also face some challenging microeco- 
nomic adjustments. They do, however, deny that these are of such 
unusual magnitude that, given a clement macro climate, they could 
not occur via the normal processes of private and public initiative in 
our mixed economies. The impression that problems of structural 
adjustment are of a new, high order of magnitude reflects from two 
optical illusions. One is to overlook the dramatic structural changes 
- in the technology, composition, and location of production and 
employment - that have occurred in the past. The other is to mis- 
identify as micro-structural the numerous cases of economic distress 
that are the natural consequences of macro policies and events. 
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The common feature of micro diagnoses is just the reverse: The 
recent depression, the previous stagflation, the slowdown in produc- 
tivity growth, the rise of unemployment - these are much more than 
symptoms of macro cyclical fluctuations. They betray deep-seated 
structural maladies - of accelerated technological and industrial 
change to which increasingly arteriosclerotic rigidities impede 
adjustment, and of institutional obsolescence in governments, busi- 
ness managements, and trade unions. The diseases are new, and so 
must be the remedies. Without novel cures, the employment-infla- 
tion problem is likely impossible to solve. At best, macro policies can 
never reemploy most of the currently unemployed labor and capac- 
ity. 

Robert Hall, I would say, is squarely in the macro camp. The bulk 
of his paper concerns the conduct of macro policy, especially mone- 
tary policy. He appears confident that if monetary policies are credi- 
bly committed to judiciously chosen targets the economy is capable 
of performing quite satisfactorily. He cites favorably the interpreta- 
tions of productivity slowdown and related disappointments in real 
economic performance as symptoms of prolonged cyclical slump. 

Hall does, it is true, begin his paper with a list of structural changes 
and trends, presumably an obligatory bow to the title of this sympo- 
sium. But his list offers no support for micro diagnoses. Some of the 
items are long-standing trends in demography, industrial composi- 
tion, and international economic integration. (As to demography, I 
was disconcerted to learn from Chart 4 that I am now a member of the 
dependent population, though my two-year-old granddaughter evi- 
dently is not.) other items are not as billed "structural changes . . . 
with macro consequences," but according to Hall himself, the conse- 
quences and symptoms of macro difficulties. Still others result from 
tax and regulatory reforms deliberately motivated by micro diagno- 
ses of the ills of the economy. 

I am in the macro camp too. I observe that, with some notable' 
exceptions, most economists will be found there. On the other hand, 
most practical men and women explicitly or instinctively go for struc- 
tural explanations and solutions, probably because microeconomic 
phenomena are most salient in their experience. The idea that, in 
Hall's words, "what the U. S. economy needs for rejuvenation is no 
more than a good strong dose of [demand] stimulus" is strongly 
resisted by almost all non-economists. They cannot, I guess, believe 
that such serious ills could be so easily cured. They couldn't believe it 
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in 1936 or 1961 either. 
Many economists, including Hall, also resist that Keynesian pre- 

scription, but their reasons are internal to the macro camp. They are 
worried about renewed price acceleration, the risk of lowering unem- 
ployment below its current natural rate. Hall manfully tries to base 
his rejection of old-fashioned demand management on the difficulties 
of distinguishing cyclical phenomena from structural change. But he 
doesn't even try to make the case that such uncertainty is extraordi- 
narily acute right now. Knowing what he thinks he knows now and 
what macroeconometricians don't know, he would likewise have 
rejected countercyclical macro policy 10 or 20 years ago. 

Before discussing further Hall's macro policy stance, I would like 
to offer a few brief, provocative remarks on the micro diagnoses. 
These come from both rightsand left. On the right, Reaganomics 
blames government: the size and growth of spending, the weight of 
taxation, the welfare state, the burden of regulation. The case was 
never convincingly made. The remedies have, to say the least, not yet 
begun to bring the promised results. Countries with bigger govern- 
ments shared the pre-1973 prosperity and growth, as did those few 
with smaller governments. None have been spared the recent stagfla- 
tion and stagnation. 

On the left, prophets of the euthanasia of the worker have reap- 
peared - a coincident indicator of every depression. Remember the 
Technocracy movement of the 1930s and the automation scares of 
1960-61. In both cases subsequent cyclical expansion, aided by 
demand stimulus, created jobs in an abundance that had seemed 
arithmetically impossible to these and other pessimists. Pessimists? 
On productivity they are extravagant optimistics; the problem they 
see is not a slowdown in its growth but an incredible spurt. 

Somewhere in the center are advocates of industrial policy, some 
combination of national planning and government-business collabo- 
ration. One motivation is the widespread impression that the United 
States is losing its ability to compete internationally in all goods and 
services. The record of our export growth, in manufactures as well as 
other commodities, refutes this view. In the past, the composition of 
national output has adjusted to shifts of comparative advantage; it can 
do so again. Currently our own monetary policy and our prospective 
monetary-fiscal mix are handicapping our producers in international 
competition by appreciating the dollar against foreign currencies. It 
would be a tragic'irony if to bandage these self-inflicted wounds we 



116 James Tobin 

adopted protectionist measures or industrial policies to subsidize 
either ' 'winners" or "losers: " 

The second motivation is that new technologies and investment 
opportunities involve more risks than American businessmen can be 
expected to bear and American investors can be expected to finance. 
We have the most sophisticated financial and capital markets in the 
world. Why should a government development bank be required to 
raise funds for socially viable projects within the private sphere? Let 
governments concentrate on public goods, human capital, and basic 
research, where social returns to the nation exceed private returns. 
These have been neglected in the anti-government supply-side 
revolt, with its excessive emphasis on business physical capital as the 
sole way to provide for the nation's future. 

I have, I admit, drawn too sharply the lines between micro and 
macro diagnoses, and between demand management and structural 
policies. Micro structure determines the terms and durations of infla- 
tion-unemployment tradeoffs and the location of the natural rate of 
unemployment, or what is more neutrally called the non-accelerat- 
ing-inflation-rate-of-unemployment (NAIRU). From this viewpoint, 
the important structural shocks and trends are those that shift the 
NAIRU or alter the relative responses of prices and outputs to dollar 
spending. The major uncertainties facing macro policymakers today 
concern these features of the economy. And the major structural 
reforms needed for prosperity and growth are ones that promise to 
lower the NAIRU and mitigate price responses to demand stimuli 
from whatever sources. 

The macro orientation thus suggests quite a different agenda from 
those of supply-siders or advocates of industrial policy. There are 
large differences of opinion about these reforms. Some of us advo- 
cate incomes policies. Some, not necessarily excluding the propo- 
nents of income policies, favor pro-competitive reforms in collective 
bargaining legislation, increased incentives for flexible labor com- 
pensation systems, removal of government regulations that establish 
floors, but not ceilings, for wages and prices, subsidies for training or 
retraining on and off the job, and for relocation. 

The NAIRU, it is generally agreed, has drifted upward since 1965. 
The possibility that it is now still higher than the 6 percent unemploy- 
ment rates achieved at the peak of recovery in 1978-79 is the underly- 
ing risk that inhibits expansionary macro policy today. The main evi- 
dence, however, is the inflation of the 1970s itself. As Hall points 
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out, there is some independent indication in the rise of overall unem- 
ployment rates relative to other measures of labor market tightness. 
But drift- in this relation cannot account for today's high unemploy- 
ment rates or for prevailing rates of excess industrial capacity. I sus- 
pect that the NAIRU follows with lag the history of actual unemploy- 
ment. High unemployment since 1974, generated by anti-inflation 
policies, has denied many young workers and others the job experi- 
ences that are the most reliable creators of human capital. 

There is considerable danger, I think, of misreading the experience 
of the 1970s. The bursts of inflation that terminated and spoiled the 
recoveries of 197 1-73 and 1975-79 were far from wholly endogenous 
consequences of those recoveries. They had more to do with OPEC 
and Middle Eastern wars and revolutions than with American labor 
and product markets. If they told us about any "natural rate," it was 
the then operable natural rate of oil consumption. It is remarkable that 
Hall's catalogue of structural change and his account of recent macro 
history ignore oil and energy. A favorable trend is the adaptation of 
oil and energy consumers and producers to the post-1973 price and 
supply situation. The likelihood is small that a recovery in the 1980s 
will encounter the same stagflationary shocks as those of the 1970s. 
But caution bred by the 1973-74 and 1978-79 events will doubtless 
induce governments and central banks, here and elsewhere, to charge 
in excess points of unemployment a heavy premium for insurance 
against inflation. 

Hall's recommendations for monetary policy 
Hall's major recommendation is that monetary policy be commit- 

ted by mandate of Congress to a permanent, nominal, quantitative 
target. He seeks a rule which will limit fluctuations of prices and 
quantities in the face of our inevitable uncertainties about the struc- 
ture of the economy and the shocks to which it will be subject. He 
rejects rules committing the central bank to predetermined paths of its 
immediate instruments or of intermediate monetary aggregates. Sta- 
bility of these measures will not stabilize variables of macroeco- 
nomic importance, as recent events have dramatically illustrated. 
Hall subordinates instruments and intermediate indicators to targets 
of macroeconomic performance. In this respect, I agree and applaud. 

However, I do not believe that Congress can or should bind the 
Federal Reserve to any permanent target path.. Hall's proposals are 
ostensibly motivated by the observation that policies must cope with 
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structural uncertainties and shocks. There is significant probability 
that any simple, irrevocable rule will force the Fed to take the econ- 
omy into regions of dangerously poor performance for long periods 
of time. To forbid the Fed to diagnose unexpected events and revise 
target paths could be as suicidal as it would have been to forbid Paul 
Volcker and his colleagues to rescue the economy in 1982 from the 
unintended consequences of obsolete M targets. To forbid Congress 
to amend the target path in such circumstances is politically impos- 
sible and therefore incredible from the start. 

Neither do I believe that Congress and the Fed can or should con- 
fine themselves to nominal targets. Real performarice is, after all, the 
name of the game of political economy. Elected officials and their 
servants are judged by the electorate by real outcomes - unemploy- 
ment, production, growth - and not just by price or inflation stabil- 
ity. Properly so. The notion that since monetary instruments are nom- 
inal magnitudes they can and should be geared only to nominal 
outcomes is a facile play on words. The proposition that monetary 
policies are neutral with respect to real outcomes does not withstand 
either theoretical analysis or empirical test. This is not to say that the 
Fed should be committed, on its own or by Congressional mandate, 
to any permanent numbers for unemployment or real GNP growth. 
Nothing should be permanently pegged. 

One of Hall's two favorite target variables is nominal GNP. I like it 
too, provided the numerical targets are subject to annual revision. 
Each year a five-year projection of nominal GNP, agreed upon by the 
administration, Congress, and the Fed, would announce the inten- 
tions of the policymakers. The first year of the projection would be a 
firm commitment. The implied one-to-one price-output tradeoff may 
not accord perfectly with social priorities, but its simplicity is a major 
compensating advantage. But let the longer-run target path be recon- 
sidered annually in the light of experience and the state of the econ- 
omy. 

Hall's alternative suggestion is a permanent target for the level of 
the Consumer Price Index. His proposal also includes a rule for mon- 
etary policy designed to correct gradually deviations from the perma- 
nent target. As we would expect from the fertile mind and pen of the 
author, this is an imaginative, ingenious, and provocative recom- 
mendation. As you and he would expect, I have strong objections. 

First, I do not understand the implicit welfare economics. Why 
should the absolute level of a price index be an argument, let alone 
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the argument, in anybody's social welfare function? Why, in particu- 
lar, should it be there for neoclassical economists who in other con- 
texts repeatedly assert the neutrality of money? From a less doctri- 
naire perspective, why should movement of the price level be ruled 
out as one way, frequently one of the least costly ways, of adjusting 
to shocks? Consider as examples changes in factor productivity, sup- 
plies and prices of internationally traded goods, and indirect-taxes. 
Keynes argued that increase of domestic prices could be the least dis- 
ruptive way of making necessary reductions in real wages. When 
Chancellor of the Exchequer Churchill disregarded his warnings in 
1925, Britain was plunged into long depression. Following the 
OPEC shock of 1973-74, a Keynesian adjustment occurred in the 
United States. The nominal wage path responded quite incompletely 
to the price shock; in 1975-78 real wages fell, relative to previous 
trends, more than enough to pay the nation's higher cost of imported 
oil. 

Second, if any price index were to be a policy target, it should 
surely not be the CPI, subject as that index is to fluctuations from spe- 
cific commodity prices, taxes, exchange rates, import costs, interest 
rates, and other idiosyncracies. It should be some index of domestic 
value added at factor cost. 

Third, I worry about the path of real interest rates that will accom- 
pany deviations of actual price from the target. When upward devia- 
tions are due to excess demand shocks, it is true, the rise in the real 
rate will be in the right direction. It may be excessive because the Fed 
will also be raising nominal rates in order to keep the futures-market 
expected price index on Hall's prescribed return path. The serious 
problem arises when the upward deviation results from a stagfla- 
tionary shock, like the OPEC shock of 1973-74. Then the Fed would 
have to generate actual deflation at a time when aggregate demand is 
already being reduced by the shock. Just imagine how much worse 
the recessions of 1974-75 and 1980-82 would have been had the Fed 
been bound by Hall's price level rules. 

The answer, I anticipate, will be that the behavior of unions, work- 
ers, and managers in setting wages and prices would be wholly differ- 
ent if they understood the new policy regime. This is a popular point 
in theoretical ivory towers, on the Stanford campus and elsewhere, 
but it has scant empirical support, far too thin to bet the future of the 
economy on it. Actual economic distress, not the threat of it, still 
seems to be the main discipline of prices and wages, in Thatcher's 
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Britain and in Volcker's America. Why? As I mentioned above, it is 
hard to make threats credible given that Congresses, Presidents, and 
central bank governors cannot bind their successors, and maybe not 
even themselves. Art Okun's village fire department, exasperated by 
a careless citizenry, will not really carry out its threat to answer no 
more alarms for a month. Anyway, the inflation control game is not a 
two-person contest between government and an unruly economy. It 
is an n +  1-person game, in which the government's threat is 
addressed to everybody in general and nobody in particular. Con- 
sider,,as a metaphor in the Okun tradition, a highway police force 
frustrated by chronic speeding, threatening to close the freeway for a 
week if the average speed of motorists the previous week exceeds 55. 
In a decentralized system of wage- and price-setting, as Keynes 
pointed out long ago, every local group will resist nominal reductions 
because they appear to each group as a loss of relative income. It is 
naive to expect nominal inertia to disappear on the announcement of a 
new monetary regime, whether Hall's, the monetarists', or the gold 
bugs'. 

Fourth, I question the desirability of a stable price level even over 
the long run, with deflationary and inflationary episodes occumng 
symmetrically. One reason is that reductions in nominal wages and 
other incomes are harder and slower to come by than raises. In addi- 
tion, as I think Scitovsky and/or Vickrey observed many years ago, a 
stable or declining price trend invites Keynesian liquidity trap prob- 
lems, given the impossibility of negative nominal interest. There 
have been times, and may be again, when real interest rates on safe 
assets need to be very low or negative. 

Fifth, I wonder how Hall's new regime would start. He mentions 
for illustration a numerical target about 3 percent above the present 
CPI. Should Congress adopt that target right now, inertia and bad 
luck on food or other items could easily force the Fed into deflation- 
ary policies before a year is out. Would Congress adopt a target 
allowing more room and time? Wouldn't those who voted for it be 
accused of officially sanctioning inflation? 

Sixth, it is by no means as clear to me as it is to Hall how his feed- 
back mechanism would work. Let me remind you of the mechanism. 
The Fed would be required to keep the expected future CPI, quoted 
today on the Coffee, Sugar, and Cocoa exchange for a year hence, 
one quarter of the distance between the latest actual CPI report and 
the permanent target. If the target were 3 10, the current reading 3 14, 
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"the Fed would change its portfolio as necessary to keep the expected 
level of the CPI a year hence at 3 13. ' ' 

What does the Fed do to induce traders to arrive at 3 13 on the CSC 
exchange? Maybe the Fed need do nothing. The traders know the for- 
mula, and the market clicks as automatically as forward exchange 
rates preserve interest rate parity. But there is no arbitrage here. The 
Fed does not itself buy or sell CPI futures (except, Hall says, possibly 
to get information from an otherwise thin market). Moreover, the Fed 
will not be buying or selling CPI commodity bundles or proxy com- 
modities; the FOMC will not have the power to'directly determine 
actual CPI outcomes. So the futures price will not go to 313, in the 
example, unless and until traders observe the Fed taking such actions 
as will in their opinion indirectly make 313 a good prediction. In 
effect, short-run monetary operations will depend, not on the judg- 
ment of the Fed andits expert staff as to what actions will do the trick, 
but on the judgments of an anonymous and ever-shifting set of futures 
market traders. The performance of markets in foreign exchange, 
gold, interest rate futures, and stock market indexes does not give me 
great confidence in this method of making monetary policy. What- 
ever may be the monetary rule, I would rather trust the Fed and its 
staff to implement it and forget the futures market except as one of 
many sources of information to them. 

Hall on fiscal policy and international coordination 

The paper, though mainly devoted to monetary policy, treats fiscal 
policy too. Hall downgrades its importance and value in demand 
management. I have space for only two brief comments. 

The first concerns Hall's main point, that international integration 
and floating exchange rates have diluted the effects of any single 
country's fiscal measures on local aggregate demand. Yes, but the 
reason is that the demand effects spill into other economies. Fiscal 
expansion throughout the OECD would raise demand throughout the 
OECD and the world. The same openness that dilutes the local effects 
of fiscal measures increases the leverage of monetary stimulus. But 
the reason is that exchange depreciation pulls in demand from the rest 
of the world; the worldwide effect of a single country's monetary pol- 
icy is smaller than its local effect. Coordinated monetary stimulus 
would raise demand everywhere. Hall's use of the small-open-econ- 
omy-in-a-big-world model is in any case out of place for the United 
States. American and foreign assets are imperfect substitutes in 
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American portfolios, and the United States is still the most powerful 
locomotive of the world economy. Hall's emphasis on international 
openness makes illogical his perfunctory dismissal of the problem of 
coordinating the macro policies of the United States, Germany and 
the European Community, and Japan. 

My second comment concerns Hall's plug for his particular pro- 
posals for tax and fiscal reform. None of his arguments against the 
use of taxes and spending for macro stabilization, which I regard as 
overstated anyway, support those proposals. They must be judged by 
criteria of allocational efficiency and distributional equity, not by 
macroeconomic considerations. That, not agreement with the pro- 
posals, is the reason I do not discuss them here 

In conclusion I shall state briefly views I have elaborated else- 
where. Macro policies should aim openly at announced paths of 
important real and nominal variables over a horizon of five years. 
These paths should be reconsidered annually. The nominal GNP tar- 
get, firm for a year ahead, should be consistent with the five-year 
goals. Instrument settings and intermediate variable targets within a 
year should be consistent with the nominal GNP target for the year. 
By coordination among administration, Congress, and Federal 
Reserve, monetary, and fiscal policies should be aiming at the same 
longer and shorter-run targets. International coordination of macro 
policies among the three world-class locomotives is needed to pre- 
vent beggk-my-neighbor policies with respect to either demand or 
prices.. In the United States, income policies - wage and price 
guideposts with tax-based inducements to comply with them - 
would be a useful adjunct to fiscal and monetary instruments. They 
would be a less costly way of insuring against renewed acceleration 
of inflation than extra points of unemployment and excess capacity. 



Targeted Industrial Policies: 
Theory and Evidence 

Paul R .  Krugman 

At some point in the next decade, the U.S. will probably adopt an 
explicit industrial policy. This policy may include general incentives 
for capital formation, R&D, retraining of labor, and so on, but it will 
also almost surely involve "targeting" of industries thought to be of 
particular importance. By targeting I mean an effort to change the 
allocation of investment - as opposed to its overall level - so as to 
favor particular industries in which the private market is believed to 
underinvest. There may be other.concepts of targeted industrial pol- 
icy, but the question of the government's role in the allocation of 
investment is surely the most important and controversial one. 

Support for some kind of targeted industrial policy comes from a 
remarkably wide political spectrum. The idea is favored by nearly all 
Democrats and many Republicans, nearly all liberals and many con- 
servatives, nearly all unions and many businesses. The only fairly 
unified opposition comes from professional economists. It is a tribute 
to the force of free-market ideology that we have resisted industrial 
targeting as long as we have. 

The breadth of support for targeting is, however, partly a conse- 
quence of the fact that the specifics have not yet been defined. Which 
industries are to be targeted? Many advocates of targeting are, to put 
it bluntly, slippery on this point. They call for a coherent industrial 
strategy backed by new government institutions, but do not define the 
substance of that strategy. Presumably the details are to be worked 
out later. Yet there is a wide range of opinion about which industries 
should be targeted, and very little agreement about the criteria to be 
used to settle these disputes. If we can agree in advance, in more or 
less academic forums, on criteria for selecting target industries, it 
may be reasonable to expect government agencies to fill in the seven- 
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digit detail. If we cannot devise such criteria, the prospects for suc- 
cess are slim. For the problem of criteria for targeting is a deep one - 
and deep analysis is not something that government agencies do well. 

The case for a targeted industrial policy therefore stands or falls on 
the issue of criteria for selection. Can we devise criteria for choosing 
targets which will by and large pick the right industries? If we can, 
can we &vise an institutional framework which will actually act on 
these criteria and not degenerate into a system of political payoffs? 
The answers I will suggest are not encouraging. Most criteria for tar- 
geting suggested by the advocates of industrial policy are poorly 
thought out and would lead to counterproductive policies. While 
there are more sophisticated criteria suggested by economic theory, 
we do not know enough to turn the theoretical models into policy pre- 
scriptions. Indeed, we find it hard to tell whether industrial policies 
have been successful even after the fact. Given this lack of clear 
guidelines, it is very naive to suppose that government agencies can 
somehow intuit their way to appropriate policies. 

This paper is in two main parts. The first part is a discussion of cri- 
teria for selecting target industries. It 'begins with an analysis of 
"popular" criteria which have been advanced in publications aimed 
at a large audience, then turns to more sophisticated criteria sug- 
gested by economic theory. The second part examines the other side 
of the coin, the evaluation of actual industrial policies. It discusses 
the'difficulties in determining, even after the fact, whether an indus- 
trial policy "worked." These problems are then illustrated with two 
examples, UK steel idustry and the semiconductor industry. 

Criteria far industrid t a r g A g  

Even a skeptical discussion of targeted industrial policies should 
admit at the outset that there is no question that an optimal policy of 
industrial targeting would be beneficial. Markets are rn perfect, and 
the numerous market failures and distortions in the real world surely 
lead to too little investment in some industries, too much in others. 
The question is, which ones? ~ a r k e t s  aren't perfect, but they are 
probably not so imperfect that random interventions are liable to 
improve on them. , 

Unfortunately, most discussions of industrial targeting are vague 
about what we should target. There is a good deal of emphasis on the 
importance of detailed study of industries, but even the most detailed 
study will not help us formulate policy if we don't know what we're 
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looking for. There is also frequent asseflion'of the need for a coherent 
strategy; but a coherent, wrong-headed strategy may be worse than 
no strategy at all. 

The absences of clear criteria for choosing targets makes discus- 
sion difficult. What I will try to do in this section is to anaylze criteria 
which are explicit in some discussions and implicit in many others. 
These criteria fall into two gkoups. First are what I will call "popu- 
lar" criteria. These are criteria which are frequently advanced in 
books and articles aimed at a large audience rather than at profes- 
sional economists. The criteria which I have found most often in this 
literature are high value-added per worker; linkage to the rest of the 
economy; the prospect of future international competitivenkss; and 
targeting by foreign governments. From an economist's pershective, 
all of these criteria are badly flawed. It is possible to show both by 
abstract "thought experiments" and by concrete example ,that an 
industrial strategy which uses any of these criteria to choose target 
industries is likely to reduce economic growth, not promote it. 

While the public debate on industrial policy is dominated by these 
simplistic criteria, however, there is also an economist's case for tar- 
geting. This case emphasizes,the role of targeting in the face of 
imperfect markets, resulting in particular from economies of scale, 
externalities, and the incentive-distorting effects-of the government 
policies. These concepts furnish a valid basis for targeting - if the 
theoretical concepts can be turned into measurable faciors in:prac- 
tice, and if one believes that the machinery of industrial policy , . will 
actually work in the way we intend. 

Popular criteria for industrial targeting 

Most writing about industrial policy is vague about the.content of 
such a policy. Any attempt to analyze, specific ideas is therefore 
risky. If the analyst isolates a particular concept and cri'ticizes it, he is 
likely to be told that he is oversimplifying. Yet there must be some 
specific concepts in the minds of the advocates of industrial target: 
ing. My own reading of recent discussions suggest that the most 
important criteria envisi0ned.b~ advocates of industrial tGgeting & 
the following: 

High value-added per worker. Some authors have poi,nted.to the 
wide range of value-added per worker across industries and sug- 
gested that countries can raise their national income - to some extent 
at other countries' expense - by deliberately shifting their economic 
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structure into the high value-added industries. 
Linkage industries. Many authors have also suggested that there is 

a special payoff to investment in "linkage" industries, such as steel 
and semiconductors, whose outputs are used as inputs by other indus- 
tries. 

Future competitiveness. It is often argued that the government has 
a valuable role to play in targeting induitries in which a country is not 
currently competitive on world markets, but in which it will be or can 
be made to be competitive in the future. 

Responding to other governments. A final argument which has 
become very popular is that industrial targeting must be used to 
counter other governments' industrial policies, lest our country's 
industrial structure become determined by other countries' targeting. 

High value-added per worker. In their admirably clear tract on 
industrial policy, Minding America's Business, Magaziner and Reich 
immediately lay out their basic criteria for industrial targeting: 

"We suggest that U. S. companies and the government develop 
a. coherent and coordinated industrial policy whose aim is to 
raise the real income of our citizens by improving the pattern of 
our investments rather than by focusing only on aggregate 
investment levels. Our country's real income can rise only if (1) 
its labor and capital increasingly flow toward businesses that 
add greater value per employee and (2) we maintain a position 
in these businesses that is superior to that of our international 
competitors. ' " 
Leaving on one side the issue of competitiveness, to which we 

return below, this passage clearly states two features of the proposed 
policy: a reliance on reallocation of investment rather than an 
increased flow, and direction of investment toward sectors with high 
value-added per worker. 

There is great plausibility to the idea that reallocation of workers 
into high value-added sectors will raise national income. There is a 
wide range of value-added even among quite aggregate groups of 
industries. Other things equal, a higher share of workers in the high- 
value-added industries would mean higher national income per cap- 
ita. 

But would other things be equal? The crucial question to ask is why 
there is so much variation among industries in value-added per 

1. Magaziner and Reich (1980), p. 4. 
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worker. Why doesn't labor move into the high value-added sectors 
without special encouragement? The answer, of course, is that-by and 
large high output per worker reflects high input per worker: large 
quantities of capital and extensive training and education. Sending a 
garment worker to a refinery does not by itself make him as produc- 
tive as the existing refinery workers - you also have to equip him 
with several hundred thousand dollars' worth of capital equipment. 
Sectors with high value-added per worker generally have low value- 
added per unit of capital or per skilled worker.' 

Suppose that the government were to follow a policy of encourag- 
ing investment in high value-added sectors -that is, in sectors with 
high ratios of physical and human capital to labor - without at the 
same time increasing the overall rate of investment. It is easy to pur- 
sue a "thought experiment" to see the consequences. Since the capi- 
tal-labor ratio in high value-added industries is higher than in low 
value-added industries', a given amount of investment would employ 
fewer people. Employment growth would slow, and unemployment 
would rise. At the same time, since the capital-output ratio is also 
higher in value-added industries, the rate of economic growth would 
actually be reduced. This may seem paradoxical, since output per 
worker would be rising more rapidly than before, but the paradox is 
resolved by the fact that the slowdown in employment growth would 
more than offset the rise in productivity growth. 

Over time, if they are allowed to operate, market forces would tend 
to correct some of these effects. Rising unemployment would put 
downward pressure on real wages, and lower real wages would lead 
firms to.move towards mote labor-intensive techniques. In the long 
run, employment would be restored, with more workers in high 
value-added Sectors but lower productivity in each sector - and 
probably lower output per worker in the economy as a whole. At least 
some advocates of high value-added targeting, however, would try to 
prevent this adjustment: 

"As a national strategy, the substitution of lower real relative 
wages for productivity 'improvements would eventually make 
America a relatively poor country, albeit one with a healthy bal- 
ance of payments. Accordingly, a rational industrial policy 

2. For example, the chemical industry has a value-added per worker which is more than 
three times that in textiles, but its capital-labor ratio is also more than three times as high. (Num- 
bers from Statistical Abstract of the United States.) 
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should encourage f m s  to invest in productivity improvements 
and increased output rather than reduce real wages. ' " 

In other words, as unemployment rose, real wages would be sus- 
tained through government legislation or less formal suasion. 

In short, a strategy of encouraging investment in industries with 
high value-added per worker appears, in our thought experiment, to 
have very poor results: slower growth, and rising unemployment. 
But would it actually work out that way in practice? As it happens, 
there is abundant experience with this kind of policy. For much of the 
postwar period, encouragement of capital-intensive, high value- 
added industries was a key element of development strategy in many 
less-developed countries. It is generally acknowledged now that such 
policies. were misguided. They tended to produce dualistic econo- 
mies, divided between high-wage, capital-intensive, but economi- 
cally inefficient favored sectors and a low-wage, high unemployment 
residuaL4 The success stories of the less developed world have been 
exactly those countries which, instead of prematurely developing 
their capital-intensive industries, exploited their comparative advan- 
tage to export labor-intensive products. Thus the proposal to foster 
high value-added industry amounts to a suggestion that we adopt a 
strategy which looks like a bad idea in theory and has worked poorly 
in practice as well. 
Linkages. A second criterion for industrial targeting which is fre- 

quently advanced is that special encouragement should be given to 
industries which are important "linkage" sectors, in the sense that 
their output is in turn used as an input by a number of other industries. 
A representative view on this is that of Eleanor Hadley, who writes in 
explaining the success of Japanese industrial policy that: 

"Japanese target industries have been selected not only for their 
own importance but for their ramifying effect on other indus- 
tries. For example, steel was chosen because, in an industrial 
economy, steel is the basic building block. ~ a v e  cheap, good- 
quality steel, and the products made of it - ships, automobiles, 
rails, locomotives, heavy electrical equipment - will enjoy a 
price advantage. 

Similar views recur through much of the industrial policy literature. 

3.  Magaziner and Reich (1980), p. 339. 
4. See, for example, Little, Scitovsky, and Scott (1975). 
5 .  Hadley (1983), p. 6. 
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Magaziner and Reich offer a view which is identical to Hadley's; 
Mueller and Moore (1983) similarly argue for a'need to target "basic 
industries, such as steel, which have important multiplier conse- 
quences throughout the economy. " 

On the surface, the idea of a special significance to the production 
of linkage industries seems highly plausible. If capital and labor are 
used to produce a final good - say dishwashers - than that is all 
they produce. If they are instead used to produce steel, the steel can in 
turn be used to produce many different items. So it is natural to sup- 
pose that other things equal it is more productive to allocate more 
capital and labor to steel. 

On reflection, however, the argument is not so clear. Saying that 
steel is used in many industries conveys the impression of multiple 
returns to output. But while steel is used in many industries, a partic- 
ular ingot of steel is used only once. A linkage of industry's products 
can be made to sound like "catalysts" for the rest of the economy, 
but unlike a real catalyst, steel does not get to be reused many times. 

What does formal economic theory have to say? In textbook eco- 
nomic models, the fact that some industries are inputs into other 
industries is not in and of itself a source of market failure. In the 
absence of other distorting factors, the market will in theory produce 
exactly the appropriate amount of investment in linkage industries. 

These textbook models, in which all "marginal whatnots" are 
equal, are of course poor approximations of reality, and it could eas- 
ily be that the ways in which the world is different from the models do 
make extra investment in linkage industries desirable. For example, 
there could be external economies in the linkage sector. But it is 
equally possible to conceive of cases in which it is the final goods sec- 
tors which should be encouraged - e.g., if they are more labor- 
intensive and unemployment is a problem. 

The fact that an industry provides inputs into other industries does 
not in and of itself mean that markets underinvest in that industry. 
There may be market failures which do make it desirable to promote a 
linkage industry, but the fact that an industry provides inputs to the 
rest of the economy gives us no help in deciding whether or not it 
should be targeted. 

Future competitiveness. Some proponents of industrial policy 
have realized that the differences of criteria for selection of targets 
represents a problem. An answer which has been proposed by some, 
such as Diebold (1980), is the criterion of eventual international com- 
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petitiveness. Adams (1983) argues that restricting targeting to indus- 
tries which can eventually become competitive on world markets is a 
relatively hard-nosed criterion for selection: 

"The criterion of present or future competitiveness on world 
markets . . . is a difficult market test. If the industry can meet 
that test, we can presume that resources are being allocated effi- 
ciently . . . [but the] world-market test must be applied with a 
dynamic view since industries presently in need of assistance 
may ultimately be competitive. "6 

There is a strong appeal to the notion that an industry is worth sup- 
porting if it will eventually be able to stand on its own feet in the face 
of international competition. We know that this is not a toothless cri- 
terion: many industries have received protection and support without 
ever becoming self-sustaining. (Indeed, there may well be industries 
deserving of support which would fail to pass the test, as discussed 
below.) The criterion of eventual competitiveness also has an honor- 
able intellectual lineage, having been propounded by no less an econ- 
omist than John Stuart Mill. 

But it is a fallacious criterion. There are at least two ways in which 
an industry might meet the criterion of eventual competitiveness yet 
in fact not be a proper candidate for targeting. 

The most obvious way in which an industry might meet the crite- 
rion of eventual competitiveness is if comparative advantage is shift- 
ing in the industry's direction for reasons independent of industrial 
policy. Suppose, for example, that a country has a small capital stock 
but a very high savings rate. Over time, as the country accumulates 
capital, its comparative advantage will shift capital-intensive indus- 
tries, simply as a result of market forces. In the economist's imagi- 
nary world of perfect markets, the shift in industrial structure would 
occur at exactly the right rate. In the real world, the pace is bound to 
be wrong; but there is no presumption that markets are too sluggish 
- they could equally well move too quickly.' 

The important point is that in our example - which is of course 
meant to be suggestive of postwar Japan - targeting of capital-inten- 
sive industries will meet the criterion of eventual competitiveness, 

6. Adams (1983), p. 413. 
7.  An interesting point in this connection is that "growth stocks,"whose value depends on 

anticipated future rather than current earnings, have historically been bad investments. This 
suggests that financial markets tend if anything to lay too much stress on future as opposed to 
present returns. 
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regardless of whether or not it actually promotes economic growth. It 
may be desirable to accelerate the movement into more capital-inten- 
sive industries, or it may not - it depends on the precise nature of 
capital market imperfections. Certainly it is possible to build an 
industry too soon. Singapore is now building personal computers; 
should it have tried to develop a computer industry in 1965? Adjust- 
ing too fast is as economically irrational as not adjusting at all. 

Our first case, then, is where the eventual competitiveness of an 
industry essentially happens for reasons independent of industrial 
policy, something Corden (1974) has called the case of the "pseudo 
infant industry." A second case arises when industrial targeting is 
responsible for eventual competitiveness, but at excessive cost. Sup- 
pose that there is an industry with worldwide excess capacity and lit- 
tle new investment. By subsidizing the cost of capital, a country 
could induce its firms to resume investing, building more modem, 
capital-intensive plants than their competitors. These plants might 
well have lower operating costs than those in other countries, so that 
even after the capital subsidy is ended the targeted industry will be 
able to export and operate at higher capacity utilization than other 
countries' industries. Yet in the absence of any other special reason 
for supporting the industry, such as technological spillovers, the 
social rate of return on investment in an industry with excess capacity 
is bound to be quite low. Again, that is not an argument drawn out of 
thin air; as argued below, the apparent success of Japanese industrial 
policy in steel may be partly of this kind. 

The last example stressed subsidy of capital. It is also possible that 
by subsidizing the acquisition of knowledge in an industry - either 
by subsidizing R&D or by protecting an industry while it moves 
down the learning curve - industrial targeting can sometimes create 
industries which are self-sustaining thereafter. As with a subsidy to 
capital, the eventual competitiveness does not show that the policy 
was justified. There is an enormous literature on the infant industry 
issue, which boils down to this: having the industry grow up healthy 
is not enough; its existence must generate enough extra national 
income to compensate for the initial cost. Suppose, for example, that 
a costly subsidy program creates an industry which is competitive, 
but not by a wide margin, so that it would be nearly as cheap to import 
the industry's products. Then the policy meets the criterion of even- 
tual competitiveness, but it was nonetheless a mistake. 

What these examples demonstrate is that eventual competitiveness 
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is not a useful guide to selecting targets. No doubt there are industries 
that will eventually be competitive and that should be targeted; there 
are also without question future competitive sectors that should not 
be targeted, and for that matter there are sectors worth supporting that 
will never be able to stand on their own feet. Unfortunately, knowing 
that an industry will or might become competitive tells us nothing 
about whether it should be promoted. 

Response to foreign targeting. One of the most influential argu- 
ments for industry targeting is that it must be used to counter foreign 
competition. On this argument, our criterion for selection of indus- 
tries ought to be essentially defensive. We should support industries 
which have been targeted by foreign governments, in order to avoid 
letting our industrial structure be determined as the "obverse of other 
countries' industrial policies.'' There is great appeal to the idea that 
the policies of foreign governments should not be allowed to distort 
our industrial stwcture. As one recent report argues: 

"[The] concept that the U.S. must reduce production in any 
sector - such as steel, automobiles, or semiconductors - as a 
result of decisions taken by foreign governments, is tantamount 
to resigning ourselves to having our economy shaped by the 
policies of others rather than by the impersonal operation of the 
marketplace. Our adherence to a laissez-faire philosophy under 
these conditions would mean that the structure of American 
industry would be determined, not by market forces, but by the 
industrial policies of other governments. 
Should the U.S., then, fight fire with fire - meet targeting with 

countertargeting? We probably will, but like our other popular,crite- 
ria, this one does not stand up too well under analysis. 

The problem is that in economics two wrongs do not make a right. 
A distortionary foreign policy may reduce U.S.  elfa are,^ but coun- 
tering it with an equivalent U .S . policy will often merely make things 
worse. 

Suppose, for example, that foreign countries subsidize exports of 
an agricultural commodity, say, wheat. This is undeniably a distort- 

8. Labor Industry Coalition for International Trade, p. 15. 

9. Or it may increase over welfare. If Colombia were to subsidize its coffee exports, this 
would distort the international trading pattern - but in a way which benefits us. One economist 
remarked that when the U.S. government determined that European governments were subsi- 
dizing their exports of steel to the U.S. the appropriate response should have been to send a note 
of thanks. 
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ing policy, and since the U.S. exports wheat, it lowers the price of 
U.S. exports and reduces our national income. Yet a program of 
countersubsidy by the U.S. would depress prices still further, com- 
pounding the damages. Here the plausible i d q  of meeting foreign 
targeting turns out to be a very bad criterion. ~ h e ' i x a m ~ l e ,  of course, 
not hypothetical: this is exactly what has happened. 

The response of advocates of a policy'of meeting foreign competi- 
tion would presumably be that wheat is a bad example. Foreign 
industrial targeting should not be matched in a mindless fashion, but 
only when it threatens key sectors. 

But what defines a key industry? If we can find criteria which make 
an industry particularly crucial, then we should target that industry 
regardless of whether other countries choose to target it. If the indus- 
try does not meet their criteria, foreign targeting gives no reason to 
change our judgment. 

In practice, an industrial policy aimed at meeting foreign competi- 
tion would probably lead to government encouragement of invest- 
ment precisely where the returns to investment are depressed by the 
targeting of other governments. A case in point is steel. Steel is 
almost universally regarded as an industry worth targeting, and partly 
as a result is an industry with low returns. In meeting foreign policies, 
the U.S. would thus be targeting an industry where the market returns 
are bound to be low. The only justification would be if there were 
other reasons to target steel. As already suggested and argued at 
greater length below, this is a dubious proposition. 

In general, meeting foreign industrial policy seems to be almost a 
recipe for picking sectors where there is excess capacity and low 
returns. 

Conclusions. We have examined four popular criteria for selecting 
targeted industries, and found them wanting. These criteria are not 
straw men. They are the criteria which have been proposed by some 
of the best-known advocates of industrial targeting, and are at least as 
sophisticated as the ideas which shape most public debate. 

Of the four criteria, two would probably be quite disastrously 
counterproductive. Targeting of high value-added industries is both 
in theory and in practice a recipe for slower growth and higher unem- 
ployment; defensive targeting to meet foreign policies will often be a 
way of insuring that investment is funneled into areas with excess 
capacity and depressed rates of return. The other criteria, linkages 
and future competitiveness, are less obviously destructive; but they 
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are not likely to be beneficial, either. 
I am sure that some advocates of industrial targeting will deny that 

they have in mind anything as simplistic as the concepts just 
described. ,The proponents of these criteria, however, do not think 
they are being simplistic. And when the time to choose industrial tar- 
gets comes, it will be a break with all past experience if the criteria for 
selection are more sophisticated than these. 

Nonetheless, it is possible to suggest some more sophisticated cri- 
teria for targeting which might be used to cany out a successful 
industrial policy. I find it hard to believe that they can serve as useful 
guides for policy, but in fairness they ought to be,described. 

More sophisticated criteria 

Only the most die-hard believer in the functioning of free markets 
would deny that a government planner with sufficient information 
and freedom of action could increase national income by targeting 
certain industries. The idealized model in which free markets lead to 
a perfectly efficient outcome relies on extreme assumptions, particu- 
larly about returns to scale and the ability of firms to fully capture all 
the benefits of their activities. Since these assumptions are visibly 
violated, there clearly exists a set of government policies - includ- 
ing activities we would describe as industrial targeting - which 
could raise national income. 

The problem is that knowing that a useful industrial policy exists 
does not necessarily help us implement it. To be helpful, an advocate 
of industrial targeting must be able to describe operational criteria for 
choosing target industries. This task may not be hopeless,.but it is not 
simple. What I will do is to analyze the way three types of deviations 
from the idealized competitive model might give rise to a case for tar- 
geting, and discuss the difficulties in formulating actual policies on 
the basis of existing knowledge. 

Economies of scale and imper$ect competition. The most obvious 
failing of conventional economic models is their assumption of con- 
stant returns to scale and the associated assumption of perfect compe- 
tition. In view of most businessmen and many economists, the norm 
- at least in manufacturing - is some degree of increasing returns 
and a market structure which is more or less oligopolistic. Of particu- 
lar importance for many discussions of industrial policy are 
"dynamic" economies of scale, resulting both from the role of R&D 
and from the experience cure. 
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It makes a great deal of difference whether these economies of 
scale are internal or external to firms. For example,,does each firm in 
the industry have its own experience curve, or is there ag industry 
experience curve which reflects output nationwide (or worldwide)? 
The case where the economies of scale are largely at the level of the 
industry rather than the firm is quite different from the case of f m -  
specific scale economies and is dealt with below. . 

In the case of internal economies of scale, the starting point for a 
discussion of policy is the realization that markets will not be perA 
fectly competitive. An industry will consist of a small group of f m s ,  
or if it consists of many firms they will be producing differentiated' 
products. Prices will be above marginal costs; firms will often act 
strategically, taking actions aimed at influencing the decisions of 
other firms. The range of possible behavior, and of response to gov- 
ernment policies, is much wider than in the standard competitive 
model. 

In the U.S. the traditional concern of government has been with 
protecting consumers from the exercise of market power by firms. 
The response has been antitrust and, in cases of very powerful scale 
economies, regulation. Only with the growing importance of trade 
has focus shifted to the protection or promotion of domestic firms 
against foreign competitors. There is definitely room for activist pol- 
icy here, but deciding what to do is not straightforward. Theoretical 
models can be devised in which an industry with economies of scale 
should be targeted, but others can be devised in which it should not. 

Let us begin by sketching out one sort of situation in which target- 
ing might be advantageous. Suppose there is an industry in which 
there are only two serious competitors, a U.S. firm and a Japanese 
firm, and that each knows that its costs will fall sharply as it gains 
experience. Each firm will tend to follow a "Boston Consulting 
Group" strategy, initially setting its prices low in order to move 
down the experience curve. If it could, each firm would like to con- 
vince the other that it will follow a very aggressive policy, so as to 
encourage its competitor to pull back; but the firms may have no cred- 
ible way of making such a commitment. 

In this context, a targeted industrial policy could serve the purpose 
of helping domestic firms play their strategic game. A government 
subsidy, for example, could make credible the intention of the 
domestic fm to pursue an aggressive pricing policy, deterring, its 
competitor. The withdrawal of the competitor could raise profits by 
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more than the amount of the subsidy, in effect transfening monopoly 
rents from foreigners to domestic residents. Thus there is at least the 
possibility of a successful predatory industrial policy. 

Unfortunately for policymakers, small variations in the situation 
could reverse the conclusion. Suppose, for example, that there are 
not one but several U.S. firms, and that the industry concerned is one 
in which we are a net exporter. Then it still might be the case that an 
output subsidy could benefit the U.S. by deterring foreign competi- 
tion,. But il could also be the case - and this becomes more likely, 
the d e  U1S. firms there k e  - that the opposite is true. In compet- 
ing with each other, U.S. firms may be setting their export prices too 
low grid iniresting too much for their own collective good; their col- 
lective pr&hts might be improved if they could be induced to pull 
back. This is the classical argument for exploitation of market power 
in trade: you should.raise the price of your exports, not lower it. 

Which of these stories is right? The answer surely varies across 
industries. To act with any hope of success would require a deep 
study of each industry in question - a deeper study than any which 
has ever: been carried out. 

External economies. Even in textbook analyses, external econo- 
mies are acknowledged to be a justification for government interven- 
tion. If the output of f m s  generates experience which is useful to 
other firms, or if the results of one firm's research and development 
can be "reverse engineered" by other firms to improve their own 
technology, then there is a clear opening for government action. The 
question becomes one of political economy: can the government act 
with enough wisdom to do more good than harm? 

The obvious examples of external economies are in innovative 
industries. Developers of new products or processes cannot help con- 
veying valuable information to competitors. Even if some details of 
an innovation can for a time be closely held - for example, a manu- 
facturing-process - the simple knowledge that something can be 
done is often highly valuable to competitors. 

Some discussions of industrial targeting also seem to suggest that 
there are external economies in the relationships between innovative 
industries and their customers. Such a-view appears to be the implicit 

10. This analysis is based loosely on Brander and Spencer (1982), as well as on Krugman 
(1983). 
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model in this recent statement by the Semiconductor Industry Associ- 
ation: 

"The U.S. advantage in semiconductors has . . . enabled the 
U. S . to maintain a competitive lead in most other high technol- 
ogy fields. " I '  

Presumably the idea is that close proximity to suppliers makes it 
easier for the users of the high technology products to pick up ideas 
which are "in the air," enabling them to keep abreast of and exploit 
the latest advances in technology. The case for believing in important 
inter-industry externalities of this sort does not seem as compelling as 
the case for intra-industry externalities; but there are doubtless some 
examples. 

Externalities are clearly important in innovative industries. If that 
were the whole story, these externalities would mean that firms 
underinvest in technology, and would provide a clear case for gov- 
ernment subsidy of R&D and promotion of industries on the early 
part of their learning curve. Unfortunately, this is not the whole 
story. Recent theorizing on competition in innovative industries has 
suggested that there are some other reasons why firms may overinvest 
in technol~gy.'~ There are two main reasons. First, there may be 
wasteful duplication of research. There may be six firms trying to 
develop a process when there should be only two or three. An R&D 
subsidy would encourage each fm to invest more, but it would also 
encourage entry, encouraging further duplication of work. Second, 
established firms may try to use heavy investment in R&D to deter 
potential competitors. This may lead them to develop technologies 
L L too soon," leading'to a situation where the social returns to more 
R&D are actually quite low. 

For these reasons, a simple policy of subsidizing high technology 
industries is not necessarily a good idea. In principle one could devise 
a better policy, one which combines some subsidy elements with 
industry restructuring to reduce the number of firms, encourage them 
to do joint research, etc. It is possible that Japanese industrial policies 
actually do in some degree approach this model. All one can say from 
a U.S. perspective is that to successfully select targeted industries, 
back them with subsidies, restructure them, and do all this in an 

1 1 .  Semiconductor Industry Association (1 983), p. 1 .  

12. See Dasgupta and Stiglitz (1982). 
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objective way would require that government officials show a depth 
of understanding and subtlety of action unprecedented in U.S. his- 
tory - and that they do it on a routine basis. 

Other government policies. It is arguable that the most important 
reason why the idealized model of a competitive economy is wrong is 
that we in fact have a large, intrusive government. The government 
imposes taxes and regulations which are not neutral across industries; 
it offers unemployment insurance and imposes minimum wages; it 
protects declining industries and bails out firms in trouble. All of 
these actions distort incentives in the market. 

It is a familiar proposition from the literature on economic devel- 
opment that distortions due to government action may make other 
offsetting government actions desirable. For example, protection of 
imports can lead to an overvalued exchange rate, which in turn may 
imply that export subsidies can raise national income. Similarly, if 
the government tends to promote or protect labor-intensive sectors, it 
may be able to undo some of the damage by simultaneously promot- 
ing capital-intensive projects. 

In general, however, the appropriate response to government- 
induced distortions is to try to minimize them, not to target particular 
industries in which the country underinvests. The interaction of the 
tax system with inflation during the 1970s probably led the U.S. to 
invest too much in housing, too little in plant and equipment; surely 
the right response was reform of the tax system, not targeting of par- 
ticular capital-intensive industries. 

It is sometimes argued that existing government policies, though 
not explicitly targeted, do have differential effects across industries, 
and that this means that we should respond with targeted offsetting 
policies. The answer, however, probably is that we should respond 
with policy reforms which are also not explicitly targeted, even 
though they too may in fact differentially favor certain sectors. 

Conclusions. There is a theoretical case for industrial targeting. 
There may come a time when economists are sufficiently knowledge- 
able to make concrete policy recommendations based on that theoret- 
ical case. As it stands now, however, the theory does not look very 
operational. If we must have a targeted industrial policy, it would 
probably be best to target the high technology industries, which have 
both important dynamic scale economies and important externalities. 
But we have no assurance that this is actually the right policy. There 
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are arguments, and not outlandish ones, suggesting that targeting of 
these industries might well lower national income. 

Evaluating targeted policies 
There is no lack of experien'ce with targeted industrial policies. 

Japan, of course, has pursued a policy of targeting throughout the 
postwar period. France has also made fairly consistent efforts to tar- 
get particular industries. Other countries, including Germany, Brit- 
ain, and indeed the U.S. have at times targeted individual sectors. 
One might be inclined, then, to sweep aside the theoretical discussion 
of the previous part of this paper with a call for a look at the evidence. 
What has worked in practice? 

Unfortunately, this is not so simple a question as it seems. In the 
first place, simply ascertaining what a country's industrial policies 
have been is often quite difficult. In the modern world, governments 
rarely use clean, transparent tools like flat subsidies or tariffs to pro- 
mote targeted industries. Instead they use a variety of hard-to-mea- 
sure instruments - tax incentives, credit allocation, procurement 
policies, recession cartels, red-tape barriers to imports, and so on. 
The extent of effective targeting is not only hard for observers to 
asceriain; it is a fair bet that even the officials administering the pro- 
grams don't know how much support they are providing. 

Above and beyond this difficulty is the problem of evaluation. 
Even if we are sure that a country did in fact target a particular indus- 
try, there is no simple way to tell whether that policy raised national 
income. The issue of evaluation is similar to the problem of selecting 
targets in the first place, and is similarly difficult. 

The plan of this part of the paper is to review the problem of evalu- 
ating targeted industrial policy, then illustrate the difficulties with 
brief discussions~of the two most famous cases of industrial targeting: 
the Japanese successes, real or alleged, in steel and semiconductors. 

The problem of evaluation 
Most studies of industrial policy do not worry explicitly about the 

problem of evaluating a policy's success. The attitude of most 
authors seems to be that they will recognize success or failure when 
they see them. In practice, this usually leads to evaluation based on 
one of two criteria: the overall success of economies whose govern- 
ments use targeted industrial policies, or the eventual competitive- 
ness of targeted industries. 
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The argument from overall success in its basic form is the state- 
ment that "Japan has a targeted industrial policy, and Japan has a 
high growth rate, so Japanese-style targeting must work." I may be 
accused of caricaturing the position of advocates of targeted pblicies, 
but in fact this is the main argument of many advocates of targeting: 

"How did Japan manage for 20 years to have real per annum 
growth of 10 percent? Inasmuch as no one else has achieved 
that, it strikes me that something other than market forces is an 
element in explaining it."I3 
The problem with the argument from overall success is that indus- 

trial policy is only one of many ways in which countries differ. Table 
1 shows, for example, some readily quantifiable reasons for the dis- 
parity between U.S. and Japanese rates of productivity growth during 
the 1970s. Japan had a far higher saving rate than the U . S . , together 
with a much lower rate of growth in employment; thus, capital per 
employee rose much more rapidly in Japan than in the U. S. At the 
same time, Japan was rapidly accumulating human capital, as indi- 
cated by the growing proportion of high skilled workers. Together 
with these readily quantifiable factors are qualitative factors 
remarked by many observers: an educational system which does a 
better job than ours of teaching basic literacy and mathematical skills; 
a better climate of labor-management relations; the advantage of 
being able to borrow technology from a U.S. economy which is still 
in many respects more advanced; and, hard to prove but supported by 
many anecdotes, a higher level of motivation generally. 

The point is that there is no lack of possible explanations for 
Japan's rapid productivity growth, and no reason to presume that 
everything Japan does contributes to that growth. Japan's agricul- 
tural policy almost surely is a drain on the economy, yet the economy 
has performed well. It is entirely possible that Japanese industrial 
policy has also been unproductive or counterproductive, but has been 
outweighed by favorable factors. Argument from aggregates does 
not work; only an examination of the specifics of targeting can be 
used to evaluate its effectiveness. 

But what specifics should be examined? In practice, most authors 
end up using the criterion of eventual competitiveness. If a targeted 
industry ended up as an effective competitor on world markets, the 

13. Eleanor Hadley, quoted inHigh Technology (1983), p.  20. . 
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TABL4 1 
Quantifiable Factors in Japan's Faster Productivity Growth 

Japan U.S .  - 
Net saving as 
percent of GDP, 
1974-80 19.5 6.5 
Rate of Growth of 
Employment, 1973-80 0.7 2.1 
Full-time school 
enrollment % 

Ages 15-19: 1960 39.4 64.1 
1975 76.3 72.0 

Ages 20-24: 1960 4.8 12.1 
1975 14.5 21.6 

- 

Sources: OECD, Main Economic Indicators, Historical Statistics, and Bureau of the Census, 
Social Indicators III 

policy is judged a success. Japanese steel and semiconductors are 
held up as examples of success based on the growth in Japanese mar- 
ket share, rather than on any careful calculation of costs and benefits. 
As we have already pointed out, however, eventual competitiveness 
does not necessarily provide any justification for industrial targeting, 
and it also is no evidence that targeting was a good idea. It may 
instead either reflect forces which had nothing to do with industrial 
policy, or it may represent a victory achieved at excessive cost. 

In order to evaluate targeted industrial policies, we must make a 
careful analysis based on the same criteria we would use to select 
industrial targets. In particular: did the policy give domestic firms a 
useful strategic advantage? Did it generate valuable external econo- 
mies? Did it offset a distortion caused by other government policies? 
Hardest of all to determine, were these benefits worth the cost? . 

The success that wasn't: the case of steel 

If the U.S.  ever does adopt a strategy of industrial targeting, it is 
almost inevitable that steel will be one of the chosen industries. 
Japan's rapid emergence as a massive exporter of steel in the '60s and 
'70s is still the most widely cited example of successful industrial 
policy (although semiconductors have recently begun to share the 
honor). The decline of the U.S.  industry is correspondingly held up 
as an example of the adverse consequences of the lack of a U.S. 
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response. In the terms of the popular criteria for choosing a target 
examined in the f i s t  part of this paper, steel has everything: high 
value-added per worker, thanks to its capital intensity; linkages, due 
to its status as a basic material; in the Japanese case, eventual compet- 
itiveness on world markets; and in the case of the U.S., the fact that at 
least some of the industry's problems could be attributed to foreign 
targeting. 

But we have seen that these are not valid criteria. Looking at the 
industry's experience more critically suggests a quite different con- 
clusion. Remarkably, this most famous of successes for industrial 
targeting was no success at all. 

Background on the steel industry, 1960-1980. l4 To understand the 
dynamics of competition in the steel industry requires an appreciation 
of four factors: the "maturity" of steelmaking technology, the inter- 
nationalization of raw material supply, the persistent differential 
between U.S. and Japanese employment costs, and the unexpectedly 
slow growth in demand after 1973. These factors, more than indus- 
trial policy, determined the basic outline of shifting market positions. 

The technology of making steel is a mature one. That is, it is fairly 
standardized and not changing too rapidly. As a result, the most 
advanced nations do not have a significant technological advantage 
over only moderately advanced countries. From the 1950s on, new 
steel plants in Japan, Europe, and the U.S. have all been roughly 
comparable in their labor and materials efficiency. More recently, 
advanced developing countries such as Korea have also shown their 
ability to borrow this technology. 

It should be noted, however, that while new plants have been 
roughly comparable in different countries, there is a strong vintage 
effect: new plants have higher labor productivity than older plants. 
This is important in explaining relative U. S. and Japanese productiv- 
ity performance. 

There was a time when the world distribution of steelmaking was 
largely determined by the location of raw materials. Steel production 
was located on top of coalfields which were not too far from sources 
of iron ore. By 1960, however, the advantages of traditional loca- 
tions had evaporated. On one hand, traditional raw material sources 
were becoming increasingly worked out. On the other hand, falling 
ocean transportation costs made it possible to exploit new sources, 

14. This exposition is based on Crandall(l981). 
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such as Brazilian iron ore and Australian coal. The result was to turn 
steel into a "footloose" industry: any coastal location with a good 
harbor would do. The critical determinants of location became the 
cost of capital and labor. 

In spite of the rapid rise in real wages in Japan over the past twenty 
years, the compensation'of U.S. steelworkers has consistently been 
far higher than those of their Japanese counterparts. In the mid- 1960s 
U.S. steelworkers reviewed wages and benefits about six times those 
of Japanese workers; in 198 1 they still received about twice as much. 
During the 1960s the major reason for this differential was the higher 
level of U.  S . wages in general, which in turn reflected general U S .  
economic advantages: superiority in high technology industries, a 
higher level of capital per worker, greater self sufficiency in natural 
resources. As these advantages have narrowed, the differential in the 
steel industry has been sustained through a sharp rise in the wages of 
U. S . steelworkers relative to the U . S . manufacturing average, from 
38 percent above the average in 1967 to a 71 percent premium in 
1977..(It is curious though perhaps not surprising that many discus- 
sions of the competitive problems of the U.S. steel industry - such 
as that of Magaziner and Reich - do not even mention the exercise of 
market power by the steelworkers as a possible source of difficulty.)I5 

Finally, the state of the steel industry in all countries has been pow- 
erfully conditioned by the slow growth in consumption since 1973. 
From 1968 to 1973, world steel output grew at an annual rate of 5.7 
percent, but after 1973 the combination of higher energy prices and 
slower growth in industrial countries brought a. sharp slowdown, 
even before the worldwide~recession of recent years. From 1973 to 
1978, world output of steel rose at an annual rate of only 0.5 percent. 

Market forces and steel competition. Before proceeding to analyze 
the role of industrial policy, it is worth asking what theeffect of these 
factors would have been if there had been no government interven- 
tion. Otherwise we may be attributing to MITI developments which 
would have happened in any case. 

The first critical point is that by the early 1960s the Japanese steel 
industry would have had a conipetitive advantage over the U.S. 
industry even if the Japanese government had kept hands off. The 
same technological "book of blueprints" was available to both coun- 

15. Data on steelworker compensation from Crandall(1981). 
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tries, access to raw materials was no longer a crucial factor, and labor 
costs were much higher in the U.S. Capital was becoming steadily 
more available in Japan, thanks to a high saving rate. Quite indepen- 
dent of industrial targeting, Japan was gaining a comparative advan- 
tage in steel while the U . S . was losing one. 

Given this underlying shift, the rational investment strategies of 
the two industries were quite different. Japanese firms naturally built 
new "greenfield" plants. U.S. firms could have built such plants, 
but could not have made them pay, since their labor costs would still 
have been far higher than those of their Japanese competitors. The 
rational strategy - in terms of long-run profit maximization, not just 
short-term advantage - would have been to invest only to maintain 
existing capacity or to take advantage of special opportunities to add 
capacity cheaply through "roundout" additions at existing sites. 
(The greenfield plants built in the U.  S . during the '60s yielded a dis- 
appointing rate of return.)16 

Because of its increasing relative proportion of newer plants, the 
Japanese industry eventually was bound to outstrip the U.S. in labor 
productivity. This would not have been a sign of failure on the part of 
either U.S. workers or managers, simply a reflection of the newer 
vintage of the Japanese plants. The U.S. could keep up, but only at 
excessive capital cost. The productivity of capital is as important an 
economic consideration as the productivity of labor. 

Finally, with the sharp slowdown of world demand after 1973, 
there would have been excess capacity in the steel industry whatever 
the policies of government. In this excess capacity environment the 
plants which stayed open would be newer plants with lower operating 
costs - in other words, Japanese capacity utilization would be 
higher than that of U . S . firms. 

What should be clear from this exposition is that the broad picture 
in U.S.-Japanese steel competition is not too different from what it 
would have been without Japanese targeting. This is not to deny a 
role to MITI, but we should not overstress its importance. 
' 

Japan's targeting of steel. From the 1950s to the early '70s, steel 
was a targeted industry in Japan. This meant several things. First, and 
probably most important, the Japanese steel industry became a 
favored claimant in a rationed capital market in which interest rates 
were below market-clearing levels - an important, if hard-to-mea- 

16. Magaziner and Reich (1982), p. 161 
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sure, subsidy. Second, the industry received tax breaks. Third, the 
industry received some subsidies and low interest loans, although 
these were relatively unimportant. The combined effect was basi- 
cally to give Japan's steel industry a.low cost of borrowed capital. At 
the same time, the assurance that in recessions the industry's profits 
would be protected by cartelization probably made firms more will- 
ing to risk having excess capacity. 

The result was that from the mid-1960s through the early 1970s, 
the period of most rapid growth, the Japanese industry had a distinc- 
tive pattern of financing and rates of return, as shown in Table 2. 
Investment was overwhelmingly financed by the issue of debt, hardly 
at all out of retained earnings. The rate of return was well below the 
average for Japanese manufacturing. 

TABLE 2 
Financing of Japanese Steel Investment 

Retained earnings as % of net 
investment 1967-7 1 , 1.5 

Long term debt as % of capital 
employed 

1964 
1971 

Rate of return in steel, 197 1 10.7 

Rate of return, all Japanese 
manufacturing, 1971 17.5 

Sources: International Iron and Steel Institute, Financing Steel Investment, 1961-1971, and 
Organization of Economic Cooperation and Development, Profits and Rates of Return, 1979 

The eventual return on this investment was even lower than this 
table suggests. After 1973, the growth of world steel demand fell off 
sharply, and Japanese steel production peaked in this year. Although 
Japanese firms have low operating costs and have thus managed to 
maintain higher rates .of capacity utilization than their competitors, 
steel prices have been low enough that profits have been low - cer- 
tainly not high enough to have made investing in steel profitable. In 
fact, little new investment has taken place since 1973. It is only 
thanks to the prevalence of low-interest loans and the capital gains 
from subsequent inflation that the Japanese steel industry has 
remained solvent. To caricature the Japanese industry's position, in 
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the '70s the steel companies were willing to operate the capital-inten- 
sive plants the government built for them. 

Did targeting of steel help Japan? The crucial question now 
becomes, was targeting of steel a wise policy? Did it in fact raise 
Japan's growth rate? 

On the test of market returns, the targeting of steel does not look at 
all like a good idea. Because of the unexpected steel glut of the '70s, 
the heavy investments in steel between 1965 and 1972 turned out to 
yield very low rates of return. By encouraging these investments, tar- 
geting funneled resources into a sector with low private rates of 
return. Only if social rates of return were much higher than private 
rates can the policy be justified. 

The most common reason advanced why there may have been 
extra social returns is steel's role as a linkage industry. This is the jus- 
tification offered by Hadley (1983) and Magaziner and Reich (1982); 
it is also suggested by some professional economists, e.g., Adams 
(1983). But as we have seen, linkages by themselves do not create a 
divergence between social and private rates of return. A true market 
failure is required. 

As we have argued, targeting can create strategic advantages 
which enable domestic firms to capture rents from foreign competi- 
tors. In this case, however, with a depressed world industry, there 
were no rents to capture. 

It is also possible for a targeted industry to generate useful techno- 
logical externalities. But the mature technology of steelmaking 
makes such externalities unlikely; indeed, the U.S. and Japanese 
industries seem to have had rough technological parity from 1960 on. 

If there is another argument for the usefulness of Japan's targeting 
of steel, it is not prominent in the literature. Heresy though it may 
seem, it is hard to avoid the conclusion that the most famous of indus- 
trial policy successes was no success at all. It encouraged Jqanese 
industry to invest in an activity with low returns, and it generated no 
visible side benefits. 

Should the U.S. have targeted steel? If the U.S. had targeted steel 
in the '60s and '70s, the results would have been similar to the Japa- 
nese results, but even less favorable. The U.S. could have built new 
greenfield plants as productive as Japan's, but because of higher U. S.  
labor costs they would have had lower capacity utilization and lower 
profit rates than Japan's. In other words, the private rate of return on 
any targeted investment in the U.S. steel industry would have been 
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low indeed. 
Arguments for extra social returns in steel in the U. S. are similar to 

those for extra returns in Japan, and are similarly dubious. The one 
exception we might make is an argument rarely mentioned. There is a 
market failure in steel: the market power of the steelworkers. This 
provides a possible though risky justification for intervention. 
Because steelworker wages are above their free-market levels, it 
makes sense to offset this distortion by subsidizing the steel indus- 
try's labor costs. The problem is of course that this might only 
encourage wages to go still higher. Ideally the government could . 

strike a bargain: employment subsidies in return for wage restraint. 
The problem is that politically such a bargain is almost inconceiv- 
able. 

Conclusions. The experience of the steel industry is usually cited 
as an example of the favorable consequences of industrial targeting in 
Japan and the unfavorable consequences of U.S. inaction. In fact it is 
a poor example. Japanese targeting was probably not crucial in deter- 
mining the course of U.S.-Japanese competition, and to the extent it 
was ineffective, it probably reduced Japanese national income. 

The success that may have been: semiconductors 

In recent years, the semiconductor industry has acquired much of 
the aura once associated with steel as a symbol of national economic 
prowess. As was once the case with steel, a semiconductor industry is 
something possessed only by the most advanced countries; like steel, 
semicmductors are an input into other advanced industries; like 
steel, semiconductors are closely connected with a country's military 
potential. In the 1950s, a national presence in steel was a political 
must for every country that could afford it; in the '80s and '90s, semi- 
conductors will play much the same role. 
More important for our economic analysis is the indisputable fact 

that the semiconductor industry is about as far as one can get from the 
classical model of a perfect market. 

Background on the semiconductor industry. The key feature of the 
semiconductor industry is its extremely rapid pace of technological 
change. The real cost of a given amount of computing capacity is cut 
i.n half every few years. This means a very short product cycle, which 
in turn has two major consequences: strong dynamic scale economies 
and important external economies. 

The shortness of the product cycle makes dynamic scale econo- 
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mies important in two ways. First, the costs of R&D cannot be amor- 
tized over many years' production. As a result, R&D is a large part of 
a firm's cost, and the per-unit cost depends strongly on a firm's sales. 
Second, because product cycles do not last very long, firms are 
always in the early, steep part of the experience curve. So for each 
individual firm, average costs fall quite sharply with cumulative out- 
put. 

In addition to the dynamic scale economies at the level of the firm 
are additional, external economies that spill over between firms. 
Some of these spillovers seem to operate through personal contact - 
hence the high-tech clusters of Route 128 and Silicon Valley. Others 
operate through the possibility of "reverse engineering" or more 
general forms of imitation, and may apply at a national or even a 
world level. 

Determinants of international competition. In an industry with 
strong dynamic scale economies, international competition is some- 
what more complex than' in conventional models of international 
trade. There is an important element of simple comparative advan- 
tage, but history and market access can also be crucial. And the 
importance of the experience curve makes it normal for shifts in mar- 
ket position to occur suddenly rather than gradually. 

Comparative advantage in high technology industries is largely 
determined by access to human capital of the right kind. The coun- 
tries and regions which have done well in high technology competi- 
tion are those with relatively abundant supplies of highly educated 
workers. Labor costs in production are not 'as important as the ability 
to maintain close links between production and R&D: so as to keep 
abreast of changing technology. 

As Table 3 suggests, a once-overwhelming U.S. lead in highly 
educated labor has been narrowed over time by other countries, espe- 
cially Japan. .Even in the absence of industrial targeting by other 
countries this would lead us to expect some reduction of U. S. market 
share in high technology industries, including semiconductors. 

How would this fall in market share come about in the absence of 
targeting? One recent study has argued that in the absence of target- 
ing the process would be gradual: 

"In an open market American firms would lose market share 
slowly when Japanese production began . . . the overall pattern 
of trade in a range of semiconductor products in an open market 
should see American producers 1osing.market share slowly to 
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Japanese producers but retaining a permanent market position 
based on their initial advantage. "" 

TABLE 3 
Human Capital Indicators for High Technology Industries 

Japan U.S. 

Scientists and engineers 
engaged in R&D per 
10,000 workers 

1970 33.4 63.6 
1978 49.4 58.3 

Electrical engineering 
graduates per 1,000,000 

1970 
1977 

Sources: National Science Board, Science Indicators, 1980, and Borms, Millstein, and Zys- 
man (1982) 

This argument is, however, almost surely wrong, because of the 
importance of the experience curve. The basic situation in high tech- 
nology industries is that Japan is acquiring a comparative advantage 
in areas in which U.S. firms have historically had dominant market 
shares. U.S. firms thus have the initial advantage of greater cumula- 
tive experience, but Japanese firms have lower input costs. It makes 
no sense in this situation for Japanese firms to try to increase their 
market share gradually across the board, since this would fail to over- 
come the U.S. advantage in experience. Instead, the natural strategy 
of a Japanese firm - regardless of whether or not the government is 
involved - is one of rapid penetration of a narrow market segment. 
This involves aggressive pricing to gain market share and move down 
the learning curve. Thus "surges" involving a Japanese willingness 
to take initial losses and a rapid increase in Japanese market share in a 
narrow product line are probably endemic to the process of Japanese 
catch-up to the United States. 

This is not to say that targeted industrial policies could not also 
play a role. Subsidies to R&D could obviously promote a particular 
industry. More subtly, a protected domestic market could serve as a 
springboard for exports. By providing a secure base, a protected 

17. Borms, Millstein, and Zysman (1982), p. 147. 



150 Paul K. Krugman 

domestic market can encourage domestic firms to invest in R&D and 
to move down the learning curve, while at the same time deterring 
foreign competition from doing the same. This can lead to a larger 
market share for domestic f m s  even in unprotected markets." The 
allegation of the U. S . semiconductor industry is that it is a combina- 
tion of subsidies and the advantage of a protected domestic market, 
rather than market forces, which have led to the rapid growth in Japa- 
nese semiconductor exports. 

Japanese targeting of semiconductors. Japan's targeting of semi- 
conductors contains one well-documented but probably not too 
important element - government-subsidized, collaborative research 
- and one disputed but possibly crucial element - closure of the 
domestic market. Several major studies have alleged that these two 
policies in conjunction have been the prime cause of Japanese suc- 
cess,19 but it remains possible that policy was actually a minor factor. 

The undisputed part of Japanese policy has been the encourage- 
ment of joint research projects supported by government subsidy of 
which the best known is the Very Large Scale Integration (VLSI) pro- 
gram. Relative to the size of the industry, the subsidies do not appear 
to have been very large. The Semiconductor Industry Association 
estimates a total subsidy of $507 million from 1976 to 1982; i.e., 
about $75 million per year. At the same time, Japanese sales of inte- 
grated circuits in 1981 were valued at nearly $3 billion.20 So the 
extent of subsidy by itself was almost certainly not enough to give 
Japanese firms a decisive advantage. More uncertain is whether 
encouragement of joint research and market-sharing allowed Japa- 
nese f m s  to avoid duplicative research, thus making their R&D 
more efficient than that of U.S. competitors. U.S. industry execu- 
tives tend to be doubtful about this. In general, the allegations of 
predatory Japanese targeting focus less on subsidized research than 
on the effects of a closed domestic market. 

Until the mid-1970s, Japan had overt protection of its semiconduc- 
tor industry, through tariffs and quantitative restrictions. After dis- 
mantling of these barriers, however, the share of imports in Japanese 
consumption did not rise. Indeed, it showed a downward trend during 

18. See Krugman (1983, forthcoming). 
19. Borrus, Millstein, and Zysman (1982) and Semiconductor Industry Association 

(1983). 
20. Subsidy figure from Semiconductor Industry Association, sales figure from Borrus, 

Millstein, and Zysman. 
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the period 1975-82, except for a temporary reversal following the 
massive appreciation of the yen in 1978. The argument of U. S. critics 
has been that the structure of the Japanese industry allows de facto 
closure of the market through formal guidance without any explicit 
controls on imports. 

The key feature of Japan's industry structure is that the major pro- 
ducers of semiconductors are also the major consumers. These firms 
are not, however, vertically integrated in the usual sense of the term. 
Each firm sells most of its output on the open market, while buying 
most of its semiconductors from other firms. It is argued, however, 
that these are really not arm's-length transactions. In effect, Japanese 
firms may be colluding to buy only from each other, with this collu- 
sion promoted by discreet guidance from MITI. 

Is this really the case? The prime piece of evidence usually cited is 
the low share of imports in the Japanese market. Although U.S. semi- 
conductor f m s  make about two-thirds of the world's integrated cir- 
cuits, they account for only about a sixth of the Japanese market. One 
might point out, however, that a similar though less striking disparity 
exists between Japan's share of the world and U.S. markets: Japan 
accounts for nearly 30 percent of world IC production, but only 12 
percent of U.S. cons~mption.~' Japan does run a substantial surplus 
in semiconductor trade with the U.S., but this need not be taken to 
demonstrate protection. More significant but less objective is anec- 
dotal evidence of a "buy-Japanese" mentality among Japanese 
firms. Whether this represents a hidden official policy is much less 
clear. 

In any case, is the combination of subsidy and market closure the 
basic explanation of Japan's rising market share in semiconductors, 
particularly its leading position in memories? The answer is probably 
not. As we have argued, a rising Japanese market share in high tech- 
nology industries generally would be happening in any case, and the 
rapid penetration of narrow market sectors is exactly what we would 
expect. Government policy may have helped determine that memo- 
ries rather than some other type of product were the market segment 
selected, but the general character of what has happened probably has 
little to do with official targeting. 

Was Japanesepolicy a success? To the extent that Japanese indus- 
trial policy has been responsible for the growth of the semiconductor 

2 1 .  Figures from Business Week, May 23, 1983 
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industry, was that policy a success? The basic criteria for success 
would be either (1) capture of substantial rents fr0m.U.S. firms, or 
(2) external economies benefiting other industries. In both cases the 
returns are not yet in. 

The rents from semiconductor targeting, if there will be any, lie in 
the future. Although numbers are not available, it seems clear that 
Japan's export of 64K RAMS has not yet earned a return sufficient to 
justify the investment. The large Japanese market share was won 
through a price war which led to substantial losses for U.S. firms and 
is unlikely to have been marked by Japanese profits. There has been 
no sustained breathing space for the Japanese to exploit their market 
dominance, since a similar costly battle for the 256K RAM is now 
looming. If there are to be big profits for the Japanese firms, they still 
lie several years in the future. 

The external economies from semiconductor production are also 
yet to be seen. It is often asserted that a country which has a decisive 
advantage in production of semiconductors will thereby gain a com- 
parable advantage in "downstream" products such as computers, 
but there is no solid evidence that this is true. The U.S. is far from 
being out of the semiconductor business and retains leadership in 
many other high technology areas. Thus it will be years before the 
alleged adverse effects of Japanese targeting on U.S. economic per- 
formance become clearly visible. 

Conclusions. In contrast to the fairly clear case of steel, the effects 
of industrial targeting in semiconductors are enveloped in fog. We do 
not know clearly the extent to which the industry was really targeted, 
we do not know how important the targeting was in international 
competition, and we do not know whether the policies of the Japa- 
nese government, whatever they were, raised or lowered Japanese 
national income. 

Semiconductors are a classic example of a non-classical industry. 
Nearly every market failure that one can think of is present. So if any 
sector is suitable for government intervention, this is the one. Yet it is 
unclear whether the government intervention which has taken place 
was either crucial for the industry or beneficial from a national point 
of view. 

General conclusions 

The advocates of industrial targeting generally claim that targeting 
has worked in other countries and is a major reason for better eco- 
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nomic performance abroad than in the U.S. While the discussion just 
presented is far from a conclusive rejection of this assertion, it cer- 
tainly raises questions. 

The crucial point is that evaluating the success of targeted indus- 
trial policies is a very difficult task. Most authors do not realize this. 
They go into painstaking detail on the technology and history of an 
industry, then become sloppy and casual when they come to the truly 
difficult task of economic evaluation. 

We have examined briefly two industries in which most people 
believe that targeted industrial policy scored major successes. In one 
case, that of steel, it is hard to find any reason to call the policy a suc- 
cess - unless one reverts to the view that because Japan is a success- 
ful economy, everything Japan did must have been well-conceived. 
In the other case, semiconductors, we are not sure what Japanese pol- 
icy was - and the payoffs to that policy, whatever it was, are still 
matters of the uncertain future. 

Prospects for successful industrial targeting 
It would be foolhardy to say that there is no case for a targeted 

industrial policy. Market imperfections are legion. Given sufficient 
information, enough power, and enough freedom from political pres- 
sures, a MITI-type agency might make a significant contribution to 
national income. But in the real world, the prospects for such gains 
are poor. We have noted a series of negative points: 

The most commonly cited criteria in popular discussions of tar- 
geting - criteria which are at least as sophisticated as the crite- 
ria likely to govern actual targeting - are misconceived, in 
some cases disastrously so. 
While there,is a valid case for targeting grounded in economic 
theory, the theoretical basis is too complex and ambiguous to be 
useful given the current state of knowledge. 
We are not easily able to evaluate the costs and benefits of 
industrial targeting even after the fact. In spite of the huge litera- 
ture on industrial policy, the criteria generally used for evalua- 
tion are crude and can easily be misleading. 
There are no clear-cut cases of successful industrial targeting. 
Of the two most famous examples,.Japanese targeting of steel 
probably reduced national income, while the returns are not yet 
in on Japan's targeting of seiniconductors. 

In some respects this paper has loaded the dice in favor of target- 
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ing. The examples surveyed were the apparent successes, not the 
obvious failures: steel and semiconductors, not synfuels and the Con- 
corde. Yet the verdict still has to be that there is very little support for 
the idea that industrial targeting is a desirable policy. 

It is already clear from Congressional hearings and popular discus- 
sion what the elements of a U.S. program of industrial targeting are 
likely to be. The key element will probably be a development bank 
which will provide low-interest loans and loan guarantees to favored 
firms. These f m s  will mostly be of two types. First will be firms in 
mature, linkage industries - in other words, the troubled, high 
wage, unionized, politically powerful traditional heavy industries. 
The second will be key emerging industries - in other words, the 
glamorous and prestigious high technology areas. Whatever the 
intentions, in the U.S. political system it is inevitable that political 
factors will weigh heavily on the choice of favored firms. 

It is hard to believe that such a policy will accelerate U.S. eco- 
nomic growth. Its direct effect will probably be to slow growth and 
raise unemployment. More important, the easy answer of targeting 
will help postpone our coming to grips with the real sources of disap- 
pointing U. S . performance. 
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Commentary 

George C .  Eads 

Reading Paul Krugman's paper reminded me of the old story of the 
drunk and the street lamp. A drunk is spotted one night searching on 
his hands and knees underneath a street lamp. A friend spots him and 
asks what he is doing. "Looking for my car keys," is the reply. The 
friend offers to help and gets down on his hands and knees to join the 
search. "Oh, the keys aren't here," the drunk says. "They're over 
there," motioning to a spot some distance away. "Then why are you 
searching here?" the friend asks. "That's where the light is," is the 
reply. 

An observer of this exchange asked to comment on it faces a 
dilemma. Should he confine himself to such matters as the thorough- 
ness of the drunk's search? Or should his comments also note the 
obvious problem ci-eated by confining the search for the keys to an 
area where they clearly are not located? 

I believe that he should do both, and so I will remark not only on 
the quality of Paul's paper (which I believe to be high) but also upon 
the extent to which it addresses the sort of issues that are likely to be 
of interest to policymakers as they struggle with the issue of whether 
the United States ought to undertake a program of explicit industrial 
targeting. Indeed, since I find very little to disagree with in what Paul 
wrote, I will devote the bulk of my time to the latter. 

For I believe that the particular street lamp that Paul (and, indeed, 
all of us economists) employ - the lamp of "economic efficiency" 
- will have little or nothing to do with the outcome of this debate. 
While the efficiency consequences of targeted industrial policies are, 
of course, enormously important for the performance of the econ- 
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omy, it is not really a belief that current policies and policymaking 
processes are ineflcient that has motivated the current level of inter- 
est among politicians on this issue. To be sure, the word "effi- 
ciency'' is sometimes used, but it bears about as much relationship to 
what is going on as the light did to the proper location of the drunk's 
search for his keys. 

It may be helpful to remind ourselves of an analogy. During the 
middle and late 1960s, when the nation was beginning to debate the 
wisdom of undertaking major programs of social regulation (the con- 
trol of air and water pollution, workplace health and safety, product 
safety, etc.), economists spent a great deal of time and space in the 
professional journals arguing about the extent to which these prob- 
lems were a result of something we called "market failure. " We also 
developed our ideas concerning how these market failures might 
"properly" be dealt with. Our favored solutions usually involved 
some form of pollution tax or permit.' 

There was, of course, nothing wrong with this literature. It was 
perfectly correct technically. It also helped provide a vocabulary for 
the policy debate. Unfortunately, since economists failed to under- 
stand what the debate about social regulation was about, vocabulary 
was about all that they contributed to deciding where we as a nation 
would regulate and, more importantly, how this regulation would be 
conducted. 

What was the debate over social regulation really about? It was 
about such things as "rights" and "equity" and "fairness." Solu- 
tions were chosen not because they were "efficient" but because 
they protected such rights or were perceived as fair. It has only been 
in recent years, after the nation has spent enormous sums of money 
on social regulatory programs, often with minimal results, that the 
consequences of treating social regulatory issues this way have 
become clear. The notion of treating social regulation as an issue in 
which efficiency is seen as an important - but still not the sole - 
operating criterion is slowly gaining currency. Yet even now, the 
failure of economists to participate in this debate in an effective way 
is hampering this development. We may have been willing to move 
out of the direct glare of the street lamp of economic efficiency, but 

1 .  For an outstanding example of an especially clear statement of the economist's 
approach to the issue of pollution and to its control, see the article with this name by Robert 
Solow in the August 6 ,  1971, issue of Science. 
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we have been afraid to move too far into the shadows. 
The academic economist might shrug his shoulders and declare 

that he cannot control the political process. If politicians choose sys- 
tematically to ignore his advice, then they and their constituents 
deserve the trouble they get into as a result. Such a view may help the 
academic keep a clear conscience, especially when (as with social 
regulation) events eventually prove him correct. But it cannot be sat- 
isfying for one who hopes to influence policy and - hopefully - 
help society avoid making costly and hard to rectify policy mistakes. 
Since I know Paul Krugman - and most of the people at this confer- 
ence - to be of the latter school of thought, I hope that both he and 
you will understand the spirit in which these criticisms and comments 
are offered. 

To be fair to Paul, he does recognize that how any targeted indus- 
trial policy would operate would be determined by factors other than 
those preferred by economists. For example, the next to last para- 
graph of his paper reads: 

It is already clear from Congressional hearings and popular 
discussion what the elements of a U.S. program of industrial 
targeting are likely to be. The key element will probably be a 
development bank that will provide low-interest loans and loan 
guarantees to favored firms. These firms will mostly be of two 
types. First will be firms in mature, linkage industries - in 
other words, the troubled, high-wage, unionized, politically 
powerful traditional heavy industries. The second will be key 
emerging industries - in other words, the glamorous and pres- 
tigious high-technology areas. Whatever the intentions, in the 
U.S. political system it is inevitable that political factors will 
weigh heavily on the choice of favored firms. 
I agree totally with this assessment. Indeed, I wish that he had cho- 

sen this last paragraph for the text of his sermon on the dangers of tar- 
geting, rather than the sentence on page two which reads: 

The case for targeting industrial policy therefore stands or 
falls on the issue of criteria for selection. 

After this sentence, he proceeds to present and evaluate proposed cri- 
teria solely with regard to their impact on economic efficiency. 

Yet his paper is extremely valuable in that it effectively explodes 
several of the widespread myths about how several of the more prom- 
inently mentioned targeting criteria would operate. It also helps drive 
another nail into the coffin of that other prevalent myth - the omnip- 
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otence of Japanese industrial policy. 
Unfortunately, for all its persuasiveness, this message is not likely 

to make much difference to many of those advocating a targeted 
American industrial policy. As I have already noted, their goals have 
little to do with the attainment or nonattainment of economic effi- 
ciency. They have seen the market work, and they don't like its 
results. The proponents of targeted industrial policies are not inter- 
ested in perfecting the market (to use the economist's jargon) but in 
preventing its operation. To influence them (and, more importantly, 
the politicians whom they are seeking to influence), economists will 
have to show (as Paul does, though only indirectly) that the adoption 
of their proposed criteria will fail to create additional employment or 
enhance our international competitiveness or lead to "fairer" (if less 
efficient) outcomes. This I believe economists can do. But it requires 
us to turn the light of our analysis in the direction of where the lost 
keys are actually located, not bemoan the fact that the light and the 
keys are not in the'same place. 

How can we do this? Consider the example that Paul cites at 
length, Japanese steel. Though I might differ with him on some of the 
details (steelmaking technology is not nearly as homogeneous as he 
alleges; the Japanese have made some important contributions here), 
the broad outlines of his story are consistent with what I understand to 
be true; that Japan's support for its steel never generated the eco- 
nomic returns that its government had hoped for and that it produced 
instead an overgrown industry that eventually had to be shrunk at the 
cost of a great deal of time and energy. (By the way, I consider the 
story of Japan's shrinking certain industries like shipbuilding and - 
to a lesser extent - steel to be the true industrial policy miracle.) 

However, as useful as examples drawn from the Japanese experi- 
ence might be, I believe that we would do better to analyze, from an 
industrial policy perspective, some domestic examples of the appli- 
cation of industrial policy and their consequences. These will provide 
a better clue as to how such policies, if expanded substantially, might 
work in this country. 

As the supporters of an explicit, targeted American industrial pol- 
icy correctly observe, this country has had an industrial policy for 
some time. They argue that, except in a few cases - commercial air- 
craft and agriculture are two favorite examples - this policy has 
been ad hoc, implicit, and non-targeted. They cite these two cases as 
ones in which a targeted domestic industrial policy has produced ben- 
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eficial results. 
I happen to think that they have seriously misrepresented these two 

cases, though time prevents me from laying out my case in But 
that is beside the point. What I want to do is take a case that they argue 
proves the necessity of a targeted industrial policy and use that case to 
argue the reverse. My case - the steel industry in the United States. 

Contrary to what is generally alleged, we have had a targeted steel 
policy in this country. It goes back to the year 1900 when the presi- 
dent of the United States agreed to withhold the application of the 
antitrust laws in the case of the massive consolidation that created the 
United States Steel Corporation. It continued as, after having eventu- 
ally filed such a case, the government essentially took a dive in the 
face of overwhelming evidence of anticompetitive conduct on the 
part of both U.S. Steel and other industry members. Its high point 
was reached in the government's decision after World War I1 to dis- 
pose of the massive capacity it built in a manner that strengthened 
existing firms, not (as in the case of aluminum) in a manner that 
increased competition. The government's explicit steel policy con- 
tinued during the early and middle 1950s when, in order to expand 
the industry's capacity even further, special depreciation policies 
applicable specifically to this industry were adopted. Unfortunately 
for this industry's later history, the capacity added during this 
buildup was obsolescent at the time it was installed. (Proponents of a 
targeted industrial policy will doubtless argue that a truly farseeing 
government would have coupled its aid with a requirement that the 
industry adopt specific steelmaking technologies. In my view, this 
objection implies a degree of industrial wisdom that I find impractical 
to expect of any government, least of all ours.) And, throughout 
much of this 50-year period, defense procurement - especially 
naval procurement - was directed at building up the strength of the 
American steel industry. 

The ostensible rationale for all this assistance? National security, 
broadly defined. 

What went wrong? I have already suggested one thing. Any time 
an industry is "force fed" as our industry was during the '40s and 
'50s (and as the Japanese industry was during the '60s), there is a 

2. My argument in the case of commercial aircraft is made in some detail in "U.S. Sup- 
port for Civilian Technology: Economic Theory Versus Political Practice." Research Policy, 
Summer 1974, pp. 2- 16. 
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danger of a "vintage problem" developing. If, due to government's 
having looked the other way regarding competition for 50 or so years, 
the industry has grown very inbred, this danger is compounded. Hav- 
ing become used to following the leader (traditionally the U.S. Steel 
Corporation) in most important business decisions, industry is 
unlikely to question critical technology choices. 

Getting locked in to the wrong technology was one problem. 
Another was the industry's not recognizing that, at least in the Ameri- 
can political system, and unlike what the critics of our current indus- 
trial policy charge, there is a quid pro quo. What was it in the case of 
steel? Help in the politically important issue of price stability. Having 
given the steel industry so much aid, it is not surprising that President 
Kennedy in the early 1960s expected the industry to be forthcoming 
when he needed a bit of price moderation. In this case, however, the 
industry pleaded to be treated just like any other industry - in other 
words, not to be expected to behave differently in exchange for dif- 
ferential treatment. 

Another instance where the government expected - and did not 
get - help from the industry was when it came to dealing with 
another important political and social problem, the control of air and 
water pollution. Steelmaking (especially the steelmaking technolo- 
gies chosen by our industry) is a tremendous generator of conven-, 
tional pollutants - especially particulate emissions into both air and 
water. The geographic concentration of steelmaking facilities accen- 
tuated this problem. Given the economic prominence of our steel 
industry, and the knowledge that it had been the recipient of exten- 
sive federal assistance, it was only natural for it to be singled out for 
special attention when the nation decided that it would at last mount a 
serious attack on the problem of environmental pollution. How did 
the industry respond? By dragging its heels as much as possible. Steel 
-especially Big Steel - became known among environmentalists 
as perhaps the most recalcitrant of industries. Little wonder that inno- 
vative pollution control techniques, when proposed to be applied to 
steelmaking facilities, were viewed with special skepticism by the 
environmental community. 

What would those who favor targeted industrial policies have had 
the country do? Exempt the steel industry from pollution control 
laws? Probably not. Instead their favored solution - and certainly 
the industry's and its labor unions' -probably would have been to 
grant import protection, thereby enabling the industry to pass on any 
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higher costs due to pollution control to its customers without the fear 
of being undercut by imported steel (which, in many cases, was also 
being subjected to pollution controls at least as stringent as those 
being applied domestically). Indeed, the government did eventually 
grant the industry, either explicitly or implicitly, a considerable 
degree of import protection. But before this, the industry developed 
its own solution - and, in the course of doing so, compounded its 
eventual adjustment problems. 

Before the late 1960s, steel's import problem was primarily con- 
fined to the ground gained - often temporarily - by imports during 
periodic nationwide steel strikes. To solve this problem, the industry 
negotiated with its principal union, the United Steelworkers, a no- 
strike contract. In exchange for agreeing not to strike, the USW 
received an extremely generous package of pay and other benefits 
that eventually helped to make the domestic industry totally uncom- 
petitive internationally. In short, the private solution that was under- 
taken in response to what was perceived as a temporary import prob- 
lem created the need for either long-run and increasing import 
protection or for a drastic shrinkage of the domestic industry. 

What do the proponents of a targeted industrial policy suggest that 
the government should have done when the industry was negotiating 
the no-strike agreement that turned out to have such disastrous long- 
run consequences? Should it have somehow blocked the approval of 
the contract? Or do they believe that merely pointing out the con- 
tract's possible longer-run implications would have been enough to 
prevent its being entered into? (This would have required them to 
have correctly anticipated future inflation rates.) Or would they have 
been willing to undermine the need for the contract by blocking the 
import of foreign steel during a domestic steel strike? 

The clincher to my story is that there is another steel industry in this 
country, one that generally has been too small to be favored by gov- 
ernment industrial policy. This industry is composed of the so-called 
mini-mills which, in fact, have become quite large and quite sophisti- 
cated producers. This portion of the industry has been technologi- 
cally innovative, has remained much more competitive internation- 
ally than Big Steel, and has, on average, been much more profitable. 
Indeed, one of the major threats to its success has been the efforts by 
the government to protect Big Steel in the mistaken belief that some- 
how Little Steel doesn't exist or is unimportant. 

I hope that I have made my point by now. I cannot think of a single 
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domestic industry (other than perhaps those that directly produce 
weapons) that has been the subject of more continued governmental 
interest than Big Steel. Throughout much of the industry's history, 
this attention was directed almost solely at strengthening the indus- 
try, regardless of the eventual consequences. To be sure, in later 
years, the government asked for - and generally did not receive - 
what it viewed as an appropriate quid pro quo for this assistance. But 
still, it gave the industry important support. (I am reliably informed 
that a recent study conducted by a reputable consulting firm for the 
domestic industry found that the current level of implicit and explicit 
subsidies the industry receives equals, and in some cases exceeds, the 
foreign subsidies about which the industry complains so vocifer- 
ously. Needless to say, this study was never published.) 

I have no difficulty in believing - as apparently does Paul - that 
an omnipotent, omnicient, benevolent dictator could have developed 
a better steel policy than the one our government actually developed 
and executed from 1900 to the present. I also have no problem, with 
the benefit of hindsight, in identifying instances where this policy 
clearly went wrong. What I would like the proponents of targeted 
industrial policy to show is how, given the sort of information gov- 
ernment could reasonably be expected to have had and the sort of 
political pressures that they clearly would have been operating under 
at the time, any other steel policy would have turned out significantly 
better. I also would like these individuals to candidly acknowledge 
the extent to which the industry's current difficulties can be directly 
traced to the government's attempt to promote this industry and, at 
the same time, extract a bit in the way of political return. 

I could cite other cases. For example, there is much current interest 
in improving the competitiveness of the domestic machine tool 
industry. The Japanese example has again been held up before us as 
one worthy of emulation. But here, even perhaps more than in steel, 
the domestic machine tool industry has been the beneficiary of so 
much targeted domestic assistance (primarily on the grounds of its 
contribution to the national security) that it is hard to conceive of 
what more the government might reasonably do. The remedies that 
currently are being tossed around - such as additional import relief 
- will, I believe, weaken rather than strengthen the industry and 
regard the adjustment it so clearly needs. 

These two cases (as well as others that I could name) lead directly 
to the central question that those who argue for widespread adoption 



of targeted industrial policies by this country would do well to face: 
how would such policies actually work, not in some sort of idealized 
world of perfect information and disinterested decisionmakers, but in 
the American political and social context. Since my time is limited, I 
will confine myself to a few broad assertions that I would be willing 
to defend. 

Any targeted American industrial policy would be extremely non- 
transparent. It would rely not on cash grants but on our tax system, 
our system of trace restrictions, and the differential application of our 
government procurement policies, our antitrust laws, and our envi- 
ronmental and occupational health and safety laws. 

Why do I argue this? Because it is important to our political system 
- and will remain so - not to be seen as writing checks to any 
domestic industry, no' matter its importance. Our political process 
puts a tremendous additional cost on cash grants that have to be 
openly voted for by the Congress and approved by the president. 

What does this imply? For one thing, that the costs of such a policy 
would be considerably larger than its proponents acknowledge. Since 
we do not have a parliamentary system, billsproviding for special tax 
or trade or antitrust or regulatory relief assistance to a targeted indus- 
try would be broadened, also giving assistance to nontargeted indus- 
tries whose entrepreneurs were skillful enough to discover ways of 
making them appear to qualify for such assistance. This would not 
only raise the budgetary costs of any program of targeting (in terms of 
tax revenues foregone, for example). It also would strengthen the 
current tendency in business to hire and promote "paper entrepre- 
neurs" - individuals skilled in selecting investments because of 
their particular tax advantages or other politically favored character- 
istics. Ironically, it is the growth of such paper entrepreneurship that 
one prominent proponent of targeted industrial policy, Robert Reich, 
has advanced his remedy as a cure for. It would be the opposite. 

Industries that might be attracted to a targeted industrial policy on 
the grounds that it would consistently promote their interests (as they 
see it) would be in for a shock. As the story I told earlier in steel 
showed, no government - and especially not our government - 
could ever be expected to unabashedly promote a given narrow set of 
interests over a long period of time. Furthermore, as we have seen so 
recently with respect to synthetic fuels, government interests can 
change. One minute the government can be smothering an industry 
with excessive attention and support; the next minute it can turn its 
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back totally. (Those who point to the Japanese as an exception should 
acknowledge the possibility that the long dominance of the Liberal 
Democratic Party, coupled with the strong tradition of bureaucratic 
continuity, might have something to do with any differences that are 
observed. In the United States, the one institution with a shorter-run 
view than business is clearly government, and this problem cannot be 
solved by a few minor bureaucratic fixes.) 

What this means is that the political risks of doing business in this 
country would increase. This would strengthen incentives for busi- 
ness to hire and promote individuals skilled in dealing with these 
political risks, further sapping the spirit of entrepreneurship. 

An American industrial policy would overwhelmingly be con- 
cerned with seeing to it that no one is harmed too much. In other 
words, like the political system it reflects, it would be essentially 
conservative. I recognize that a number of the more prominent of the 
industrial policy proposals make a big thing out of avoiding concen- 
tration on "protecting losers.'' I argue that, given the way our politi- 
cal system operates, that is impossible. (Paul seems largely to agree 
with me, though he appears to believe that we also would end up sup- 
porting a large number of technological novelties. He may be correct. 
But to the extent that budgetary and other resources were limited, the 
losers would get the first claim on them.) 

Why is this? Because, as economists and political scientists who 
study these things rightly observe, in America (and probably else- 
where), existing losses are weighed much more heavily than prospec- 
tive gains. Put another way, as Charles Schultze has stated, the motto 
of the American political system is "Be seen as doing no direct 
harm." This is a system that is best suited at protecting against the 
effects of rapid change and compensating its actual and feared vic- 
tims - though usually not in the form of direct cash payments. 

There is no reason to expect a targeted U.S. industrial policy to 
operate any differently. Indeed, if you want to see the most complete 
and consistent description of how such a policy would operate, turn 
not to the writings of Robert Reich or Lester Thurow - they assume 
away the operation of the U.S. political system - but to the writings 
of Barry Bl~es tone .~  Bluestone's industrial policy vision is of a sys- 
tem of change-retarding and change-buffering incentives. I do not 

3. The best single statement of Bluestone's views is to be found in an article he and Ben- 
nett Hanison published in the September 1 1 ,  1982, issue of The Nation t~tled "Radical Rein- 
dustrialization: Plan for People - Not Profits." 



Commentary 167 

share his views about what is desirable, but he has accurately 
described what likely will happen. Given this, I can certainly see why 
organized labor finds the targeted industrial policy concept attrac- 
tive. What I find harder to see is why some of the sunrise industries 
like semiconductors find the policy appealing. 

What would such an industrial policy mean for the country? Here I 
am in complete agreement with Paul: 

It is hard to believe that such a policy will accelerate U.S. 
economic growth. Its direct effect will probably be to slow 
growth and raise unemployment. More importantly, the easy 
answer of targeting will help postpone our coming to grips with 
the real sources of disappointing U . S . performance. 
That is a message that politicians who stay up all night reading 

Reich's manuscript would do well to ponder. 
It is at this point that the supporters of targeted industrial policies 

are likely to say - as Lester Thurow has said to me - "well, what's 
your alternative?" There is one, of course, and it doesn't require a 
blind adherence to the free market. It's consistent with almost any 
size of government sector. It undercuts any tendency toward the 
encouragement of paper entrepreneurship. It's even consistent with 
what I increasingly am coming to believe is the true lesson of the Jap- 
anese postwar experience. It's called "de-targeting." How would it 
work? That's the subject of another paper, but anyone who is inter- 
ested in the beginnings of the argument should read my July 29 testi- 
mony before the Joint Economic Committee. 





Commentary 

Robert Kuttner 

Theory and evidence 
Despite his title, Krugman's paper attempts to debunk industrial 

policy primarily by extrapolating from assumptions, not by offering 
persuasive evidence. If we assume, ex hypothesis, that markets are 
the optimal allocators of capital, that economies are at or near full 
employment, and that other nations do not rely on mercantilist 
approaches, then there is no need for industrial policy. For that mat- 
ter, no need for evidence, since the case for planning is mooted by the 
assumptions. If the textbook assumptions of neoclassical economics 
were a fair proxy for reality, politically determined interventions in 
the allocation of investment, by definition, would have to make 
things worse. 

But in practice, these assumptions are highly misleading. 
Macroeconomically, the economy is far below full capacity. 
Microeconomically, we know that investors often strive for short-run 
profit-maximization that often fails to serve long-run industrial well- 
being; we know (or we should know) that the sum of individual 
returns does not always equal the best social return. In international 
trade, we also have exchange-rate distortions, and politically driven 
decisions by other nations to give priority to particular sectors where 
we otherwise might enjoy comparative advantage; the normative 
ideal of Ricardian trade is not a good description of the way much 
trade is actually conducted. Thus, the question of whether to plan or 
not to plan needs to be resolved by careful sifting of evidence, not by 
tautological manipulation of a priori axioms. In an ideal world of 
near-perfect competition, Ricardian trade might be the best alterna- 
tive. But the world in which we live offers hard choices between sec- 
ond bests and third bests. In such a world, an illusory quest for an 
imaginary first best can be the worst choice of all. 



The trade context 
Choices about industrial targeting, like it or not, are forced on poli- 

cymakers by trade-injury questions. The pressures of trade back the 
United States into de facto industrial policymaking. But because 
planning is ideologically illegitimate, we typically make industrial 
policy with inadequate information, poorly defined goals, and some- 
thing less than a full kit of tools. 

Consider the recent Harley-Davidson case, which presents the 
practical dilemmas in microcosm. In July 1983, the Reagan adminis- 
tration agreed to give Harley-Davidson, America's last remaining 
motorcycle manufacturer, relief from Japanese competition in the 
form of sharply higher tariffs (from 4.4 to 49.4 percent). This was the 
rare case where tariffs were raised, not based on a finding of dump- 
ing, but because of a finding of injury to the domestic manufacturer. 
The tariff surcharge will gradually be reduced over a five-year peri- 
od, during which time Harley is supposed to restructure and recover. 

Why was this remedy chosen? In its complaint to the International 
Trade Commission, Harley contended that it was well along in the 
process of developing a new, state-of-the-art engine and redesigning 
its product line; that its new line could effectively compete with Japa- 
nese products; but that it desperately needed to retain market share in 
order to stay viable and raise adequate capital in the interim. Rightly 
or wrongly, government officials were ultimately persuaded by Har- 
ley. The decision to grant protection was preceded by bitter infight- 
ing between the more pragmatic officials of the Commerce Depart- 
ment and the free trade ideologues of the CEA. 

Like it or not, even the Reagan administration was committing 
economic planning. Whether the Japanese had improperly subsi- 
dized their motorcycle industry was not at issue. As far as this case 
was concerned, the Japanese were following the rules of free trade. 
They were driving the last U.S . motorcycle producer out of business 
mainly on the basis of a superior product. But, rightly or wrongly, 
this was not considered an acceptable outcome. So trade officials, 
forced to adjudicate an injury case, found themselves making seat-of- 
the-pants industrial policy. Officials, in short, were presuming to 
outguess the market. The market was telling Harley to scrap its capi- 
tal and its labor, or to make something else. But Harley executives 
and government officials concluded that given some restructuring 
Harley might re-emerge as a viable competitor. The U.S. govern- 
ment was playing MITI - but with one hand tied behind its back. 



To a great extent, the tiny motorcycle industry (which could well 
be expendable) is a metaphor for far more important industries - 
old-line ones like steel, autos, and chemicals, as well as advanced 
ones like semiconductors, N.C. machine tools, and fiber optics, all 
under pressure from competitors who are far less sanguine about 
Ricardian purity. In such a world of administered trade and neo-mer- 
chantilism, it is rather too glib to say, as Krugman does, that when a 
domestic industry falters it is nothing more than the global free mar- 
ket playing taps. Failing to have a deliberate and affirmative indus- 
trial strategy in these key industrial sectors invariably leads us to the 
worst sort of defensive, ad hoc protectionism. 

To pursue the Harley case a moment longer, let us reflect on the 
difference between our de facto industrial policy and Japan's. The 
United States cannot admit, ideologically, to having an industrial 
policy. Therefore, there is no mandate for policymakers to consider 
whether the country needs a motorcycle industry (or steel, or autos, 
or chemicals). There is no mandate to look into the value of linkages 
between, say, motorcycles and metallurgy or machine tools. Nor is 
there an array of policy tools, save trade restraints and perhaps some 
tax favoritism. But officials did not have the option of offering Har- 
ley subsidized loans, or subsidizing applied research into high-stress 
metallurgy, or brokering a restructuring agreement with Harley's 
workforce. 

What a self-defeating limbo. The practice of free trade has been 
abandoned; we protect industry after industry. But the ideology of 
free trade lives on. As the Harley case illustrates, the force of the ide- 
ology is no longer sufficient to keep us fully loyal to the conduct of 
free trade, but just powerful enough to deny us the tools of competent 
planning. It is a bit like the teenage girl whose scruples lead her to 
forego birth control, but not sex. 

Krugman laments the absence of scientific criteria for industrial 
targeting. The image is of policymakers, with their tabula rasa, trying 
vainly to decide which industry is a possible winner. But that is not 
how life works. These practical dilemmas do not arise in a vacuum. 
The task for policymakers is not to dream up some hypothetical high- 
value-added industry, but to decide when someone else's mercantil- 
ist targeting should be allowed to consign a viable American industry 
to oblivion. Sometimes, it may be appropriate to let a whole industry 
die. Sometimes, it should be assisted to restructure and develop. The 
absence of perfect criteria is no reason to deny that these choices will 
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continue to arise, nor is the fact that policymakers dwell in a world 
tainted by political influence. "Not to decide is to decide." 

Employment and productivity 
The argument that high-value-added (high-productivity) fields 

require fewer workers is always true, whether such fields are identi- 
fied by markets or by planners. But nonetheless, we all want high- 
productivity industries. The issue of how to reconcile full employ- 
ment with rapid productivity gains is conceptually a separate issue 
from the question of whether planning can work. I happen to believe 
that a modicum of planning - what the Swedes call "active labor 
market policies'' -can take some of the social pain out of productiv- 
ity gains without depressing the efficient market allocation of capital. 
The claim that planning is bad because it accelerates productivity and 
therefore unemployment is a red herring. 

Moreover, the contention that productivity gains therefore would, 
however paradoxically, produce a lower rate of aggregate growth is 
surprisingly Luddite. It reflects a static, Newtonian view of how the 
economy digests productivity gains and re-equilibrates. It ignores the 
impact of the technological advance associated with high-value- 
added industries. It ignores real gains in output. By Krugman's 
standard, productivity gains would have the same paradoxically neg- 
ative effect on well-being, even when brought about by market-deter- 
mined patterns of capital investment. The remedy to the productivity1 
unemployment problem is Keynesian full-employment policy, not 
resistance, to productivity gains. Ironically, Krugman's argument 
against labor-saving productivity gains is precisely the one that prim- 
itive protectionists employ against free trade. 

Linkage criteria 

Krugman's attempt to define away linkage industries sets up a 
straw man. Issue is not whether steel is re-used. Surely steel has more 
genuine forward and backward linkage effects than, say, fast food. 
Of course in theory the market will always produce exactly the right 
amount of investment in linkage industries, in the absence of other 
distorting factors (e.g., the tax code, OPEC, labor unions, Japan, 
inflation, idle capacity). In theory, the market is a marvel - but in 
theory is not where we live. 
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Eventual competitiveness 
Krugman contends (tautologically) that only if comparative 

advantage is moving our way anyway does targeting make any sense. 
This totally rules out the possibility of created comparative advan- 
tage, or of technological advances stimulated by targeted investment. 
Did the U.S. have a "natural" comparative advantage in synthetic 
rubber or in civilian jetliners or in lunar landers before those technol- 
ogies were invented? Of course not. They were invented, thanks 
largely to applications of government capital and government-gener- 
ated demand. Once that intervention spawned the new technologies, 
it gave us an effective comparative advantage. Not until the French 
and German governments subsidized the airbus did they attain an 
equivalent comparative position in airframes. 

Worldwide excess capacity is indeed a problem, but it is a hoary 
problem of capitalism that was around long before planning reared its 
ugly head (viz., Marx, Keynes, Schumpeter, et al). Consumer elec- 
tronics is due for a massive shakeout, not because of targeting, but 
because of over-investment by the market. Free-market agriculture is 
the extreme example where stable markets cannot exist without gov- 
ernment intervention to prevent overproduction that results when 
each producer, atomistically, pursues narrow self interest. 

Excess capacity problems are probably exacerbated by collision of 
mercantilist Japan with Ricardian America. In general, overcapacity 
problems again call for Keynesian and managed-trade and market- 
sharing remedies, not a disdain of planning. 

Response to foreign targeting 

The issue is really whether we can be successful Ricardians when 
others are successful mercantilists. Steel is a very good example. 
Because of other countries' targeting, returns on steel (by market cri- 
teria) are low indeed. But is the market sending the right signals? Can 
we give up the steel industry entirely? If so, how to explain recent 
administration policy? What happens when apparent market signals 
to quit an industry are the result of other countries' subsidies, espe- 
cially when those other countries happen not to share Krugman's 
ideological assumptions and they believe that targeting can produce 
positive-sum gains? Do we mistake those price signals for a free mar- 
ket? Do we try to market our ideological assumptions? Is there an 
effective demand for our ideology in the global marketplace of ideas? 
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The real question is whether defensive protectionism is adequate, 
or whether we'd be better off with protection-cum-restructuring, as 
per Japanese recession cartels and EC's Davignon plan. Even Secre- 
tary Baldridge seems to think so; he's revived the steel tripartite. 

More sophisticated professional economists' criteria 
Krugman's learning curve hypothetical leaves out the case of sub- 

sidized research, or subsidized capital, or market creation (procure- 
ment) intended to benefit industry as a whole (e.g . , semiconductors, 
textile industry R&D, aviation technology). Static calculation of 
optimal return on capital misses the point utterly: Gains are dynamic. 

The discussion of external economies confuses over-investment 
by duplication (market waste again) with aggregate over-investment 
or under-investment in particular sectors. If the market return on steel 
is inferior, it's a safe bet that industry is not investing in the state-of- 
the-art metallurgical research for steel. But that may be just what we 
need to restore the industry to efficiency. 

Conversely, there may be wasteful duplication in pharmaceutical 
research solely because the returns are exorbitant. There is also the 
case where industry doesn't spend much on R&D because the market 
does not yet exist (photovoltaics). Subsidized pre-competitive 
research may be the best compromise between state and market. 

Other government-induced distortions 
Yes, indeed, the tax code is an abomination. But was it govern- 

ment-induced or lobbyist-induced? (Don't blame 10-5-3 and Charls 
Walker on the industrial policy crowd.) 

Japanese targeting 
This analysis deserves the Pangloss Award for perfect tautological 

reasoning. The argument is that Japanese targeting couldn't have 
made any difference, by definition. Either they didn't really target 
(The Cline-Saxonhouse hypothesis), or if they did try to target it 
didn't matter, since only natural comparative advantage can produce 
real gains (again by definition). Remember Candide: This is the best 
of all possible worlds, because if it could have been different, it 
would have; human intervention can't improve on nature. This line of 
reasoning eliminates the need for evidence. What conceivable evi- 
dence would persuade Krugman that Japan successfully targeted? If 
none, then this is pure tautology. 
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Is Japan's impressive gain in human capital a tribute to Heckscher- 
Ohlin comparative advantage, or to targeting? Having advanced 
industries in which to train and employ advanced workers is one good 
way to maintain a highly skilled workforce. We trained 300,000 
skilled machinists during World War 11, mainly because we needed 
them to build several hundred thousand planes and Liberty ships. 
Why train American metallurgists if there's no metal industry? Is this 
perhaps another externality not calculated by market return? 

Steel: the refutation that wasn't 
Krugman argues that Japan forged ahead in steel because the pre- 

conditions were right: cheap labor, cheap capital, transferrable tech- 
nology, and declining demand. But how does that prove that indus- 
trial policy made no difference? These preconditions were arguably 
necessary, but were they sufficient? The Japanese industrial system 
is typically financed by relatively cheap, highly leveraged capital. In 
general, the Japanese banking system (which is the main source of 
finance) takes a chance only on a big new venture (like steel) when 
there is government backing for it. Otherwise, the debt-equity ratio 
would be plainly imprudent. In the case of steel, there was also gov- 
ernment subsidy, as well as substantial protection from imports (the 
usual MITI targeting formula). What evidence does Krugman have 
for the proposition that development of a Japanese steel industry 
would have happened anyway (and at the same pace)? 

The most obvious benefit of Japanese steel targeting is that it gave 
Japan relatively cheap inputs for other major exports (cars, ships) and 
that it provided a winning export product in steel itself. Steel may be 
just a low-yield product, but the Japanese seem justifiably pleased 
with it. (As Crandall points out, nowhere does steel earn a market rate 
of return. So what?) 

Implications for the u.'s. 
Is the villain really high wage costs? Wages are 12 to 15 percent of 

steel production costs. In fact, a bargain involving wage restraint 
traded for capital subsidy and job security is very possible, only 
nobody is proposing it. The absence of any forum in which to broker 
that bargain is another reason why an industrial policy for steel might 
produce positive-sum gains. 
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Semiconductors 
In fact, MITI's policy did not include just subsidized cooperative 

research. It aggressively kept U.S. firms out the Japanese market, 
except where MITI could coerce technology transfer concessions and 
joint ventures. MITI also guaranteed markets for semiconductor pro- 
ducers during the trough in the business cycle, while our de facto 
industrial policymaker for semiconductors - the Pentagon - did 
not. As Krugman indicates, MITI also links development of Japanese 
computer industry to Japanese semiconductor production, so that 
emerging semiconductor capacity has a big, assured domestic mar- 
ket. The conclusion that none of this mattered is a heroic leap; it is 
deduced from theory, not from any substantial evidence. 

My conclusions 

Debunkers of industrial policy need to pay more attention to evi- 
dence, especially to comparative institutions. There are indeed seri- 
ous caveats for industrial policymakers in the American context. One 
is that we are not a corporatist society. Bargaining is much messier 
and more diffused here than in Japan. Politics do intrude. Politically 
influential industries will undoubtedly get protection under an indus- 
trial policy regime. But they get protection anyway, and under the 
present regime it is the worst sort of protection. In 1955, this issue 
would not have arisen. But today, trade forces the issue; we cannot 
duck it by pledging allegiance to the market. 

A second caveat: Industrial targeting is the last 10 percent of sound 
economic policy. The first 90 percent is good macroeconomic pol- 
icy, and above all a policy of full employment. Liberals who have 
latched onto the industrial policy theme as a new agenda, when the 
old agenda hasn't been completed, make a disasterous error. As 
Krugman hints, if unemployment is 10 percent and we restructure 
steel to make it more competitive and productive, unemployment 
will just rise to 11 percent. For restructuring to work, there have to be 
jobs to shift the relocated workers to. A measure of targeting is not 
beyond the competence of government, and it's probably necessary. 
But it's the frosting, not the cake. 

The real world, as opposed to the world of abstract models, is a 
world in which institutions count, and in which statecraft can some- 
times make positive gains. To believe otherwise is not only to hide in 
the arrogant certitude of dogma, it is to be deeply cynical about dem- 
ocratic institutions. 
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Labor Market Policies in Response to 
Structural Changes in Labor Demand 

Michael L .  Wachter and William L.  Wascher 

Introduction 
The United States economy is about to complete its tenth year of 

secular stagnation. It will celebrate that anniversary in an atmosphere 
of a strong economic recovery, but a recovery that began with the 
unemployment rate at a new post-Great Depression high of over 10 
percent. One result of this growth slowdown has been the emergence 
of a new structural unemployment issue: high rates of unemployment 
among semi-skilled and skilled workers who had previously exhib- 
ited a record of employment stability. In this paper we shall focus on 
this issue and examine its short- and long-run manifestations and pol- 
icy implications. 

The displaced worker problem has clearly been exacerbated by the 
current recession. To what extent, however, will the ongoing recov- 
ery, if sustained, provide a complete cure? That is, will the equilib- 
rium unemployment rate be higher over the next several years as a 
consequence of increased structural unemployment among displaced 
workers? Some argue that the number of displaced workers, reflect- 
ing trends in technological change and international trade, is on a 
long-run uptrend. According to this view, the displaced worker phe- 
nomenon is an early warning indicator of a mismatch problem, par- 
ticularly in manufacturing, between the available supply of and 
demand for production workers. 

Typically, a discussion of labor market problems and policies, 

Research suppoa for this study was provided by the General Electric Foundation and the 
National Institutes of Health. The views expressed in this paper do not necessarily represent 
those of General Electric, NIH, or the Reserve System. 
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especially when un6hplOyment rates are high, focuses on training 
and job creation poficies. We shall do this to some degree, but the 
essence of our arguiiient is somewhat different. 

First, in the sumher of 1983, it is difficult to recommend a new 
round of employmebt h d  training policies. The implications of the 
budget deficit for employment over the longer run make it more 
likely that govemmdrit expenditures should be decreased rather than 
increased. In additibil, the record of the 1970s suggests that labor 
market policies tend to be pro rather than countercyclical, perhaps 
even more so than other stabilization policies. As the current reces- 
sion again proves, policy debate over cyclical unemployment tends 
to begin in earhest about the time that the economy reaches its reces- 
sion trough. ~undin$ for new jobs thus begins at the time that private 
sector employmeht is growing strongly. Of course, there is always 
the chance that the cbrfent recovery will be short lived, so that 1983 
versions of eniployment policy would fortuitously prove to be 
timely. The perverde timing of employment programs, however, 
appears to be endemic rather than simply bad luck in forecasting.' 

Secondly, the underlying problem facing displaced workers does 
not involve employhent difficulties or a shortage of jobs; rather, it 
involves wages. Disblaced workers, by definition, have accumulated 
a certain amount of job-sIjecific human capital and/or have been paid 
a union wage pr'emiuin. This means that the displaced workers have 
opportunity wages that are lower - and at times considerably lower 
- than the wages attained in their last jobs. Their jobs can be 
restored, but nbi their old wage rates. The mismatch in the labor mar- 
ket is thus due to a hismatch of displaced workers' wages on their 
past jobs with their opportunity wages on new jobs. 

The record df the past decade suggests that the American economy 
has no difficulty creating jobs that -fit the labor force. Although the 
1970s compare unfavorably with the 1960s with respect to almost all 
economic indicators, one exception has been employment growth. 
While employment increased at an average of 1.9 percent per year 
during the high-growth, low-inflation 1960s, it grew at an average of 
2.4 percent per year during the low-growth, high-inflation 1970s. 
The problem &a of the last decade has not been job creation but 
rather real wage growth. In 1979, even before the two recessions of 

1. This issue is discussed in Wachter, "The Training Component of Growth Policies." We 
do not deal w~th  this topic here. 
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of the 1980s, real wages were no higher than they had been in 197 1. 
By 1982, real wages had fallen to levels first at@ined in 1967. 

The U.S . labor market has also exhibited another , trait . over the past 
decade: a high variance in interindustry wage changes. The time 
series of wages across industries exhibits an inkieasing coefficient of 
variation over time. The increased variance th+$ hgs p n  occurring 
since the early 1970s has resulted in a widening of the interindustry 
wage structure. Whereas union-nonunion or Fgh h e - l o w  wage 
industry wage differentials exhibited little s~qylq-  change between 
the early 1950s and the late 1960s, they havi i$cr&ped persistently 
over the 1970s. 

As a consequence, although real wages have declined for most 
American workers, some groups have either avdjded or mitigated the 
decline. In a number of manufacturing indusMt$s, for exa-mple, real 
wage growth has been well above that achieved by oFher American 
workers. It is likely that the severity of the displafed worker phenom- 
enon is an outgrowth of the intersection of tb,e recession and the 
increased variance in the employment and w@<,styc&res. 

Specifically, the income loss to displaced workers is greater the 
larger the wage premium they enjoy over thqit oppgrtunity wage. 
Moreover, the higher the union wage pregiwi,.9r tbi $re.pium not 
dictated by job-specific human capital, the gteatkr the likelihood that 
workers will be displaced. In fact, the pulling pp '.J? of ?he wage struc- . 
ture has been quantitatively large enough to exp.pin ! much of the dis-, 
placement that has occurred in several of the (li(lioing industries. 

To what extent will the displaced worker pr<blem'grow over the 
next decade? Over the near term, the outlook is f k o r a ~ l e  since spikes 
in the variance of interindustry employment tfnd to ocqpr during 
recessions. If the economic recovery continues though 1985, manu- 
facturing employment, even in the long-run declining Qdustjes, will 
increase; that is, the cycle effect will ~ u t w e i ~ h t $ ~  trend effect.. 
Employment in some.of the declining industrips IS ynlikely, how- 
ev.er, to reach peak levels attained in 1979:IV. 

Over the longer run, concerns about a growing mismatch between 
unskilled workers and high skill job requirepents appear to be 
unfounded. Future business cycle recessions will generate displace- 
ment, as occurred during 1980-82, but increased rates of technologi- 
cal change are likely to improve the ability of the economy to absorb 
the available labor supply. 

Moreover, labor supply factors should be highly favorable over the 
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next decade. The percentage of young workers in the labor market 
will be decreasing as an increasing percentage of the baby boom 
cohort enters its early career stage. The increasing labor force partici- 
pation rate is likely, at least, to slow its ascent. Perhaps most impor- 
tant, however, is that the percentage rate of increase of the total labor 
force will decline sharply. This labor market environment, if it does 
develop, should make the task of dealing with displaced workers 
more manageable. 

Policy approaches for displaced workers must be understood in the 
context of the specific nature of the problem and the outlook for the 
1980s. First, there are likely to be fewer displaced workers over the 
next several years than there are today, but more than there were dur- 
ing the tranquil 1960s. Given the stage of the business cycle and the 
past record of employment programs, it is too late to mount major 
new federal initiatives in this area. Secondly, although the displaced 
worker can be reabsorbed into new employment, the wage loss can- 
not be undone. Some offset, however, is possible. 

Labor market policies that can be used in dealing with the prob- 
lems posed by worker displacement include special income transfer 
programs of the type currently in use, the extension of CETA on-the- 
job training efforts, and employment tax credits or vouchers specifi- 
cally targeted toward these workers. The degree to which these pro- 
grams can be relied upon, however, should be strongly influenced by 
the fact that government policy remedies can efficiently provide only 
a limited offset to the losses suffered by workers. 

This suggests that employers and labor unions give greater atten- 
tion to collective bargaining initiatives that would minimize job dis- 
placements, even at the tradeoff of real wage objectives. That phe- 
nomenon is already apparent in a recession environment, as workers 
"give back" wages in return for improved job security. During an 
economic upturn, if the threat of displacement remains, continued 
willingness to trade off gains for increased job security in collective 
bargaining is needed. In other words, the parties may find it neces- 
sary to narrow the wage structure differentials that have emerged dur- 
ing the 1970s. 

Defining the displaced worker problem 

The displaced worker phenomenon is difficult to measure, partly 
because of the lack of consensus as to what is meant by the term "dis- 
placed worker." Some appear to use the term interchangeably with 
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individuals who have permanently lost their jobs during the current 
downturn. However, for analytical purposes, this categorization is 
not useful since it overlaps with traditional measures of cyclical 
unemployment. 

In order to focus on structural changes in the labor market, we 
adopt a definition which confines the problem to forces that affect the 
equilibrium rather than the cyclical rate of unemployment. Specifi- 
cally, the term displaced worker is used in this paper to refer to those 
workers who suffer apermanent loss of their current job in an indus- 
try with a negative trend rate of employment growth and for whom a 
change in jobs will prove costly. Displaced workers are thus people 
who have made an investment in seniority and job-specific training 
andlor who have received a union wage premium that,cannot be 
recovered in the next cyclical upturn by being reemployed in a new 
job. 

Since there is no way of knowing whether any given worker will be 
rehired in the next upturn, the number of displaced workers can only 
be measured by adopting some proxy variables that approximate the 
definitional characteristics. For purposes of this paper, the displaced 
worker is defined as one who held previous employment with some 
length of job tenure in a declining industry.' 

Declining industries are those industries that have experienced 
structural employment declines due to either reduced output levels or 
reduced manhour requirements at any given level of output. The 
structural as distinct from cyclical employment decline has been 
attributed largely to long-term trends in international trade competi- 
tion and the adoption of labor-saving technologies, in particular those 
based on microelectronics. 

The length of job tenure criterion is adopted to distinguish between 
those who have settled into what had promised to be their lifetime or 
career jobs and those who did not have jobs with much tenure at the 
time they were discharged. The latter group has made less of an 
investment in training specific to their previous jobs and are younger 
on average. As a consequence they can typically change jobs at lower 
cost to themselves. 

The Congressional Budget Office (CBO) has compiled statistics 
showing the number of displaced workers as of January 1983, based 

2. The term can also be defined as involving declining occupations rather than declining 
industries. 
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on 1982 data. Defining a declining industry as one in which employ- 
ment levels fell from 1978 to 1980, they found that 1.290 million of 
the unemployed were from declining industries, and that 280,000 of 
those workers also had 10 or more years of job t e n ~ r e . ~  (See Table 1 .) 
The industries that contributed the most to the displaced worker pop- 
ulation were the automotive, primary metals, textiles, wearing 
apparel, and lumber industries. 

TABLE 1 
Estimated Numbers of Dislocated Workers in January 1983 

Under Alternative Eligibility Standards and Economic Assumptions 
(in thousands) 

Base on 
Eligibility criteria 1982 Data* 

Single criterion 
Declining industry 
10 years or more of job tenure 
More than 45 years of age 

Multiple criteria 
Declining industry and 

10 years or more of job tenure 
45 or more years of age 280 

Source: Congress~onal Budget Office estimates based on tabulat~ons from U.S. Bureau of the 
Census, Current Population Survey (March 1982). 
* Assumes that the number of dislocated workers in each category decreases proportionately 

with the projected change in the aggregate number of unemployed workers between the first 
quarter of 1982 and the first quarter of 1983, a reduction of nearly 5 percent. 

Reflecting a broader definition of displaced workers, higher esti- 
mates are obtained by the National Council on Employment Policy. 
The council defined displaced workers as those who (1) were previ- 
ously employed in stable jobs, (2) had been laid off with little chance 
of recall, and (3) were unlikely to find new employment using their 
familiar skills at near their customary rates of pay.4 

As in the CBO example, this definition cannot be quantified with- 

3. The Congressional Budget Office presented vanous calculations based on different fore- 
casts of the economy between 1980 and January 1983. The numbers in Table 1 are based on the 
forecast that turnedout to be most relevant to the actual state of the economy in January 1983. 
Dislocated Workers: Issues and Federal Options, Congressional Budget Office (July 1982). 

4. The Displaced Worker in American Society: An Overdue Policy Issue. Nat~onal Counc~l 
on Employment Policy (February 1983), p. 1. 
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out adopting proxy measures. The council notes that, "According to 
the December 1982 BLS release, of the 12.0 million unemployed, 
7.3 million had lost their last job. Only 2.5 million of these consid- 
ered themselves to be on layoff with expectations of recall by their 
former employers, and even for many of these the hope will prove 
illusory. In the broadest sense, if all those who have lost jobs to which 
they do not expect to be recalled are considered displaced, this would 
make the number of displaced workers close to 5 mil l i~n . "~  

These estimates are much larger than the CBO estimates because 
they do not restrict displaced workers by job tenure, or as losing jobs 
in industriei with a negative long-run employment trend. Rather, the 
council accepts the workers' assessment of their recall possibilities as 
indicating displacement. As a consequence, the 5 million number is 
likely to combine both cyclical and long-run displacement, and 
includes those who may suffer a considerable wage loss as well as 
those whose opportunity wage is approximately equal to their last 
wage. 

As indicated above, we adopt the CBO estimate since their con- 
struct is geared to structural rather than cyclical forces. Our interest is 
in the effect of displacement on structural or equilibrium unemploy- 
ment rather than cyclical unemployment. Of course, cyclical and 
structrural problems are interrelated. The displaced worker problem, 
and structural problems in general, emerge during the recession stage 
of the business cycle. 

Recessions are associated with a speedup in structural changes that 
are occurring in the economy. High-cost or uncompetitive industries 
(from an international trade perspective) can prosper when economic 
activity is strong, but suffer disproportionately when the economy 
turns downward. That is, periods of high aggregate demand tend to 
mask longer-run negative trends in firms' product demand. In addi- 
tion, cyclical excess demand conditions will generate prices that can 
cover the high cost producers. As demand slackens and product 
prices decline, it is the highest cost producers who suffer first and 
foremost. These producers are more likely to close plants or shut 
down operations during a recession. Thus, although the underlying 
long-run trend is steadily downward for the declining industries, 
observed labor demand will stagnate during expansions and ratchet 
downward during successive periods of weak product prices. 

5 .  The Displaced Worker (1983), p.  2 .  
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The economic nature of the problem 

The underlying labor market mechanism appropriate for displaced 
workers indicates that the problem is more of a wage than an employ- 
ment p r ~ b l e m . ~  From the vantage point of the workers, the jobs that 
are lost are those in which the workers have invested in specific train- 
ing, acquired the benefits of seniority, and/or received a wage pre- 
mium due to unionization. Starting a new job compromises those 
gains. In addition, whereas seniority is a benefit to workers on estab- 
lished jobs, that age factor is a liability when searching for a new job. 

A worker, before being displaced, can be viewed as having a 
potential flow of wage income shown by the age-earnings profile in 
Figure 1. The age-earnings profile slopes upward since workers tend 
to receive higher wages as they age (curve AA'). This can be attrib- 
uted to a return on specific training and/or a seniority system in which 
the length of job tenure is itself rewarded. If jobs are unionized and 
the union succeeds in raising wages, the age-earnings profile can be 
depicted as BB'. 

Workers who are displaced can, after some time, find a job. In this 
new job, the workers can be assumed to lose the benefits of union- 
ization, job seniority, and any investments in specific training. The 
"opportunity" wage or the wage on the new job is shown by the 
curve 0 0 ' .  This curve depicts the beginning wage on the new job for 
displaced workers of different ages. It is shown to decline with age, at 
least after a certain point in the life cycle. The decline reflects a num- 
ber of factors ranging from institutional customs or hiring practices to 
declining skill with age. The older workers, precisely because of 
their age, find it more difficult and less profitable to invest in new 
specific training. 

The difference between workers' rising age-earnings profiles 
(BB') and the declining opportunity wages ( 0 0 ' )  yields the annual 
wage loss to the displaced workers. That annual loss increases signif- 
icantly with age. The lifetime as distinct from the annual earnings 
loss would be the area between the two curves beginning at the time 
of displacement. Clearly, the oldest workers, although they have the 
largest annual loss, will not have the largest lifetime earnings loss. 
That distinction is more likely to befall displaced workers who are in 
their late forties or early fifties. There is no unique age at which the 

6 .  The treatment ~n this section is drawn from Wachter (1983). 
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FIGURE 1 
LOSS OF EARNINGS OF DISPLACED WORKERS 

Earnings 

0 L 
AA' = average earnings profile for the blue collar worker after he retains employment. 
BB' = average earnings profile for the union member. 
00' = opportunity wage for the d~splaced worker; that is, the wage that they can obtain on a 

new job in a competitive labor market. 
AA' - 00' is the annual earnings loss to a nonunion displaced worker. 
BB' - 00' is the annual earnings loss to a displaced unlon worker. 

loss would be a maximum; rather, it would vary with the nature of the 
industry and occupation and the quantity of specific training. It is this 
potential, permanent lifetime income loss - a loss that is worse for 
older workers who are too young for early retirement - that is at the 
heart of the displaced worker problem. 

Newly displaced workers are likely to begin their job search look- 
ing for jobs that can use their specific training skills and that pay a 
wage rate comparable to the wage paid on the lost job. Consequently, 
even in an expanding economy, they are likely to face a lengthy bout 
of unemployment until their reservation wage - that is, the wage at 
which they will accept a new job - falls to their opportunity wage. 
The higher the wage on the lost job, the longer the period of unem- 
ployment. For some workers, the earnings replaced by unemploy- 
ment insurance may be close to the earnings available on the alterna- 
tive jobs.' 

7. Although displacement has been defined in terms of declining industry employment and 
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Empirical studies based on plant closings in the early 1970s sup- 
port the conclusion that workers permanently displaced, unlike those 
on temporary layoffs, may suffer substantial losses in earnings for 
prolonged periods of time. Clearly, however, the size of the earnings 
loss is much higher for unionized workers in high-wage industries 
than for workers in low-wage industries. Earnings losses over 25 per- 
cent can be found for automobile and steel workers. For those in 
apparel and textiles, the losses are more likely to be under 10 per- 
cent.' 

Relative wages 

The increasing union wage premium 

Although an analysis of the causes of the ongoing structural 
change is beyond the scope of this paper, one aspect of the topic is of 
central concern. In the discussion above, it was argued that the cost of 
displacement is a function of the difference between individuals' 
wage rates on their last job and their opportunity wages. To the extent 
that individuals' wage rates represent a union wage premium, the 
opportunity wage on new jobs in different firms will be lower by that 
amount. 

Wage rates, however, not only play a pivotal role in defining the 
problem of displacement, they also are crucial as a casual element in 
explaining the extent to which displacement is likely to take place. 
Specifically, any job with an increasing wage premium, that is, a 
wage above the market clearing wage, has a higher risk of displace- 
ment than a similarly situated job that pays the equilibrium wage. 

length ofjob tenure, a reglonal d~mension can also be introduced. The declining industry base IS 

largely in the industrial north central and northeastern states. Since some towns and cities In 
these regions have a heavy concentration of employment in declining Industries, alternative 
employment opportunities are Ilmited. As a consequence, job displacement requlres geographi- 
cal mobillty 

The human capital framework analyzes migration as a type of investment decision, where 
discounted benefits and costs are equilibrated. The older the worker, the fewer the number of 
post-migration years in which to gamer the benefits of the geographic move and the greater the 
fixed investment in the original community in terms of social and psychological relationships. 
The fact that other family members may still be employed adds another cost dimension to geo- 
graphical mobility. 

Fixed investment In specific training, union wage premium, and housing all become obsolete 
and, like the plants In which they worked, must be simply written off. The policy issue for the 
truly displaced worker is not how to regain those lost fixed assets but rather how best to make 
new Investments at a tlme when rema~ning worklife expectancy is short. 

8. A summary of these results is presented in Marln (1983). 
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The existence of increasing wage premiums in certain industries is 
shown by increases in the coefficient of variation of average hourly 
earnings of production workers in manufacturing industries. (See 
Table 2.) Of particular interest is the steady rise in the coefficient of 
variation since 1970. 

Year 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 

TABLE 2 
Wage Dispersion in Manufacturing 

1947-1982 
Coefficient of Coefficient of 

variation in variation in 
average hourly earnings Year average hourly earnings 

13.36 1965 18.53 
14.47 1966 18.47 
15.43 1967 17.69 
14.96 1968 17.24 
15.12 1969 17.33 
15.87 1970 17.01 
16.41 1971 18.06 
16.78 1972 19.12 
17.52 1973 19.26 
17.16 1974 19.43 
17.50 1975 20.44 
18.16 1976 21.35 
18.77 1977 21.85 
18.73 1978 22.32 
18.88 1979 22.44 
18.87 1980 22.61 
19.06 1981 23.59 
18.74 1982 24.05 

- - --- -- -- 

The coefficient of variation is the variance in the level of average hourly earnings across indus- 
tries divided by the mean value. Average hourly earnings are obtained from U.S. Bureau of 
Labor Statistics, Employment and Earnings, various issues. 

Studies of the dispersion in wages between high- and low-wage or 
union and nonunion industries have indicated that the wage structure 
should vary systematically over the business cycle.9 In particular, the 
wage setting process in high-wage or unionized industries responds 
to market conditions with a longer time lag than does wage setting in 

9. See, for example, Wachter (1970). 
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low-wage industries. This longer lag means that the time series of 
wage changes in high wage industries should tend to be relatively 
acyclical. With their relatively fixed profile of wage increases, the 
high-wage industries should experience an increased wage premium 
during downturns in business activity, but give back those gains dur- 
ing the subsequent upswing. 

Through the mid-1970s, the empirical evidence on the cyclical 
behavior of wage differentials supported this theory. High wage pre- 
miums, after growing through most of the 1950s, tended to decline 
during the 1960s. Again, as anticipated, wage premiums grew during 
the high unemployment years of 1970 and 197 1. 

The breakdown in the cyclical behavior of the interindustry wage 
structure began during the expansion of the early 1970s. Whereas 
wage gains in the low-wage industries were predicted, by the theory, 
to be higher than in the high-wage or unionized industries, the reverse 
occurred. The coefficient of variation in wages among industries 
continued to grow, reflecting the large wage gains in the already 
high-wage industries. This development has been associated with the 
spread of COLA clauses in collective bargaining contracts. Before 
adoption of these clauses, unanticipated high inflation rates caused 
union wage increases to lag nonunion increases. With these clauses 
in effect, union wages responded more quickly to the higher inflation 
rates. The percentage of workers under major collective bargaining 
agreements with COLA coverage jumped from 27.8 percent in 1972 
to 6 1 .2 percent in 1977. lo 

The impact of COLA clauses on relative wages was heightened by 
two unanticipated factors. The first was that a large component of the 
inflation increases during the 1970s was caused by supply shocks. 
This was unlike the inflation of the 1960s, which emanated from 
domestic excess demand conditions and thus caused nonunion wages 
to increase by the same amount. During the 1970s, nonunion wages 
trailed behind the inflation rate as real wages declined. Since the 
COLA clauses did not differentiate between external supply and 
domestic demand inflation processes, the unionized workers were 
equally protected against both contingencies. The result was that 

10. Wachter and Wachter (1978) discuss the implications of COLA for the breakdown in 
the cyclical pattern of relative wage increases. For a discussion of COLA prov~sions, see Hen- 
dricks and Kahn (1983) and Ehrenberg (1983). For the data on the growth of COLA provisions 
in union contracts, see Davis (1983). 
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inflation resulting from supply shocks caused the interindustry wage 
dispersion to increase. 

The second factor was that the CPI-W, the primary index in COLA 
clauses, overstated the inflation rate. Although the problems created 
by the CPI formula in use during the 1970s are well known and are 
not repeated here, the flaws in the CPI-W provided an overkill in 
cost-of-living protection. To see the magnitude of the problem, we 
have worked out an example in which the personal consumption 
deflator (PCE) is used as a true measure of the cost of living. The cov- 
erage rate most frequently found in COLA clauses provides for an 
increase of 1 cent for every 0.3 rise in the index. Between 1973 and 
1982, the CPI-W increased by 155.5 points, from 133.1 to 288.6. If, 
on the other hand, the CPI-W had only increased as rapidly as the 
PCE during that period, then it would have only reached 268.2 by 
1982. The difference in annual wage levels is $1,414." That repre- 
sents an increase of more than 20 percent based on 1973 wage levels 
and an increase of slightly under 10 percent based on 1982 wages. 

Although the COLA overkill could account for much of the puz- 
zling increase in the wage dispersion among industries, we cannot 
explain why firms did not offset COLA increases by granting lower 
straight wage adjustments. Institutional and industry-specific factors 
and information lags probably explain some of the inability of firms 
to adjust relative wages. One example is the steel industry's experi- 
mental no-strike agreement. 

The potential impact of increase wage dispersion 

It is likely that the increased wage dispersion was one factor which 
caused the job displacement problem. Employment displacement 
effects caused by high relative wages should be traced out by a down- 
ward movement along the industries' demand curve for labor as well 
as by an inward shift of the curve. 

To examine the potential magnitude of the problem, we estimated 
a cross-sectional relationship between the relative wage performance 
and relative employment change of 45 two-digit industries between 

11. Using the CPI-W measure, model COLA provisions accounted for a $5.18 Increase In 
hourly wages. Had the PCE been used instead, the increase would have been $4.50. The differ- 
ence is $0.68. The annual difference given in the text is based on a figure of 2,080 hours per 
year. In addition, all of these calculations are for straight-time pay. Fringe benefits that are 
determined by straight-time salaries would increase by the same rate. 
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1973 and 1982. The results are the following: 

The equation was estimated in log linear form and included all of the 
two-digit industries for which data were available. The dependent 
variable is the relative employment change between those two years 
for each industry, while the independent variables are the relative 
output, relative price, and relative wage changes for the respective 
industries. 

The results indicate that relative employment responded nega- 
tively to relative wage increases with an elasticity of 0.57. The wage 
elasticity is computed holding relative output constant and so repre- 
sents an own wage substitution effect. Since the wage variable mea- 
sures the percent change in wages in excess of the average for the pri- 
vate economy, it is not surprising that the elasticity is fairly high. 

It is interesting to note that the industries used in the CBO calcula- 
tions as the home base for the most displaced workers did have 
increasing relative wages over the 1973 to 1982 time period. Wages 
in the lumber industry, for example, increased at a 0.72 annual per- 
centage rate, faster than for the overall economy between 1973 and 
1982. The comparable figure for primary metals is a 1.59 annual per- 
centage growth in the wage premium, and for motor vehicles it is a 
0.97 annual percentage growth premium. Since the textile industry 
increased its wages at an annual percentage rate of only 0.17 faster 
than the overall economy, it can be viewed as somewhat of an excep- 
tion. 

Relative wage levels, of course, are only part of the story, a point 
which is illustrated by the predicament of the textile industry. More- 
over, the rising value of the dollar has had a larger quantitative effect 
on the American wage level relative to its trading partners than 
domestic relative wage changes. In fact, real wage growth in the 
United States has been below that of other OECD countries. 

In terms of comparative advantage, however, those domestic 
industries with increasing relative wages will always be more vulner- 
able than will those with declining relative wages. Economy-wide 
negative output effects associated with the rising value of the dollar, 
on the other hand, are likely to be self-limiting and will be dominated 
by increasing scale effects in the expansion phase of the business 
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cycle. The point concerning increasing industry-specific relative 
wages is that that effect is permanent and not self-limiting without 
corrective measures on the part of the industry wage-setting mecha- 
nism. 

In order to estimate the total employment displacement effect in 
manufacturing due to rising relative wages, it is necessary to have an 
estimate of the wage elasticity for employment that includes the scale 
efect. Unfortunately for our purposes, most existing econometric 
estimates of the demand curve for labor on the industry level measure 
only the substitution effect; that is, output is used as an independent 
variable along with the various factor input prices. The literature sug- 
gests an elasticity of approximately 0.30 for this substitution effect, 
holding output constant.12 

The data show that of 21 manufacturing industries, 17 increased 
their wages for production and other nonsupervisory personnel rela- 
tive to those wages paid elsewhere in the (private, nonagricultural) 
economy. If we assume that the elasticity of 0.3 is correct, then it is 
possible to compute the employment loss due to the increase in rela- 
tive wages for those industries with high relative wages. The decline 
in manhours is shown in Table 3, column 3. 

Employment elasticities with respect to wages, not holding output 
constant, are likely to be considerably higher (in absolute value) than 
the numbers reported in Table 3,  column 3.  For example, in competi- 
tive industries, wage elasticities can be close to infinite if the higher 
wage causes those firms to have higher costs than other firms in the 
industry. Calculating these elasticities with respect to internationally 
traded goods is particularly difficult because of the need to have accu- 
rate price information for foreign competitors. An attempt at estimat- 
ing these wage elasticities is beyond the scope of this paper. More- 
over, there is surprisingly little in the way of an academic literature to 
draw upon. l 3  

In columns 4 and 5 ,  we provide disemployment effects based on 
wage elasticities of employment of 0.6 and 1.0, respectively. An 
elasticity of 1 .O, when output is not held constant, would seem to be 
quite reasonable. In this latter case, one finds that a high percentage 
of the displacement effect can be attributed to rising relative wages. 

12. See, for example, Hamermesh (1976, 1983) and Clark and Freeman (1980). 
13. An exception is the recent study by Grossman (1982). He calculates employment elas- 

ticities with respect to import prices for nine ~ndustries. 
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TABLE 3 
The Displacement Effect of Relative Wages 

1973 to 1982 
(millions of manhours) 

Annual Change in Change in Change in 
percent Actual rnanhours manhours rnanhours 

change in change with 0.3 with 0.6 with 0.1 
relative in wage wage wage 

Industry wages manhours elasticity elasticity elasticity 
Lumber 0.72 -362.12 -30.45 -60.30 -99.22 

Furniture and 
fixtures -0.15 - 197.42 4.22 8.45 14.12 

Stone, clay, 
and glass 

Primary metals 

Fabricated 
metals 

Machinery 

Electrical 
machinery 

Motor vehicles 

Other 
transportation 
equipment 

Instruments 

Miscellaneous 0.03 - 146.15 -0.66 - 1.32 - 2.20 

Food 0.57 -225.68 -55.11 - 109.38 - 180.44 

Tobacco 3.17 -26.61 - 12.95 -24.83 -39.13 

Textiles 0.17 -687.29 -9.69 - 19.34 -32.13 

Apparel -0.41 -594.61 29.61 59.54 99.97 

Paper products 1.44 - 138.33 -60.55 - 118.76 - 192.91 

Printing and 
publishing - 0.64 267.41 37.90 76.45 128.91 

Chemicals 1.41 28.86 -85.06 - 166.91 -271.27 

Petroleum 2.12 46.78 -23.86 -46.38 -74.46 

Rubber 0.31 -42.46 - 12.52 -24.93 -41.31 

Leather -0.21 - 169.29 3.16 6.34 10.61 

The calculat~ons compute the changes in manhours from their 1973 values using the actual rela- 
tive wage change between 1973 and 1982. Wages are average hourly earnings and are obtained 
from U.S. Bureau of Labor Statistics, Employment andEarnings, various issues. Manhours are 
the product of average weekly hours and employment adjusted to an annual basis, and are 
obtained from the same source. 
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In lumber, for example, if the wage elasticity is 1 .O, 22 percent of the 
manhours decline between 1973 and 1982 would be due to rising rel- 
ative wages. For primary metals, the corresponding figure would be 
40 percent, and for motor vehicles it would be 24 percent. For tex- 
tiles, on the other hand, only 5 percent of the employment loss would 
be explained by wage effects (given an elasticity of 1.0). 

The above figures are in terms of manhours. It is interesting to con- 
vert those numbers into employment. Suppose that the average full- 
time worker has a 35-hour week for 50 weeks per year. Dividing the 
total manhour loss in the above four industries by 1,750 yields a job 
or employment loss of 396,829. This is quite close to the total num- 
ber of displaced workers in those industries estimated by the CBO. 
Although the calculations reported here are quite rough, the order of 
magnitudes would probably not be greatly affected by alternative cal- 
culation schemes.14 Relative wage increases in manufacturing have 
the potential to explain an important component of the displaced 
worker phenomenon. 

The outlook for the 1980s 
The public debate with respect to worker displacement addresses 

future as well as current concerns. To what extent is this problem 
likely to be a continuing difficulty that contributes to an ongoing mis- 
match between the available workers and the available jobs and, 
thus, to an increase in the economy's equilibrium unemployment 
rate? 

Two aspects of this problem need to be considered. The first con- 
cerns the near-term outlook for displaced workers as the economy 
recovers. The second concerns the degree of job displacement that is 
likely to occur, on average, over the next decade. 

The near-term outlook 

We argue that the count of displaced workers is likely to be consid- 
erably lower in the future than it is today - that is, the number of 
newly displaced workers should be lower than the number absorbed 
into employment. Although displaced workers stay unemployed 
longer than the average unemployed worker, they eventually do find 
new jobs. Studies of past plant closings suggest that the 50-year-old 

14. For example, using a 40-hour week for 52 weeks yields an employment loss of 
333.871. 
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will be unemployed twice as long as the 25-year-old.'' 
The displaced worker phenomenon is a byproduct of divergent 

employment growth across industries. This interindustry employ- 
ment variance tends to be particularly high during recessions. Table 4 
depicts the variance of employment (or manhour) changes across 
industries over time. 

The data highlight three related facts. First, divergent interindustry 
employment behavior has been associated with the downside of the 
business cycle. Spikes in employment instability occurred in 1973- 
1975, 1980, and 1982. Secondly, reflecting the different cyclical epi- 
sodes, interindustry employment variance was higher in the 1970s 
than during the 1960s. (The 1950s also had periods of divergent 
employment growth, especially around the Korean War and the 
recession of 1958.)16 Thirdly, the lower employment variance during 
recoveries indicates that at least some of the industries with declining 
manhours during the downturn do not catch up by registering unusu- 
ally large gains during the subsequent upswing. 

To test whether the seeds of this historical pattern can be found in 
current data, we estimated a series of reduced form industry 
manhours equations and projected manhours through the next recov- 
ery. The equations were constructed so as to contain aggregate output 
and unemployment, industry trends, and autocorrelated components. 
The dependent variables were the log level of manhours for each of 
the two-digit manufacturing industries. The exogenous variables 
were limited to those for which forecasts through 1985 were available 
from a range of econometric models. The equation form chosen con- 
tained a time trend, two lagged dependent variables, and current and 
two lagged values of both aggregate output and a cyclical unemploy- 
ment measure adjusted for demographic changes." The forecast for 
aggregate unemployment and output was from Wharton Economet- 
rics. Details are presented in the appendix. 

Pushed by a projected overall economic recovery, manufacturing 
labor demand should rise strongly between 1982:IV and 1985:IV. 

15. See, for example, Gordus, Jarley, and Ferman (1981). and Lipsky (1970). 
16. Sectoral shifts as a cause of unemployment were explored by Lilien (1982). Based on 

an increase in "job losers and leavers" for any given level of aggregate demand, he argued that 
a significant portion of unemployment that had been labeled cyclical should be reclassified as 
noncyclical. 

17. Several forms of the equation were estimated. Although specific industry forecasts dif- 
fered in a few cases, projections of total manhours were not sensitive (at the level of accuracy 
that we used) to the individual equation specification. For the projections, the same equation 
was used for each industry. 
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TABLE 4 
Variance in Interindustry Employment Changes 

Two-Digit Manufacturing Industries 
1950 to 1982 

Year Employment Manhours 

1950 27.96 47.91 
195 1 44.42 66.79 
1952 20.55 20.11 
1953 25.53 30.30 
1954 21.74 27.72 
1955 17.31 30.81 
1956 15.81 24.69 
1957 8.26 8.71 
1958 27.24 35.60 
1959 16.33 25.72 
1960 6.46 7.78 
1961 9.92 12.55 
1962 9.42 18.47 
1963 5.59 6.42 
1964 4.01 5.67 
1965 12.38 19.01 
1966 17.13 19.74 
1967 8.24 10.25 
1968 6.24 13.02 
1969 5.65 7.92 
1970 12.00 17.11 
1971 15.26 20.71 
1972 11.06 15.38 
1973 17.24 23.37 
1974 12.93 19.67 
1975 17.63 19.42 
1976 8.36 17.63 
1977 16.64 20.07 
1978 6.65 7.10 
1979 8.30 11.29 
1980 25.82 31.18 
1981 6.68 11.66 
1982 17.74 25.43 

Calculations represent the variance in the quarterly rate of change across industries. Data are 
from U.S.  Bureau of Labor Statistics, Employment and Earnings, various issues. 
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Manhours are projected to increase from 37.0 billion to 41.2 billion. 
Because our simulation begins at the recession trough, 1982:IV, and 
contains lagged dependent variables, the values in Table 5 should be 
viewed as conservative estimates of manhours for a recovery lasting 
through 1985. Since the economy is not projected to be at its potential 
output and/or equilibrium unemployment rate level as of 1985:IV, 
further cyclical recovery is possible. This, however, is not a guaran- 
teed result for all industries since the negative trend offsets the declin- 
ing (although still positive) aggregate output growth rate for some 
industries even before 1985:IV. 

Manufacturing manhours, although exceeding 1982:IV levels, are 
not expected to recover back to 1979:IV peak levels by 1985:IV. 
Although all industries are expected to have higher manhour levels in 
1985:IV, compared with trough readings in 1982:IV, the degree of 
recovery varies widely. Strong employment gains are forecast for 
electrical machinery and instruments in the durable goods sector and 
for printing and petroleum in nondurable goods. For these industries, 
manhours in 1985:IV are far beyond the 1979:IV levels. The weakest 
recoveries are projected for primary metals; textiles; stone, clay, and 
glass; machinery; leather; and lumber. Hence, the declining indus- 
tries are projected to maintain their long-run decline. 

The calculations in Table 5 support the contention that the magni- 
tude of the displaced worker problem is likely to lessen over the next 
several years. Economic recovery, as currently projected, will make 
a large dent in the problem. Although manufacturing will not regain 
prior levels, this reflects only a slight worsening of trends already 
underway for most of the past decade. As shown in Table 6 ,  employ- 
ment growth in manufacturing had largely ceased by 1970. Although 
economy-wide employment growth throughout the 1970s was more 
rapid than it had been during the 1960s, the new jobs were very heav- 
ily concentrated in services, wholesale and retail trade, and state and 
local government. '' 

18. The shifting pattern of employment by industry also masks greater stability in the skill 
distribution of the population. Individuals with the education and skill levels that would have 
led to employment as operatives in the 1950s are becoming service workers or clerical workers 
in the 1980s. Thus a tilt in the distribution of employment across skill categories, as would be 
implied if the long-run mismatch story were to hold, is not apparent in the data. 

The Bureau of Labor Statistics' employment by industry and occupations projections to 1990 
are based on extrapolations of current levels and observable trends. Although they do project 
that the highestpercentage growth occupations will be in some computer-based fields, the total 
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TABLE 5 
Industry Manhours Simulations 

Trough-Based Scenario 
(millions) 

Industry 1979:IV 1982:IV 

Manufacturing 43,743.16 37,008.00 
Durable goods 26,819.07 21,633.82 

Lumber 1,538.49 1,23 1.73 
Furniture and 
Fixtures 996.00 849.97 
Stone, clay, 
and glass 1,511.34 1,166.25 
Primary metals 2,632.14 1,650.28 
Fabricated metals 3,613.53 2,779.17 
Machinery 5,338.96 4,317.33 
Electrical 
machinery 4,500.21 4,016.60 
Transportation 
equipment 
Motor vehicles 
Instruments 
Miscellaneous 

Nondurable goods 
Food 
Tobacco 
Textiles 
Apparel 
Paper products 
Printing and 
publishing 
Chemicals 
Petroleum 
Rubber 
Leather 

Values for 1979:IV and 1982:IV are actual manhours on an annual basis for each quarter. The 
values for 1985:IV are simulated using a cyclical manhours regression for each industry and 
aggregate projections of GNP and unemployment rates from Wharton Econometrics. Details 
are given in the appendix. 
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TABLE 6 
Change in Wage and Salary 

Workers in Nonagricultural Establishments 
1970 to 1981 

Employment Percentage of Percentage of 
change 1973 level 1970-1981 change 

(millions) in each industry* from each industry? 
Total 20.225 100.0 100.0 

Manufacturing 0.806 27.3 4.0 
Mining 0.509 0.9 2.5 
Construction 0.588 5.1 2.9 
Transportation and 

public utilities 0.642 6.4 3.2 
Wholesale and retail 

trade 5.511 21.2 27.2 
Finance, insurance, 

and real estate 1.656 5.1 8.2 
Services 7.044 6.3 34.8 
Government 

federal 0.041 3.9 0.2 
state and local 3.430 13.9 17.0 

Source: Economic Report of the President (February 1983). 
* The percentage of total employment in 1970 that was employed in each industry. 
? The percentage of the change in employment between 1970 and 1981 that is accounted for by 

each industry. 

The long-run mismatch 

Some researchers have argued that the number of displaced work- 
ers will grow dramatically over the remainder of this decade due to 
technological innovations. For example, recent studies argue that the 
introduction of microelectronic (high-tech) technologies could cause 
a job loss of 3 million during the 1980s and up to 7 million by the year 

number involved is quite small. Examples are data processing machine mechanics, computer 
system analysts, and computer operators. In addition, certain low skilled occupations and 
labor-intensive industries are also expected to grow rapidly. Examples are food preparation and 
service workers, chlld care attendants, and nurses' aides and orderlies. These latter projections 
clearly reflect employment growth due to the hlgh income elasticities of those fields. Whereas 
data processing machine mechanics will grow rapidly due to technological innovations, nurses' 
aides and orderlies will grow rapidly because society will be wealthier. 

The results for the broadly defined occupational groups support these conclusions. The fast- 
est growth sector is likely to remain the service sector with total growth to 1990 of 31.4 percent. 
Support for the contention that the shift out of traditional blue collar work will continue is also 
found in the BLS projections, as those occupations are projected to grow only by 18.6 percent. 

Deta~led occupational projections can be found in Carey (1982). 
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2000.19 The latter figure would mean a loss of one-third of the manu- 
facturing jobs currently in existence. These numbers have been used 
by some researchers to reach the pessimistic conclusion that job 
growth in low-skilled, blue collar (and, perhaps, white collar) 
employment will be insufficient over the next decade to match the 
increased numbers of workers needing jobs. In the worst case, the 
mismatch could cause ongoing problems of technological-based job 
displacement for already employed older workers. 

Our argument is that the mismatch scenario is a very low probabil- 
ity event. 

Our contention with the mismatch scenario is basic and concerns 
the application of the economic model of technological change. The 
mismatch view is based on a partial rather than a general equilibrium 
view of the economy. Several issues are crucial here. First, is techno- 
logical change labor saving, labor using, or neutral? Second, in each 
case, how will technological change affect aggregate employment 
and wages? 

To address these issues, it is useful to refer to a simple model of 
technological change." Assume a general neoclassical production 
function of the form 

where 0 is output, K is the capital input, L is the labor input, and t is a 
time index. In per capita terms, this is 

q = f(k; t). (3) 

Under the usual efficiency conditions with output as the numeraire, 
the real wage rate and rental rate are 

w = FL(K, L; t) 
r = FK(K, L; t). 

The direct effect of technological change is that fewer inputs than had 
previously been the case are needed to produce a given output quan- 

19. See, for example, Ayers and Miller (1982) and "The Impacts of Robotics," Carnegie 
Mellon University (1981). 

20. Burmeister and Dobell (1970) present a detailed discussion of technological change. 
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tity. However, technological change may result in a substitution 
effect among the inputs of production that alters relative usage andlor 
factor prices. Technological change is considered to be neutral if, and 
only if, the relative shares 

remain constant; is labor saving if the relative share of labor falls; and 
is labor using if the relative share of labor rises. 

The definition of technological change used here is in terms of a 
constant capital-output ratio. If the relative shares remain constant, 
then technological change is referred to as Harrod neutral. 

In Figure 2, the production function shifts between time to and t l ,  
while the capital-output ratio remains constant. Capital's share 

must also remain constant for the technological change to be neutral. 
Since Wq is a constant, this implies that the profit rate, r = fk, must 
also be constant. 

To see what this implies for wages, we need only examine the rela- 
tive share equation (6). Since K increases and r is constant, labor 
income, wL, must increase in order for the relative shares to remain 
constant. If employment remains constant, then the real wage rate 
will increase. In particular, 

so that w increases linearly with k at a rate of fk(SL/SK). 
If the profit rate, fk, were increased after the technological change, 

then the technological change would be designated as labor saving. It 
is this latter case that researchers seem to fear with respect to the 
microelectronic technology. 

In Figure 3,  the production function shifts so that at the constant 
capital-output ratio, the slope, fk, is greater at tl  than at to. This 
means that capital's share, SK, is now greater and the relative share 
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FIGURE 2. 
Harrod-Neutral Technological Change 

q = f(k;t) Slope = q/k =I3 - Slope = f,, = constant 

FIGURE 3.  
Labor Saving Technological Change 

of labor has fallen. 
Although labor's share declines when technological change is 

labor-saving, the real wage rate may still increase. In (8), all three 
left-hand terms have now changed. SL/SK is lower, but k and fk are 
now higher. The result is that the change in the wage rate is indeter- 
minate. Only if the new technology were extremely labor-saving 
would the real wage rate actually decrease. In less extreme cases, the 
real wage would simply grow less rapidly than output, and labor's 
share of national income would decrease. 
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Labor-saving technological change also need not imply an 
increase in the unemployment rate. In the disequilibrium short run, of 
course, frictional unemployment may result as workers search for 
new jobs. Over time, the extent of unemployment reflects the down- 
ward rigidity of real wages. Since real wages decline only when tech- 
nical change is extremely labor-saving, the downward rigidity issue 
is moot. 

Outside the single good model, the aggregate impact of (labor-sav- 
ing) technological change becomes more complex. For example, in a 
two-sector model, the sector in which the technological change 
occurs determines the effects on the real wages and on labor's share 
of total income. If the seemingly labor-saving technological change 
(in terms of the parameters of the sector's production function) 
occurred in the labor-intensive sector, the price decline in that sector 
would yield a shift in consumption that would favor the labor-inten- 
sive sector. The result could be actually to increase the demand for 
labor and, hence, labor's share. In addition, given that income elas- 
ticities tend to be higher for labor-intensive products, output effects 
are likely to work against any adverse real wage effects of labor-sav- 
ing technological change. 

In a model with more than two sectors, the general equilibrium 
effects of technological change in one sector become even less obvi- 
ous. Basically, the partial equilibrium observation that a technologi- 
cal change is labor-saving in one sector is not sufficient to argue that 
it will be labor-saving in the aggregate. 

The above discussion highlights the difficulties in assessing the 
effects of the current wave of microelectronic-based technological 
change (or any type of technological change), even when one can 
determine that the change is labor-saving in the affected sector. More 
problematical, however, is the original assumption that the technical 
change is labor-saving. The critical issue here is to determine the 
boundaries of the industry that has experienced a shift in its produc- 
tion function. 

At an aggregate level, there seems little reason to fear the labor- 
saving scenario. Historically, broad classes of technological change, 
once the output effect is considered, have been neutral, tilting toward 
neither labor nor capital in their net effect. To the extent that the cur- 
rent type of technological change does not mark a sharp break with 
the recent past, the behavior of labor's share for the past 15 years 
should allay concerns that the underlying process of technological 
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change is labor-saving. 
A final observation on the potential for a future mismatch problem 

involves changes in the growth rate of the labor force over the next 
decade. Since displaced workers may be viewed as structurally 
unemployed, their degree of labor market difficulty will be strongly 
affected by changes in actual and equilibrium employment rates. , 

A strongly positive factor with respect to excess demand condi- 
tions in low-wage labor markets over the next decade will be a 
decline in the rate of overall labor force growth. Whereas the labor 
force grew at slightly over 2.2 percent per year between 1970 and 
1982, it will grow at only 1.5 percent between 1983 and 1990. This 
drop in the rate of growth of the labor force means that 6.85 million 
fewer workers will be entering the labor market than would have been 
the case if the old labor force growth rate were in effect. 

In addition, since labor force growth rates are closely tied to the 
size of the 16- to 24-year-old population group, the change in the 
composition of the labor force will be a shift away from younger 
workers. The result will be excess demand conditions that favor 
youth and related unskilled labor markets and an associated increase 
in the relative wages of these workers. The demographic labor supply 
effects, tilting the labor force heavily toward job-stable older workers 
and away from youth workers, and the slower increase in the rate of 
growth in the labor force, should contribute to a decline in the equi- 
librium unemployment rate. 

The decrease in the equilibrium rate of unemployment and the 
associated relative improvement in excess demand conditions in 
unskilled labor markets will improve the fate of displaced workers. 
They will find jobs more quickly and at higher wages than would 
have been true during the depressed low-skilled labor markets of the 
1970s. 

We conclude that the displaced worker problem is not so bleak as is 
generally believed. Although technological change may result in 
short-run displacement of some workers, it is also associated with 
periods of high economic growth. Income effects associated with an 
expanding economy should ease employment problems of displaced 
workers. In addition, the labor market in which displaced workers are 
likely to search for new jobs will improve during the 1980s due to a 
decline in labor force growth. Workers operating in these markets 
will experience better employment opportunities than displaced 
workers have in the recent past. 
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The potential problem area identified in this paper concerns inter- 
industry relative wage differentials. The recovery in manufacturing 
employment is likely to be strongly affected by the future course of 
relative wages. 

Policies for displaced workers 
There are three broadly defined policy approaches to the problems 

posed by displaced workers." The current policy is to use "special 
protection programs" to provide transfer payments that are more 
generous to displaced workers than those received by other unem- 
ployed workers. That policy approach has been criticized because, 
by providing supplementary benefits, it discourages workers from 
finding new jobs. It also does not provide the training that could bet- 
ter equip displaced workers for new jobs. 

An alternative approach would be to make use of training pro- 
grams, either by including displaced workers in the CETA-eligible 
population or by instituting new training programs. Currently, some 
of the special protection programs include provisions for training, but 
these are rarely utilized. The third approach would be to use vouchers 
or employment tax credits to make displaced workers more attractive 
to new employers. Employers would receive cash directly or would 
be able to deduct a percentage of salaries paid to eligible workers 
from their tax liability. 

The special protection programs are specifically designed to pro- 
vide supplemental aid to displaced workers when government-initi- 
ated action causes loss of seniority and firm-specific human capital 
through unemployment. Rather than having only one umbrella pol- 
icy, numerous disjointed programs exist, each targeted at separate 
worker or interest groups. The best known special protection pro- 
gram is Trade Adjustment Assistance. TAA is an open-ended pro- 
gram targeted toward workers in industries that are designated as P 

adversely impacted by import competition. Transfer payments (in the 
form of an extension of UI benefits), training, and relocation benefits 
are available. To date, only the transfer payments have been widely 

Because of its large and expanding size, TAA has come under 
increasing scrutiny. The novel conceptual feature of TAA is that it is 

21. Parts of this section are drawn from Wachter (1983). 

22. For an excellent study of special protection programs, see Martin (1983). 
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designed to compensate affected workers not only for their earnings 
losses (which are covered by UI) but also for their loss of seniority 
and other job-related rights that result from government-initiated 
actions, including free trade. Currently, workers judged eligible for 
the TAA program continue to receive benefits equal to unemploy- 
ment insurance after the UI benefits (UI and TAA) have been 
received for 52 weeks. Twenty-six additional weeks of benefits are 
available for those workers participating in training programs .23 This 
approach, however, has three serious flaws. 

First, at the time that workers are dismissed, the workers, the poli- 
cymakers, even the firms do not know which workers might eventu- 
ally be recalled and which are, in fact, permanently displaced. Thus, 
from an economic vantage point, the unemployment and related 
income loss of those who eventually regain their jobs are difficult to 
distinguish from other temporary bouts of cyclical unemployment. 

For workers who are judged eligible for TAA and are eventually 
recalled to their previous jobs, TAA acts as income maintenance that 
extends the unemployment insurance benefits normally received by 
unemployed workers.24 Since studies of unemployment insurance 
have provided evidence that increased UI benefits increase the opti- 
mal duration of unemployment, the effect of TAA on temporarily 
displaced workers will be to increase unemployment rather than to 
provide incentives to find new empl~yment.~' 

Secondly, Trade Adjustment Assistance does not distinguish 
among workers with respect to their tenure on the job. As noted ear- 
lier, the primary problem for displaced workers is a loss of wages due 
to a loss of seniority, job-specific skills, andlor a union wage pre- 
mium rather than a loss of employment. Displaced workers are likely 
to find employment at lower wages in other sectors of the economy. 

23. Amendments to the TAA program were enacted in August 1981. The amendments 
reduced the amount of benefits received and altered TAA to be an extension of UI benefits 
rather than a supplement to UI. In addition, TAA offers search and relocation benefits to work- 
ers looking for new jobs. Search benefits offer a maximum of $600 with workers paying I0 per- 
cent of their total searchcosts. Relocation benefits have nomonetary limit. Workers pay 10 per- 
cent of relocation costs and receive a "settling-in" grant of up to $600. 

24. One of the early criticisms of TAA was that the administrative task of determin~ng eligl- 
bility took so long that many workers had been recalled by the time they received their first ben- 
efit payment. Our argument is that such workers should not have been elig~ble for TAA at all if 
the program had been aimed at permanently displaced workers. 

25. For areview of theunemployment insurance literature, see Welch (1977). According to 
Welch, there is no evidence that increased unemployment insurance benefits Lead to improved 
new employment oppoitunities. 
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For younger workers, this does not present a severe loss due to their 
junior status in their previous job as well as their longer expected 
working life at the new job. As a consequence, relatively junior 
workers who have not made large investments in specific training 
andlor seniority are being compensated for a loss that they have not 
actually incurred. 

Thirdly, the distinction between unemployment caused by govern- 
ment policy, generally interpreted, and other types of unemployment 
is difficult to make. Although some types of unemployment may be a 
very specific result of some specific government policy, most if not 
all unemployment can be viewed as being affected, to some extent, 
by general government policies. It becomes a question of political 
clout as to which workers are labeled eligible for TAA benefits. The 
special protection program approach thus serves to construct artifi- 
cial distinctions among unemployed workers and to pay extended 
benefits to certain groups that have no greater claim on those 
resources than other unemployed workers. 

Some of these problems could, at least conceptually, be resolved, 
while others are inherent in the concept of special protection. For 
example, a minimum length of tenure could be written directly into 
the eligibility criteria. This would resolve the problem of paying 
extra benefits to junior employees. In fact, as has been done for dis- 
advantaged workers, programs could be targeted to certain groups of 
workers according to predetermined traits. Other issues, such as the 
categorization of some workers as unemployed because of govern- 
ment-initiated action, are unresolvable. This problem could be les- 
sened if benefits were made available to tenured workers in declining 
industries rather than to workers displaced by government action. A 
battle would still take place over defining the parameters of the ten- 
ured workers in a declining industry, but the criteria could then be 
applied evenly to all workers. 

In fact, TAA did fortuitously identify the major declining indus- 
tries (see Table 7). The major beneficiaries of TAA have been work- 
ers in the automobile industry, accounting for 58 percent of the total 
recipients and 72 percent of the benefits between 1975 and 1981. 
Steel and apparel have also had a large number of workers eligible for 
TAA. 

Although reaching the right industries, TAA did not distinguish 
between displaced workers and those on temporary layoff. After 
prior recessions, most TAA recipients were recalled by their old 
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TABLE 7 
Trade Adjustment Assistance Outlays by Industry 

Benefits 
Industry Workers (millions of dollars) 
Auto 685,113 $2,217.1 
Steel 137,319 350.6 
Apparel 150,593 189.7 
Footwear 76,176 92.2 
Electronics 60,387 90.1 
Fabricated metals 29,899 74.0 
Textiles 26,075 44.0 
Coal 7,355 17.7 

$3,075.4 

Source: Philip L. Martin, Labor Displacement and Public Policy (Lexington, Mass.: D.C. 
Heath, 1983), p. 69; and U.S. Department of Labor, Office of Trade Adjustment Assistance, 
unpublished tabulations. 

Cumulative totals, April 1975 to September 31, 1982. 

firms. 
The alternative is simply to fold the transfer payment provisions of 

these programs into the UI system. In that way, all unemployed 
workers would have their benefits calculated according to the same 
formula. This, of course, leaves unresolved the question of the 
degree of impact of UI benefits on the duration of unemployment. It 
does, however, make the problem equally sticky for all unemployed 
workers eligible for UI. 

Providing training, as distinct from transfers, for displaced work- 
ers does not have the above limitations. If a group of workers indi- 
cates a willingness to be retrained in place of receiving supplemen- 
tary unemployment benefits, then there is a presumption that they are 
indeed displaced and not simply on temporary layoff. Indeed, the 
notion of retraining for displaced workers is currently popular. One 
policy recommendation is to make existing training programs availa- 
ble to them. Many of the displaced workzrs would not be currently 
eligible for programs targeted toward disadvantaged workers, 
because their past wages and family income would be too high. 

To what extent, however, can existing programs that were 
designed for disadvantaged workers deal with the unique problems 
posed by displaced workers? The impact of current training programs 
on the earnings of program participants (largely disadvantaged work- 
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ers) yields the following conclusions: (a) they increase the earnings 
of program participants, but accomplish this by increasing hours of 
work more than wages; (b) they train workers with marginal labor 
market and job attachment to hold relatively low skilled jobs; (c) they 
have relatively limited effect on improving job skills other than those 
gained through work e~perience. '~ 

The displaced workers, however, are quite different from disad- 
vantaged workers. In particular, displaced workers have an estab- 
lished work history marked by a strong job attachment and the proven 
ability to learn (at least certain types of) job skills. A greater percent- 
age of them have a high school diploma or better (66.2 percent), and a 
smaller percentage are from the minority population than is true for 
the low-income family. (See Table 8.) The major differences, how- 
ever, involve the considerably higher economic status of displaced 
workers in the year prior to being displaced. One-quarter of them 
came from families with income of at least $15,000, one-half were 
covered by employer pension plans, and more than half had one or 
more other family members employed. 

The problem of most displaced workers is neither too few hours of 
work nor marginal skills; rather, it is that their previous job paid a 
high wage relative to the opportunity wage that they face on alterna- 
tive employment. On this basis there is reason for skepticism as to the 
potential success of extending coverage of existing training pro- 
grams. 

The one possible exception to this is on-the-job training. This pro- 
gram can be administered as a type of voucher or employment tax 
credit system targeted toward displaced workers. That is, the govern- 
ment compensates employers directly for extra training costs associ- 
ated with specially targeted workers (i.e., those eligible for the pro- 
gram). 

The virtues of using vouchers andlor employment tax credits are 
several. First, they can be targeted toward the group that the govern- 
ment decides to aid. For example, the government could avoid extra 
compensation for those on temporary layoffs in declining industries 
(as is currently done in TAA) by using the multiple criteria listed in 
Table 1. In addition, only those displaced from jobs on which they 

26. For a review of training and employment programs, see CETA's Results and Their 
Implicadons (1981). Borus (1980). and Taggart (198 1 ) .  For a negative assessment of trainlng 
programs, see Kiefer (1979). 
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TABLE 8 
Characteristics of  Displaced versus Disadvantaged Workers 

Displaced Low-income 
worker* family t 

Percent with a high school 
diploma or better 66.2 55.9 

Percent minority 30.6 42.7 

Percent female 35.0 37.2 

Percent with pension plan 
coverage in at least one 
job held during past year 

Percent with family income 
$15,000 + in last year 24.5 0.2 

Percent in family with one or 
more additional workers 55.8 29.2 

Source: Marc Bendick, Jr., and Judith Radlinski Devine, "Workers Dislocated by Economic 
Change: Do They Need Federal Employment and Training Assistance," Seventh Annual 
Report of the National Commission for Employment Policy (Washington, D.C.: National Com- 
mission for Employment Policy, 1981), pp. 175-226. 

* Workers from industries in which employment change was negative between 1978 and 1980 
and who were unemployed for more than eight weeks. Job tenure and age were not defining 
characteristics. 

t Low income households were defined as those whose total family income from all sources in 
1979 was less than 1.5 times the Bureau of the Census' poverty threshold for a family of that 
size and location. 

Data are for March 1980. 

had 10 or more years of tenure could be made eligible. 
Secondly, the special training problems posed by these workers 

would be handled flexibly by the new employers through on-the-job 
training. This is particularly useful since many of the displaced work- 
ers are readily trainable in production level skill jobs, while others 
may have been unskilled laborers. The former group can be readily 
integrated into new jobs without remedial off-the-job training. 

Thirdly, the placement function, matching employers and work- 
ers, could be performed. This component would only apply, how- 
ever, if the current training format were retained. In this case govern- 
ment counselors would influence the new career path followed by the 
displaced workers. With a voucher system, unless modified to intro- 
duce counseling, the workers themselves would determine the path, 
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limited only by the value of their particular voucher.*' 
Questions have been raised as to whether employers would partici- 

pate actively in employment tax credit or voucher systems. Some 
argue that government paperwork and the stigma associated with 
workers who need government assistance would dissuade employers 
from hiring those workers. However, the results from the use of 
employer tax credits, both in this country and abroad, are reasonable 
and promising. Ultimately, the success of the programs depends 
upon the size of the financial incentives provided to companies that 
participate in the program. 

Whereas replacing lost wage rates would be very difficult, finding 
new employment for displaced workers in an expanding economy 
would be manageable. Since this would require only retooling and 
placement, on-the-job training could facilitate the training process. 
The purpose of the program, however, is not to increase long-run 
employment; rather, it is to reduce the time spent unemployed and to 
increase the wage rate of workers in their new jobs. With this in - 

mind, the current on-the-job training program would have to be 
restructured to be better adapted to older workers with an established 
work history." 

The three approaches above share the assumption that the dis- 
placed worker phenomenon represents a distinguishable labor market 
policy problem. The fundamental question concerning the displaced 
worker issue is what are the damages suffered by these workers that 
should be viewed as compensable. 

For example, suppose that the displaced workers had enjoyed a 
wage premium resulting from collective bargaining agreements. 
Making the workers whole could be interpreted as providing them 
with a voucher or employment tax credit of sufficient value so that 

27. Conceptually, these types of programs act as wage subsidies, driving a wedge between 
the wages received by the workers and the unit labor costs borne by the employers. By enabling 
workers to receive a higher wage during an initial training period than dictated by skill or pro- 
ductivity considerations, the subsidy generates posltlve work incentives. For firms, the subsidy 
functions as a decrease in the wage rate. Empirical data on employment functions indicate an 
own wage elasticity greater than one; that is, firms increase employment by more than I percent 
for every percent decrease in the wage rate. 

28. New initiatives wlth respect to employment tax credits or vouchers would not be suited 
to the problem if it were decided that displaced workers should not be given special programs to 
compensate them for job losses. Rather, they would need to make use of programs generally 
available to all unemployed workers regardless of the presumed cause of their unemployment. 
In addition, attention would need to be given to the problems posed by the hlgher fringe benefit 
costs that are frequently associated with older workers. This topic is beyond the scope of thls 
paper. 
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they could eventually earn, as a return on their skills, the wage pre- 
mium paid on their lost jobs. 

There is, of course, the question as to whether any combination of 
vouchers or on-the-job training could be successful enough to fully 
compensate workers. The evidence on earnings gains from training, 
as indicated above, suggests that the gains are relatively small and 
largely occur through increased hours of work at relatively low 
skilled wage rates. 

Even if the extra training could be accomplished, there is still the 
question as to whether it should be attempted. Suppose, for example, 
that the union wage on the lost job did, in fact, represent a wage 
above that dictated by competitive labor market forces. Based on a 
collective bargaining agreement with the past employer, the dis- 
placed unionized workers were receiving a higher wage than simi- 
larly skilled workers in nonunion firms. Although the government 
might want to assist the displaced workers in finding jobs at the com- 
petitive wage earned by most other workers, funding extra training to 
support the wage premium itself would be more difficult to justify. 

Some researchers have argued that the union wage premium is 
actually a compensating differential for the fact that the unionized 
jobs are in those sectors where employment is particularly sensitive 
to cyclical layoffs or employment uncertainty in general. In this 
sense, the observed high wage is not precisely a wage premium; 
rather, it is a compensating wage differential for the higher risks of 
unemployment. If this were the case, the employment loss from the 
high variance employment industry would reflect the realization of a 
relatively high probability event (compared, for example, to being 
displaced from a job in the finance sector). The placement of a dis- 
placed worker in a new job - in a lower employment variance indus- 
try - could be made at the competitive, nonunion wage since the 
compensating risk differential would no longer be required. 

A separate but even more intractable issue is posed by the notion 
that the government should consider some mechanism for compen- 
sating displaced workers for their lost investment in job-specific 
training. For example, if the government were to treat human and 
physical capital symmetrically, the loss of a human capital invest- 
ment could yield an income tax write-off for its owner. The difficulty 
is that that type of training is inherently unquantifiable. Attempting 
even a rough estimate of its monetary value would be too speculative 
to serve as a guide for policymakers. 
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Thus, one can argue that the displaced workers' loss of a wage pre- 
mium should be noncompensable from a societal perspective. What 
government policy could still accomplish is a reduction in the transi- 
tion costs associated with finding a new job. That is, the government 
would attempt to restore a jbb at the competitive or prevailing labor 
market wage for workers with similar, broadly defined skill levels. 

The degree to which the displaced worker's job and income loss 
are compensable is directly related to the question of the degree to 
which the displaced worker problem is different from that of the aver- 
age unemployed worker. If it is decided that for either conceptual or 
practical reasons there is no difference, then the current array of pol- 
icy programs, to the extent that each displaced worker is eligible, 
would be the correct policy approach. 

A final policy option would be to view the problem as essentially a 
private-sector problem. Suppose, for example, one concludes that 
displaced workers are a separate category of unemployed workers but 
that their uniqueness is tied to the wage loss they suffer when dis- 
placed. In this case, one might be forced to rely on private-sector par- 
ties to restructure the employment relationship so as to slow the rate 
at which workers are displaced. 

In particular, job security - that is, the protection of job-specific 
investments and wage premiums - is more fully an employer- 
employee problem that requires a private-sector solution. Extra 
attention must be given to avoiding the job loss in the first place. 
Where workers are unionized, they can bargain collectively with 
employers with respect to job protection. For example, labor unions 
could trade off some of their wage premium for greater worker job 
security. 

The recent pattern of give-backs is a reflection of increased con- 
cern over job security. Give-backs have occurred in industries under 
considerable product market pressure emanating either from interna- 
tional trade competition (e.g., autos and steel) or nonunion sectors in 
newly deregulated industries (e.g., trucking and airlines). Most of 
the declining industries have been involved in the give-backs as well 
as several industries with stagnant employment that might be future 
candidates for the declining industry classification. 

Although it is widely believed that these give-backs will be termi- 
nated once the economy recovers, some are written into contracts 
lasting for three or more years. As a consequence, although the give- 
backs may not be repeated, in these industries the new wage levels 
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will create a lowered base for the next round of negotiations. Hence, 
the interindustry wage structure should narrow over the next several 
years. 

Conclusion 
To summarize, based on CBO estimates, it appears that the struc- 

tural component of the displaced worker problem is approximately 
300,000 workers. As the economy recovers and employment in even 
the declining industries increases above 1982 trough levels, that 
number will decline. Hence, the problem, although severe for 
affected individuals, is not large in size. Contrary to some popular, 
pessimistic scenarios concerning long-run technological displace- 
ment in industrial employment, it can be argued that faster technolog- 
ical change will increase real wage growth and not unemployment. 

Policies to assist those workers who are displaced must focus on 
the fact that those workers can be found new jobs. Most have exhib- 
ited the ability to learn marketable skills and have had a history of 
solid job attachment. Their problem is not so much their temporary 
unemployment as it is the permanent gap between their old wage 
level and their opportunity wage in new employment. 

Government labor market policy measures can reduce the size of 
this gap but not eliminate it. Training and employment vouchers can 
return displaced workers to new jobs and probably raise their future 
wages somewhat above what they would have been absent govern- 
ment assistance. Trade Adjustment Assistance-type cash transfers 
can reduce the burden of the transitional period of unemployment. 
There is no evidence, however, to suggest that any of these measures 
can have a large quantitative effect in closing the wage loss gap cre- 
ated by job displacement. 

The result is that the loss to displaced individuals can only be man- 
aged, to any significant extent, by avoiding the job loss in the first 
place. In terms of government policy, direct employment protection 
afforded to declining industries would be necessary. Tariff protection 
is the obvious remedy, although the enormous costs of that approach 
are equally obvious. Absent this radical government policy depar- 
ture, the solution to job displacement rests with private-sector par- 
ties. 

The evidence, although preliminary, suggests that rising union 
wage premiums during the 1970s and early 1980s have contributed to 
the displaced worker problem. First, the increase in the wage premi- 
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ums is likely to have been a factor in the long-run decline in employ- 
ment in certain industries. Secondly, the increased premium has led 
to a larger gap between past and opportunity wages of displaced 
workers. If this is the case, collective bargaining initiatives to trade 
off wage premiums for enhanced job security could be an important 
element in any strategy to reduce the scope of the problem. 
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Appendix 
The variables are defined as follows: 

UGAP: A measure of labor market tightness. It is defined as the aggregate unem- 
ployment rate divided by a demographically adjusted measure of the 
equilibrium unemployment rate U*. 

UGAP = (UIU*) 0.25. 

Q: Real Gross National Product for the aggregate U.S. economy. 

MH: Manhours in each industry. 

Each variable includes two-quarter lags on the right-hand side of the equation. A 
time trend is also included in each equation. 

We formulated quarterly projections of manhours for each industry by using fore- 
casts of real GNP and the aggregate unemployment rate provided by Wharton Econ- 
ometrics. The forecasts imply a gradual recovery through 1985. Unemployment 
rates are assumed to remain above 8 percent as the recovery slows. 

The method used is simply to use the forecast values of the endogenous variables 
in a separate equation for each industry in order to obtain the projected manhours 
series. The values for 1985:IV are presented in Table 5. 



Commentary 

Ray Marshall 

Wachter and Wachter raise some very important issues in their 
paper. Their analysis of the problems of displaced workers (based on 
a very restrictive definition) gives that concept precise definition, and 
they document their point of view very thoroughly. They take an 
optimistic view of unemployment, based on the belief that technolog- 
ical displacement will not be as great as the pessimists assume, and 
that economic growth and declining labor force growth will reduce 
the magnitude of the structural unemployment problem in the future. 

Their policy prescriptions from this are not as clear, though pre- 
sumably they would favor on-the-job training and a voucher system, 
but no large-scale expansion of selective labor market policies, 
because these cause budget increases, have tended to be "pro rather 
than countercyclical, " and because the "underlying problem facing 
displaced workers is not employment difficulties or a shortage of 
jobs; rather it involves wages. " In particular, the U.S. labor market 
"has exhibited a high variance in interindustry wage changes. " They 
argue that job growth during the 1970s "suggests that the American 
economy has no difficulty creating jobs that fit the labor force.'' 

Unfortunately, the nature of both the transitional economic period 
we are in and the limitations on our data and analytical techniques 
make it difficult to test the contrary point of view, but, in keeping 
with my role as a discussant, let me at least lay it out. In the first 
place, of course, while the displaced worker problem narrowly 
defined probably is not a very serious quantitative problem, the struc- 
tural unemployment problem is much larger and, the evidence sug- 
gests, has become more serious with succeeding cyclical downturns. 
Moreover, the real issue is an adjustment problem, not simply mea- 
sures to deal with displaced workers. In other words, the fear of dis- 
placement and the absence of a positive adjustment program to cause 
a more equitable sharing of the benefits and costs of change creates 
resistance to change that can be very costly in terms of economic effi- 
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ciency. The authors point out, quite correctly, that the largely ad hoc 
adjustment program we now have is mainly an income maintenance 
system and not one that facilitates adjustment. 

However, there is evidence that positive adjustment programs can 
work. Incidentally, the Job Training Partnership Act (JTPA) of 1982, 
which replaced CETA, has a displaced worker component that does 
not have the same income limitations as most of CETA. Morever, 
there have been a number of positive adjustment demonstration pro- 
jects that provide some insight into how a successful adjustment pro- 
ject might be constructed. The tripartite steel committee, organized 
in 1978 (and to be rechartered in 1983) sponsored adjustment pilot 
projects which provided some lessons, as the Downriver Community 
Conference Readjustment Activity Program in Wayne County, 
Michigan, which was funded by the Labor Department in 1980 as one 
of a series of adjustment demonstration projects. Unfortunately, 
while the Reagan Administration allowed Downriver to continue, it 
discontinued the other pilots. I believe these flexible, localized 
activities, based on specific problems and administered by labor, 
management, and community representatives, avoid many of the 
program uncertainties mentioned by Wachter and Wascher. For one 
thing, we avoid definitional difficulties (which lead to great adminis- 
trative problems, as well as inefficiencies and inequities) by making a 
flexible array of services available to local projects based on an 
assessment of their needs. The probability that workers have been 
permanently displaced is a judgment that is more appropriately made 
by local labor market actors than by Congressional or administrative 
formula. It has never made much pragmatic, let alone equity, sense to 
try to determine why people have been displaced. It is in the national 
interest for adjustment to take place, whatever the reason for dis- 
placement. Moreover, workers and communities can receive what- 
ever services they need for adjustment. Some workers need only job- 
search assistance to find new jobs; this is even true of some older 
workers with industry-specific training and long tenure. Others need 
relocation and retraining assistance, while others need basic educa- 
tion. Incidentally, it is not true that displaced workers are not also dis- 
advantaged, because many of these workers, even those in relatively 
high-paying basic industries, have one or more disadvantages related 
to race, education, sex, or age. Functional illiteracy is a special prob- 
lem for many workers, adults as well as young people. Indeed, by 
one estimate, about 20 percent of the American work force and about 
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half of all minority 17-year-olds are functionally illiterate. In any 
event, the main point is to tailor programs to individual requirements 
rather than to tight a priori definitions. 

The Downriver project is illustrative. The first phase of that project 
(July 1980-September 1981) provided reemployment services to 
1,500 workers laid off from automotive supply plants in southwest- 
em Wayne County, Michigan. The second phase (November 1981- 
September 1983) included 500 additional workers affected by the 
closure of a number of automobile supply plants, including Penn- 
walt, Ford Michigan Casting, and Firestone. The main objective of 
this project was to help the displaced workers find reemployment. All 
participants were tested and given job-search training. Other services 
were provided as needed, especially classroom and on-the-job train- 
ing and relocation assistance. A sample of 76 percent of all males laid 
off between June 1979 and December 1980 who remained in the 
Detroit area found the following characteristics: average age was 40 
years, 30 percent were black, 40 percent had less than high school 
education, average work experience was 25 years (14 with the com- 
pany from which they were laid off), the participants were mostly 
operative and craft workers earning over $9 an hour when laid off, 
and average unemployment benefits (including adjustment assist- 
ance) were 50 percent of wages. 

During the first phase of the project, 49 percent of eligible workers 
participated, though participation was higher among younger, better- 
educated workers with less than 30 years experience. Fifty-seven 
percent of all participants received some form of retraining, approxi- 
mately a third in classrooms. The average length of training was eight 
months, with high-tech courses somewhat longer, 50 percent of 
enrollees used local educational institutions, and one-fifth had on- 
the-job training. 

When contrasted with a comparison group, Downriver raised the 
reemployment rate from 50 to 60 percent without the program to 75 
percent with it, had a larger impact on the groups that would have had 
lower reemployment rates, and greatly increased access to training 
opportunities. Participants' reemployment wages averaged $8.20 per 
hour, 10 percent less than their last jobs, but $1 to $2 an hour more 
than they would have earned without the program. Moreover, the 
program "increased participants' average weekly earnings from an 
estimated $60 in the absence of the program to $124 with the program 
. . . with program costs averaging $1,750 per participant . . . 
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implies that the benefits accruing to participants alone exceed the 
social costs within a year.'" 

I believe that these and other selective labor market programs are 
much more significant components of a policy to deal with structural 
unemployment than Wachter and Wascher imply. In the first place, 
structural unemployment problems are likely to get worse, not better, 
during the rest of the 1980s. The demographic figures the authors cite 
are incomplete from a structural point of view. For example, the 
youth unemployment program never involved all young people, but 
involved dealing with the labor market problems of a hard core who 
had such multiple labor market disadvantages as race and sex dis- 
crimination, broken families, teenage pregnancies, poverty, criminal 
records, sustained unemployment, limited educational attainment, 
female-headed households, and heavy geographic concentrations in 
high-risk areas. There is strong evidence that selective activities like 
the youth entitlement program of the Youth Employment and Dem- 
onstration Projects Act of 1977 (YEDPA) and the Job Corps are cost- 
effective ways to deal with those problems. In other more difficult 
areas, such as teen pregnancies and the rehabilitation of people with 
criminal records, we need to develop specific programs to try to pre- 
vent problems and to salvage as many people as possible who already 
have been damaged. There is, in my opinion, no substitute for care- 
fully constructed and evaluated local projects based on cooperation 
between the private sector and local communities to deal with these 
problems. Unfortunately, however, the prohibition of public service 
jobs for people who cannot find jobs in the regular economy makes it 
very difficult to continue some of the most successful of these pro- 
grams - like the successful youth entitlement program, which pro- 
vided jobs to make it possible for young people to stay in or return to 
school. There is also a need to improve labor market information sys- 
tems. 

This is not to argue, of course, that these programs were always 
successful or that they alone could solve the unemployment prob- 
lems. These programs have had serious management and program- 
matic problems, but they have, on balance, been good investments 
for the country. We should continue to improve those with promise, 
eliminate those that don't work, and improve the management of all 

1 .  D. Alton Smith and Jane Julik, "Impact Findings from the First Phase of Operation," 
Abt Associates, May 20, 1983, pp. 7-8,. 
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of them. All of this can be done on the basis of the lessons we have 
learned from such programs in the United States and other countries. 
I believe, for example, that while inadequate in terms of resources, 
the JTPA makes what could be a major programmatic improvement 
by shifting more responsibilities to the states; previous experience 
demonstrated the inadequacies of too much decentralization (CETA) 
and too much centralization (MDTA). Moreover, the 1978 CETA 
amendments created a private-sector initiative, which is given a 
larger role in the JTPA. 

Nor do I agree that selective labor market policies (jobs, training, 
labor market information, and other activites to improve the opera- 
tion of labor markets) are necessarily pro-cyclical. I think it can be 
demonstrated that with all of their program delivery and management 
problems, the employment and training programs of the 1970s were 
initiated in a timely fashion, were cost effective, and therefore did not 
cause much, if any, inflationary pressure. Moreover, when unem- 
ployment declined after 1978, public service employment programs 
were phased down by the Carter administration with minimal politi- 
cal opposition. Indeed, in my view, they were phased out by the 
Reagan administration with too little political opposition. Selective 
labor market programs are much less inflationary than all of the alter- 
natives (welfare, unemployment compensation, illegal activities) 
except regular jobs. Experience shows that these programs are much 
less expensive than tax cuts, which cost at least three times as much 
per job created. Moreover, I believe program improvements are pos- 
sible to make public service employment programs much more cost 
effective and more countercyclical. 

It is not appropriate, of course, to relate the timing of these pro- 
grams to aggregate unemployment, but to the unemployment in the 
markets on which they are targeted. For example, three-fourths of 
the job growth of blacks between the summer of 1977 and the spring 
of 1979 were in YEDPA. This was the first job growth of young black 
males during the 1970s. The black youth unemployment rate was 
reduced from about 50 percent to just over 30 percent, while the over- 
all unemployment rate declined from almost 8 percent to 5.6 percent. 
The fact that the overall unemployment rate was 5.6 percent did not 
mean that programs targeted on markets that still had over 30 percent 
unemployment were pro-cyclical. While it is true that the American 
labor market created more jobs during the 1970s than any other 
OECD country, in absolute and relative terms, jobs were not created 
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in the places where blacks are concentrated and jobs were not pro- 
vided fast enough for all who wanted them, which is one reason that 
both employment and unemployment grew as jobs were created. 
Moreover, as the authors point out, there is a structural aspect of 
cyclical unemployment, so it makes sense to expand targeted jobs 
programs as unemployment rises and to reduce these programs as it 
declines. Triggers to unemployment can make these programs more 
like automatic stabilizers. Selective programs can overcome bottle- 
necks, improve labor market information, generally improve the 
operation of labor markets, and facilitate recovery at lower rates of 
inflation. They also provide for greater equity by making it possible 
to target resources on groups and places with the highest levels of 
unemployment. 

However, these are not the main policies to reduce cyclical unem- 
ployment; that is the job of macroeconomic policy. But I would 
argue, on the basis of experience in the United States and abroad, that 
macroeconomic policy can be more effective if complemented by 
selective policies to deal with structural inflation and unemployment 
problems not reached very effectively with these general policies. 

Wachter and Wascher could be right about the effects of techno- 
logical change. It is clear that the fear of technological unemploy- 
ment has been exaggerated in the past. It also is correct that engineer- 
ing studies alone provide insight , into the possibilities of 
displacement, but not the probabilities. Market forces obviously will 
control the rate of technological change, which is one of the reasons 
the Japanese use more robots, absolutely and relatively, than we do. 
In Japan, capital costs have been kept low while real wages have been 
rising, making it expedient to substitute capital for labor. The pattern 
in the United States has been the reverse: real capital costs have risen 
while real wages have declined, encouraging the substitution of labor 
for capital, a trend accelerated by rising energy costs, economic 
uncertainty, and the availability of low-cost, female, immigrant, 
youth, and minority labor pools. 

There are, however, a number of cautions about the authors' opti- 
mistic projections. One uncertainty is immigration. With Third 
World unemployment and underemployment at 50 percent and little 
prospect for improvement over the rest of this decade. we cannot be 
sure that increased immigration - which probably accounted for at 
least 20 percent of the U. S. labor force growth during the 1970s - 
will not more than offset the decline in the number of young people in 



the work force during the 1980s. Moreover, I would give careful 
attention to arguments of people like Wassily Leontief, 1973 Nobel 
laureate in economics, who warns that the technological changes 
related to information technology are different from those of the 
1950s and 1960s, when we had faster growth and much less interna- 
tional competition. Moreover, according to Leontief, information 
technology is more ubiquitous and does not just displace low-wage 
physical labor.2 During the 1950s and 1960s, technological changes 
in agriculture displaced people who could get better jobs because of 
growing employment in other sectors. Leontief doubts that we will 
have enough jobs at acceptable wages for all who wish to work. 
Moreover, the new technology could reduce skill requirements more 
than it increases them, contributing to a widening in income gaps. 
We do not have the information to resolve this problem, but I think 
Leontief raises important points. 

Finally, let me make a few comments about the author's concen- 
tration on relative wages as a factor in displacement. There is no 
question that many of the workers displaced from relatively high- 
wage basic industries, like steel and autos, will have difficulty 
regaining their real wages. However, we should not infer too much 
about the total economy from the steel and auto experiences, as 
important as they are. It seems to me that the appropriate program 
objective should be to reduce the income loss of displaced workers as 
much as possible, which the Downriver project' suggests can be done 
with direct program intervention. However, as the authors empha- 
size, it is unlikely that all of the wage loss can be maintained. Adjust- 
ment programs also must provide incentives for people to participate 
in positive adjustment activities. 

I think, moreover, that an analysis which attributes the displace- 
ment problem only to relative wages is incomplete. It is not just rela- 
tive wages that caused the problem in the United States during the 
1970s. Except for a few conspicuous exceptions, real wages declined 
in the United States relative to other industrialized countries, at the 
very same time some of our manufacturing industries were losing 
their competitive position in international markets. The important 
consideration was not wages, but unit labor costs (wages adjusted for 
productivity growth or decline). American unit labor costs were 
accelerated by declining relative productivity growth. and rising 

2. "Inquiry," USA Today, Thursday, Aug. 4,1983. 
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money wages. The reasons for the declining productivity were 
broader than labor markets. I think the most important problem was 
that some of our basic non-competitive firms have been forced to 
adopt to international competition and have had great trouble achiev- 
ing their traditional profit thresholds and therefore would not reinvest 
in their basic industries. In addition, some internal management sys- 
tems in these industries were more appropriate to mass production of 
goods than they were to high value-added goods, where information 
technology and quality are more important. The Japanese have lower 
profit thresholds and different internal cost structures and are there- 
fore much more competitive in some markets. Moreover, since Japa- 
nese companies tend to maintain employment and capacity during 
downturns, they have much better ability to respond to increasing 
demand during recovery. The consequence of this, along with the 
overvalued dollar and undervalued yen, probably is to cause some 
American companies to permanently lose market shares. Though 
most American companies, even in manufacturing, are still competi- 
tive in international markets, some companies in industries like steel 
have found it easier to shift capital to more profitable activities than to 
continue to try to compete. This is partly a wage problem, because 
industrial relations systems were built on older, less competitive eco- 
nomic realities. But this is also a public policy program, because pro- 
ductivity is influenced by regulations, economic stability, and public 
investments, as well as management and industrial relations systems. 
In fact, it remains to be seen whether Caterpillar, which had a fairly 
successful global strategy in competing with Komatsu, can survive 
the multiple blows dealt by its industrial relations system, the world- 
wide recession (resulting in part from our national and international 
economic policies), an overvalued dollar, an undervalued yen 
(resulting from Japanese policies), and the economic embargo of the 
Soviet Union, all of which made it possible for Komatsu to overcome 
the competitive constraints that Caterpillar's global strategy had 
imposed upon that company before 1982 .~  Caterpillar had been so 
successful in keeping prices low in Japan that Komatsu had difficulty 
deriving the cash flow to compete in international markets. But the 
boycott and economic difficulties have helped Komatsu relative to 
Caterpillar. 

3. See Thomas Hout, et al, "How Global Strategies Win Out," HarvardBusiness Review, 
Sept.-Oct. 1982, pp. 100-102. 
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Moreover, the need for systemic flexibility and adaptability 
requires greater attention to capital and product as well as labor mar- 
kets. 

Thus, management systems probably have been less important 
determinants of productivity and international competitiveness than 
overall economic policy. Indeed, I am persuaded by the evidence that 
American private managers have done a better job than American 
public managers. It would take much .greater improvements in pro- 
ductivity than we are likely-to achieve to overcome the consequences 
of exchange rate differentials, which automobile industry officials 
estimate to be about two-thirds of the cost differential between the 
United States and ~ a p a n . ~  The undervalued yen and the overvalued 
dollar are the consequences of economic policies in Japan and the 
United States. Without a stable economic environment created by 
comprehensive and coordinated economic policy, the so-called Japa- 
nese management system, which has caused high productivity and 
competitiveness in key industries, would be very hard to maintain. 

Also, I believe the Japanese industrial policy has played an impor- 
tant role in the so-called Japanese miracle. However, the term indus- 
trial policy has lost some of its meaningful communication because it 
means different things to different people, and many critics do not 
define industrial policy as I would. It is especially inappropriate to 
judge the consequences of industrial policy in a country like Japan by 
comparing it with a neo-classical competitive profit-maximizing 
model, because that is not the model that most Japanese companies 
use for decisionmaking. Their model of maximizing market share 
might be considered irrational from a profit-maximizing view. But in 
Japan, size carries considerable prestige and tangible benefits. 

There are, however, a number of obstacles in evaluating the rela- 
tive importance of industrial policy in the Japanese context. 

Japanese economic policy has been systematic and comprehen- 
sive, making it difficult to separate "macroeconomic" or monetary 
and fiscal policy from targeted policies to influence particular indus- 
tries. For example, throughout most of the period of rapid growth, 
there was no independent monetary policy because there were poorly 
developed securities markets and the Bank of Japan was an arm of the 
ministry of finance. The government therefore used credit as a means 

4 .  See New York Times, Sept. 11, 1983, p. F-4. 



226 Ray Marshall 

of encouraging particular industries. Other policies were designed to 
increase savings, reduce consumption, and encourage investment in 
industries with the best growth opportunities. Japanese policy has 
contained a flexible mix of macro and selective policies. 

Moreover, Japanese objectives are based on elaborate consen- 
sus-building processes, are dynamic in the sense that they have 
changed through time (from building basic industries, to rapid eco- 
nomic growth, to the present policy of more balanced growth and the 
development of new technology) and contain such important non- 
economic objectives as national pride and overcoming national 
humiliation resulting from defeat in war and the realization that 
"made in Japan" was a mark of inferiority during the 1940s and 
1950s. 

The Japanese system is not a case of the government picking 
winners and losers. It is the case of public-private consensus fore- 
casts of industries with varying growth potential. Government policy 
based on these forecasts has been to use credit and regular govern- 
ment policies to encourage growth and provide an equitable means to 
phase down those industries with little growth potential. The Japa- 
nese consider their system to be one that facilitates orderly adjust- 
ment. 

There is no sharp dichotomy between public and private activi- 
ties. The consensus process attempts to establish flexible and chang- 
ing relationships between the public and private sector. The Japanese 
think there is a natural and mutually beneficial organic relationship 
between the public and private sectors. This belief tends to avoid the 
adversarial relationship predominating in the United States. The con- 
sensus process tends to provide better information to the parties in 
that process and to encourage cooperation where that is appropriate, 
but intense competition within Japan and in international markets for 
market share. 

One of the weakest arguments against industrial policy is to 
point to examples of specific industrial policy failures in other coun- 
tries. If infallibility has to be a criterion for success, then we are all 
doomed to failure. Critics point to the famous case where MITI 
attempted to dissuade Honda from remaining in the automobile 
industry as an example of failure. On the contrary, it is an example of 
how the system works. If the Japanese system had really been plan- 
ning, they would have kept Honda out of the automobile business. 
But an industrial policy based on consensus is not planning. Japanese 
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firms can and have ignored consensus industrial estimates. The sys- 
tem is consensual, not oppressive. The parties to the consensus proc- 
ess continue to make their own decisions, but on the basis of much 
better information, especially about the motives and behavior of the 
principal economic interests involved in the consensus process. 

Similarly, the fact that actions are taken on the basis of consensus 
forecasts facilitates the correction of mistakes. For example, the Jap- 
anese steel industry built excess capacity during the 1960s and 1970s 
on the basis of an overly optimistic consensus growth forecast. The 
fact that the forecast was based on public-private consensus made it 
possible to reduce capacity without a lot of the adversarial blaming 
that goes on in the United States about who is responsible for the steel 
industry's problems. 

The Japanese have shifted policies through time and currently 
incline more to selective policies (i.e., education, training, improved 
information systems, a stable economic environment) that affect all 
industries, rather than to those that are industry-specific, as was the 
case in earlier times. Moreover, the government's power relative to 
the private sector has diminished as private enterprises have become 
more affluent. 

However, higher Japanese savings, flexible institutions, and well- 
trained workers didn't just happen - they were the consequence of 
Japanese policies. A very strong case can be made that without close 
public-private cooperation in establishing and implementing eco- 
nomic objectives, the Japanese could not have established their 
present strong economic position in the world. Judged from a static, 
neo-classical profit-maximizing model, the Japanese policies might 
have appeared to be irrational at any given point in the process. But 
judged against their own objectives, it is hard to argue that they have 
not succeeded. Moreover, it is hard to argue that they could have 
achieved their impressive economic results without comprehensive 
public policies. 

After all, the Japanese had no comparative advantage in steel, 
autos, electronics, and other industries in the 1950s. Without govern- 
mental protection from foreign competition, heavy investments in 
human resources, credit allocation, and other assistance to industry, 
the Japanese believe they still would be the relatively underdevel- 
oped country they were in the 1950s. It is true that the Japanese had 
an advantage in catching up with American technology, but they did 
more than catch up in management and public policymaking institu- 
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tions. It also is true that the Japanese probably will have more trouble 
in the future, but I think their consensus decision processes and flexi- 
ble institutions give them important advantages in dealing with 
change in an internationalized information world. The U.S. has over- 
whelming capital, productivity, and resource advantages, but we 
have limited means to coordinate and cooperate in public policy area. 

As noted, it is hard to assign a relative weight to the importance of 
Japanese industrial or targeted policies because these policies are 
closely integrated with other public and private activities. There can 
be little doubt that the outcome of the total process has been impres- 
sive. 

Finally, while the Japanese experience is more of an argument for 
industrial policy than against it, this does not mean that such policies 
would work in the very different American institutional environ- 
ment. However, I believe we must adopt more coordinated and com- 
prehensive economic policies, in which macro policies are supple- 
mented by selective activities, including adjustment policies to 
facilitate an equitable sharing of the benefits and costs of change, and 
especially measures to shift resources out of industries with limited 
competitive potential. We cannot pick growth industries and those 
that will decline. But we can forecast them, and labor, management, 
and government can adapt their regular activities to these forecasts - 
including disagreeing with them, as the Japanese do. It would be irre- 
sponsible to leave all of these activities to market forces alone 
because of the market defects conceded by even the most conserva- 
tive free market supporters. 

Clearly, the government will inevitably take actions that will affect 
markets. It seems to me that it would be much better to make these 
actions more coordinated and less ad hoc. Moreover, it is hard to 
avoid the need for a logical division of labor between public and pri- 
vate actions. Clearly, public interventions that might distort a perfect 
market can improve the markets we are likely to have. In the real 
world, the United States does not have the option of deciding whether 
or not to adopt policies that have differential impacts on industries. 
The federal government already does that, including almost a trillion 
dollars in loans and loan guarantees. The question is whether or not a 
more coordinated approach to focus these resources more on national 
objectives would improve our overall economic performance. 

I believe we could do a lot better with means to improve coordina- 
tion and consensus-building. This will not be easy to achieve in our 
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political and institutional environment, but we should improve our 
political and governmental processes as well as our markets. Econo- 
mists too easily assume that the political process is inherently flawed 
and that nlarkets are more perfectable, but I am not sure that the case 
can be made. 

As noted, I believe selective labor market and other interventions 
have a role to play as part of an overall, more effective, more compre- 
hensive policy to create the economic environment to make it possi- 
ble for American labor and management to be more competitive, 
whatever we call those selective interventions. However, change will 
be a continuing process, so we not only need to train and educate our 
people so they can adjust to change, we need also to develop new and 
more flexible product and labor market institutions to achieve a more 
equitable sharing of the benefits and costs of adjustment and reduce 
resistance to change by those who are afraid they will bear the costs 
while other reap the benefits. 

In sum, displaced workers constitute a small part of the structural 
unemployment problem. Measures to deal with that problem should 
be part of a larger effort to make our economy adapt to change more 
readily. This requires comprehensive economic policies where selec- 
tive policies complement macroeconomic policies. 





6 
Capital Formation, Technology, 
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The sharp deterioration in productivity growth since the early 
1970s has been a major motivation behind the renewal of interest in 
economic policies to expand aggregate supply. The public discussion 
has emphasized an accelerated accumulation of physical capital as a 
major goal of policy, and particular importance has been attached to 
increased tax incentives for private saving as a primary means of 
achieving that objective. Yet in several respects, the attention 
directed both to the slowing of physical capital accumulation as a 
cause of the previous shortfall in productivity growth and the impor- 
tance attached to tax incentives to promote private saving as the cure 
seem misplaced. It has also contributed to an excessively narrow 
view of the actions that could be taken by government to accelerate 
the growth of productivity. In fact, it can be argued that the net out- 
come of the policy actions to date will likely be to retard rather than to 
promote future growth. 

The first section of this paper reviews the empirical studies of the 
productivity growth slowdown with particular emphasis on the role 
of capital. The second section examines the behavior of saving and 
investment and trends in capital income taxation. The third section is 
directed toward the policy actions that might be taken to promote a 
faster rate of productivity growth in the future. 
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Capital and the productivity slowdown 

There are several problems in attributing to capital a major role in 
the slower growth of productivity.' First, since 1973 the contribution 
of slower growth in the capital-labor ratio accounts for only a few 
tenths of a percentage point of the shortfall of multifactor productiv- 
ity growth (output per unit of labor and capital input).' That fact is 
very apparent in the new data on multifactor productivity prepared by 
the Bureau of Labor Statistics and reproduced in Table 1. 

The contribution of capital to output is a product of two factors: the 
rate of accumulation of capital and its share of total factor income. 
The slower growth of the capital input that has occurred has been as 
much due to a fall in its share of income as to a slower rate of physical 
accumulation. That highlights the second problem: the average 
before-tax rate of return on capital fell sharply throughout the 1970s. 
Even after adjusting for the influence of recession, the real return on 
business capital has fallen by 3 percentage points - from 11 percent 
to 8 percent - since the mid-1960s.~ That is not consistent with the 
usual notion of growing capital scarcity. It also casts doubt on the 
usual argument that the effective tax rate on capital income increased 
during the 1970s, a situation which would be expected to produce a 
higher before-tax rate of return. 

The major conclusion that emerges from the growth-accounting 
studies of recent years is that the productivity slowdown is, in large 
part, a mystery. Those studies have achieved important results in 
quantifying the contribution of a large number of potential explana- 
tions for the slowdown. Among the contributing factors identified are 
a younger and less experienced workforce, government regulation, 

1. There is a large literature on this subject. 1 have relled most heavily on the following 
articles: Martin Neil Bally, "Productivity and the Services of Capital and Labor," Brookings 
Papers on Economic Activity (BPEA), 1:1981, pp. 1-50; Edward F. Denison, "The Interpreta- 
tion of Productlvity Growth in the United States," paper presented at the Conference of the 
Royal Economic Society, London, July 22, 1982; Barbara M. Fraumeni and Dale W. Jorgen- 
son, "The Role of Capital in U.S. Economic Growth, 1948-76," in George M. von Fursten- 
berg, ed., Capital, Eficiency and Growth, Cambndge: Ballinger, 1980, pp. 9-250; John W. 
Kendrick, "International Comparisons of Recent Productlv~ty Trends," in William Fellner, 
ed., Essays in Contemporary Economic Problems, 198 1-82 edition, American Enterprise Insti- 
tute, 1981, pp. 125-70; and J.R. Norsworthy, Michael J .  Harper, andKent Kunze, "The Slow- 
down in Productlvity Growth: An Analysis of Some Contributing Factors," BPEA, 2:1979, pp. 
387-42 1. 

2. Capital is defined to include land, plant, equipment, and ~nventories. 

3. Barry P. Bosworth, "Capital Formation and Economic Activity," BPEA, 2:1982, pp. 
291-95. 
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higher energy prices, and reduced research and development. Each 
of these factors, however, can contribute only a few tenths of a per- 
cent annually. Other common explanations, such as a shift to a ser- 
vice-based economy, have been dismissed. Studies of productivity 
growth in other countries reach similar conclusions. In many of these 
countries the decline in multifactor productivity is greater than in the 
United  state^.^ 

Another hypothesis is that the 1970s were an unusual period of 
economic disruptions, and as a result much of the capital stock 
became obsolete.' That is, a measure of the capital stock calculated 
by cumulating past investments overstates the effective stock during 
the 1970s. The evidence on the obsolescence hypothesis is, at best, 
ambiguous, but it appears unlikely that it can account for such a large 
and sustained slowing of productivity growth. 

Unexpected obsolescence does offer an appealing explanation for 
the decline in the rate of return on capital - the value of the denomi- 
nator is overstated. But the decline in the rate of return began in the 
early 1970s. Even if as much as 25 percent of the equipment stock 
became obsolete in the 1973-74 period, normal depreciation and 
retirements would reduce its effect on the value of capital stock, and 
thus the rate of return, to about 2 percent by 1981, which would 
increase the rate of return only by a few tenths of a percentage point. 
Thus, accelerated obsolescences would have to be very large and 
continuing to explain the behavior of the return on capital. 

More recently, studies have focused on a slowing of advances in 
knowledge, rather than changes in the quality or quantity of the 
inputs, as the most likely cause of the productivity slowdown. The 
term "knowledge" is used in a general sense to include improve- 
ments in management skills as well as the introduction of new tech- 
nology. Dale Jorgenson in particular has argued that reallocations of 
output among sectors (such as might follow a period of economic dis- 
location) actually made a small positive contribution to growth after 
1973, and that the decline thereafter was caused by slower rates of 
technical change in individual industries .6 The difficulty with such an 

4. Kendrick, "International Comparisons. " 

5 .  Baily, "Productivity and the Services of Capital and Labor." 

6. See, for example, Dale W. Jorgenson, "Taxation and Technical Change," Technology 
in Society, vol. 3 (1981), pp. 151-71, and the references cited there. 
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explanation is that the contribution of advances in knowledge is only 
a residual measure in the growth accounting, which makes it difficult 
to analyze in any systematic fashion. 

The results of a recent study of trends in output and productivity 
growth in different regions of the U.S. add to the argument for a gen- 
eral change in the residual. While rates of output growth have varied 
substantially among the regions, those differences are almost fully 
explained by different rates of growth in the capital and labor inputs, 
and there are not major differences in the growth of multifactor pro- 
ductivity. Multifactor productivity has grown at least as rapidly in the 
Snow Belt as in the Sun Belt, despite a significantly slower rate of 
capital accumulation. Furthermore, the slowdown in productivity 
growth after 1973 is common to all.' 

At times, it is argued that technological innovation is embodied in 
new capital in order to support a view that capital is of greater impor- 
tance in the growth process than is implied by the growth accounting 
studies. However, several authors, in examining the importance of 
the embodiment hypothesis, have pointed out that there is insuffi- 
cient variation in the age structure of the capital stock to make it an 
important source of change in the nation's growth rate.' Under such 
circumstances gross investment is the relevant concept, rather than 
the net capital stock, and gross investment has increased as a share of 
GNP during the 1970s. 

It is also important to avoid confusion between the argument that 
new technology may require new capital, and a different argument 
that increased investment will significantly alter the pace of a techno- 
logical innovation. In any period there is always a large volume of 
investment with substantial variation in the expected returns on the 
individual projects. Those that are most profitable, supposedly 
embodying the most significant technical advances, will be under- 
taken first. In each period, investment will be undertaken to the point 
where the expected return on the marginal investment, inclusive of 
any return on embodied technology, is equal to the cost of funds. 
Thus, the embodiment of technology does not imply any extraordi- 
nary return on an additional unit of investment at the margin. 

Investment was heavily concentrated in areas of rapid technologi- 

7. Charles R .  Hulten and Robert M. Schwab, "Regional Productivity Growth in U.S. 
Manufacturing: 1951-78," February 1983 (American Economic Review, forthcoming). 

8. Denison, Accountingfor Slower Economic Growth, pp. 57-58. 
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cal innovation during the 1970s. Expenditures (measured in 1972 
dollars) on computers and communication equipment rose from 12 
percent of total equipment purchases in 1960 to 17 percent in 1970 
and 32 percent in 1981. Nonetheless, there is little evidence that these 
high-technology investments had a significant impact on any econ- 
omy-wide measure of productivity. The increase in productivity 
should be even more evident if, as is often claimed, investment in 
such equipment is understated by the use of price deflators based on 
resource cost. The investments in information systems were sup- 
posed to improve business decisionmaking, but there is little evi- 
dence that they have done so. 

Saving and investment 

The previous section outlined some reasons for skepticism about 
the degree of emphasis being placed on physical capital accumulation 
as a cause of the slowdown in productivity growth. 

It is not necessary, however, to argue that reduced capital forma- 
tion was the cause of the productivity slowdown in order to advocate 
increased investment as a means of accelerating productivity growth 
in the future. Although the before-tax return on capital has declined, 
it has remained in the range of 8-10 percent. An increase in the share 
of net investment in net output of one percentage point would, in the 
near term, raise the growth of output by about 0.1 percentage point 
annually. If the share of net business output going to investment 
could be doubled (from an average of 4-5 percent in the 1970s) the 
growth of output would rise by about 0.4-0.5 percentage points annu- 
ally. A rise in the net investment share does not have a permanent 
effect on the rate of productivity growth, but in the long run the level 
of output is increased by about 5 percent for each one percentage 
point rise in the investment share. These gains are substantial, but 
they also imply that truly heroic actions would be required to restore 
the postwar trend in productivity by an expansion of capital forma- 
tion a10ne.~ 

9. The hypothesis of a slower rate of technical change has ambiguous implications for 
future capital formation. Under some circumstances, a slower rate of labor-augmenting techni- 
cal change reduces the benefits of capital investment. Capital that embodies old technology 
lasts longer, and less capital is required to equip future entrants to the workforce. On the other 
hand, a continued slow growth of technology lowers future income and that could argue for a 
compensating reduction of current consumption and increase of Investment in order to shift con- 
sumption to future periods. 
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There are, however, several significant issues of how best to 
achieve that objective. The policy conflicts are particularly evident in 
the tax area, where major new initiatives have been undertaken to 
expand incentives for both private saving and investment, and addi- 
tional actions are under consideration for the future. 

The main issues can be highlighted by asking whether government 
policies should focus on expanding incentives for saving or for 
investment. In an idealized world of full employment, competitive 
markets, and no foreign trade there would be little relevance to such a 
distinction. Saving and investment can be viewed as opposite sides 
(supply and demand) of the same market, with the interest rate serv- 
ing as the equilibrating price. In the idealized world it makes little dif- 
ference whether incentives are extended to savers or investors, since 
the interest rate adjusts to maintain a balance. In practice, there are 
many pitfalls in this process. 

Saving 

Much of the discussion concerning the need for expanded incen- 
tives for saving implied that private saving has declined in the United 
States. Yet the private saving rate has remained very stable through- 
out the postwar period at about 16-17 percent of GNP, and there is no 
evidence of a decline during the 1970s (Table 2). What has changed 
is the composition of that saving: corporate saving (retained earnings 
and capital consumption allowances) has increased, while saving 
attributed to the residual sector of households, nonprofit institutions, 
and unincorporated business has declined. In part, this compositional 
change may be associated with the sharp fall in income of noncor- 
porate business, but any interpretation is complicated by the prob- 
lems of allocating interest income among sectors of the economy dur- 
ing a period of high variable inflation, and accounting for capital 
gains and losses in estimating net wealth." In any case, it is not clear 
that it has any particular significance for the issue of capital forma- 
tion. The composition of government saving has also changed as a 
tendency toward larger deficits at the federal level is offset by larger 
surpluses of the state and local governments' employee retirement 
funds. 

10. Some of the ambiguity of emphasizing trends in saving of individual sectors is illus- 
trated by the argument of some economists that state and local pension funds should be assigned 
to personal savings as is done with private employee pensions. That simple change would ralse 
personal saving by over 20 percent and shift the private saving rate from a historical constant to 
a rising trend. Government dissaving would rise by an offsetting amount. 



TABLE 2 
Saving and Investment Shares of Gross National Product, 1951-82 

(average annual percentage share) 

Private saving Government saving Investment Net saving and investment* 

State Nomesi- Residen- Net Private Private Capital 
Period Total Personal Total Federal and local dential tial Foreign saving investment consumption 

Source: U.S. Department of Commerce, National Income andproduct Accounts of the U.S.  
* Percent of net national product 
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Some economists prefer to deduct from gross saving the flow of 
depreciation on capital to get net saving, and they observe that the net 
saving rate has declined (see Table 2). But the rise in depreciation 
that led to the decline reflects a shift in the pattern of investment 
rather than saving behavior. The composition of business investment 
has moved toward shorter-life capital - equipment relative to struc- 
tures - with a consequent rise in depreciation, and the stock of 
depreciable capital has grown more rapidly than output. Whether that 
shift provides a basis for increasing private saving incentives depends 
upon the factors that caused it. If it is due to a distorting change in the 
relative taxation of short- and long-life capital or if it reflects the 
often-discussed short-term planning horizon of U.S . business, the 
shift is not desirable. On the other hand, it may simply reflect the 
changing nature of current investment opportunities - less need for 
offices, shopping centers, and industrial plants relative to short-life 
assets such as computers. We are passing on a smaller capital stock to 
future generations, but if the social return on that type of capital is 
declining, the reduction is appropriate. Either way, it is not clear that 
new incentives for saving are the appropriate response to a changing 
mix of domestic investment - particularly when that increased sav- 
ing could flow to many other uses. 

The United States is one of a group of countries that stands out in 
any international comparison as having relatively low rates of private 
saving (Table 3). Those differences, however, do not appear to be 
related to differences in the rate of after-tax return on capital." Many 
of the empirical studies have emphasized the importance of differ- 
ences in rates of income growth, and, in fact, that explanation was 
appealing in comparing the United States, Europe, and Japan in the 
1960s. However, private saving rates have remained relative con- 
stant in these countries despite a large deceleration of growth in 
Europe and Japan after 1973. Substantial differences remain that may 
be related to differing social and institutional arrangements. In any 
case, the international differences in business investment rates are 
significantly less than those for private saving. There is a substantial 
variation in rates of government saving or dissaving that tend to offset 
differences in private saving, and other countries devote more 
resources to homebuilding than does the United States. 

1 1 .  For a survey of the work in this area, see "International Differences and Trend Changes 
in Saving Ratios," unpublished paper prepared by the Secretariat for Working Party No. 1 of 
the Economic Policy Committee, Organization for Economic Cooperation and Development 
(CPWWPI (81) 9, October 1981). 
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The question of adequate saving to support a specific level of 
investment is only relevant to a fully employed economy in which 
resources for increased investment must be achieved by foregoing 
private or public consumption. In the presence of unemployment, an 
increase in investment can be financed by utilizing idle resources. 
The increase in investment raises production and incomes, providing 
higher levels of both saving and consumption. 

Even commencing from a situation of full employment, it is para- 
doxical that an increase in planned saving may not lead to an increase 
in investment - at least in the short run. The increased supply of sav- 
ing will lower interest rates and serve as a positive inducement to 
investment. At the same time, the decline in consumer spending will 
reduce current demand and business perceptions of the need for addi- 
tional capital. The increased planned saving will translate into 
increased investment only if wages, prices, and interest rates adjust 
quickly to offset the initial decline in demand. Under normal circum- 
stances adjustment lags will lead to a transitional period of depressed 
output. If that transition is to be avoided, it will be necessary to coor- 
dinate changes in saving incentives with direct actions to raise invest- 
ment. 

While both of these concerns about an exclusive emphasis on sav- 
ing incentives raise only short-run issues of transition, the longer- 
term view that Americans save too little and that the low saving rate 
constrains domestic investment ignores the important role of world 
capital markets. In a situation of international capital markets, 
domestic saving and domestic investment are not necessarily equal: 
an increment to private saving could easily flow abroad if the return 
on foreign investment is above that of domestic investment, and 
domestic investment can draw on a pool of world-wide saving." In 
fact, the sharp rise in world saving rates, embodied in the surplus of 
the OPEC countries after 1973, provides an illustration of the mecha- 
nism as the funds flowed primarily through U.S. financial institu- 
tions to finance investment in the developing countries. Therefore, 
the adequacy of domestic private saving is not necessarily relevant to 
answering the question of why investment in the United States is so 
low relative to other countries. 

12. A more extensive discussion of the issues, w~th  citations, is given in Bosworth, "Capi- 
tal Formation and Economic Policy," pp. 313-17. 
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There are, of course, political and institutional limits on a coun- 
try's ability to finance domestic investment on a sustained basis from 
foreign capital inflows. In view of these constraints, while higher 
domestic saving may not be sufficient to ensure increased domestic 
investment, it is an appropriate long-term element of a program that 
does do so. Government can increase national saving either indirectly 
by reducing taxes in such a way as to expand private saving incen- 
tives or directly through reducing its own dissaving. The difficulty 
with an emphasis on tax incentives for private saving is that the policy 
relies on an aspect of economic behavior about which economists are 
very uncertain of the likely effects. 

A reduction in tax rates affects private saving behavior in two 
ways. First, it increases the attractiveness of future relative to current 
consumption - the substitution effect. But the tax reduction (higher 
after-tax return) also raises expected future income from previously 
planned saving and individuals may actually increase current con- 
sumption in anticipation of the higher lifetime income - the income 
effect. This offsetting income response is of particular importance in 
the short run because of the increased income from previously accu- 
mulated wealth of older generations (they receive a windfall gain on 
prior saving which stimulates consumption). The net effect on saving 
is ambiguous from a theoretical perspective and the empirical evi- 
dence is not convincing on either side of the issue.I3 

In any case, much of the discussion of tax incentives to promote 
saving ignores the role of the government budget. In a fully employed 
economy a tax reduction to expand private saving, if not matched by 
an equal reduction of government expenditures, requires the private 
sector to save the entire tax cut simply to leave the national saving 
rate unchanged. 

Given the uncertainties surrounding private saving behavior, 
direct actions to shift the government budget toward a surplus are a 

13. The long-term effect on saving is less uncertain for a shift in the structure of the tax sys- 
tem. A change from an income to a consumption tax that raises the same total revenue, for 
example, is very likely to raise the private saving rate. The income effect is of limited relevance, 
and the important point is that the price of future consumption is reduced. But a consumption tax 
is effectively the same as a wage tax and it will change the supply of labor and total wage 
income. In addition, while there is a small aggregate income effect associated with a shift in the 
tax structure, the distribution of the tax burden is altered dramatically between earners of wage 
and capital income. If their saving behavior is disparate, there may be a significant aggregate 
effect. As a result, there is some uncertainty about the effect on total saving. 
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more certain means of increasing saving. Yet there is not complete 
agreement that a rise in government saving will augment national 
saving. Some economists argue that variations in the government 
debt, a negative bequest to future generations, lead to compensatory 
adjustments in private saving and investment.14 The empirical evi- 
dence on the more extreme versions of this hypothesis is not very 
convincing, however. The general conclusion is that national saving 
would rise, although probably not on a one-for-one basis.15 

Investment 

The evidence that government policies can have a direct effect on 
business investment is significantly stronger than the evidence for 
private saving incentives. One reason is that the direction of the effect 
of a change in taxes or interest rates is not ambiguous from a theoreti- 
cal point of view. The major issue under dispute is the potential for 
substitution between capital and labor in production. For example, 
given the decision to build a new plant, as determined by expecta- 
tions of future demand, to what extent will business choose a more 
capital-intensive process in response to a reduction in the cost of capi- 
tal relative to that of labor. For more than 20 years the discussion has 
been led by Dale Jorgenson, who believes that the possibilities for 
substitution are high, and Robert Eisner, who believes they are low. 
To date, neither has convinced the other, but I think it is fair to sum- 
marize the consensus of the profession that the truth is roughly an 
average of the two extremes. One convenient rule of thumb that 
emerges from the major econometric models is that the investment 
induced by a tax incentive limited to new investment (such as the 
investment tax credit) is roughly equal to the loss of tax revenue - a 
bang-for-the-buck of about unity. 

A second major finding of the empirical studies is that a change in 
the cost of capital has a bigger effect on residential construction and 
consumer durables than on business investment. Thus, a decline in 

14. Robert 3. Barro, "Are Government Bonds Net Wealth?" Journal of Political Econ- 
omy, vol. 82 (November-December 1974), pp. 1095-1 1 1  7. A second variant of the argument is 
that public expenditures financed by taxes substitute for private consumption and debt-financed 
expenditures substitute for private investment. Paul A. David and John L. Scadding, "Private 
Saving: Ultrarationality , Aggregation, and Denison's Law," Journal of Political Economy, 
vol. 82 (March-April, 1974), pp. 225-50. 

15. Willem H. Buiter and James Tobin, "Debt Neutrality: A Brief Review of Doctrine and 
Evidence," in George M. von Furstenberg, ed., Social Security Versus Private Saving, Cam- 
bridge: Ballinger Press, 1979, pp. 39-63. 
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interest rates, for example, increases total investment but shifts it in 
the direction of housing and consumer durables. That is a significant 
issue that I will return to in a later discussion of policy options. 

If we accept the hypothesis that government policy can signifi- 
cantly affect investment demand through changes in the after-tax 
price of capital, the evaluation of past government support for invest- 
ment depends upon trends in the taxation of capital income and the 
cost of funds. To date, the public discussion has concentrated on the 
tax issue. Yet, the economic analysis tends to argue that, if there was 
an increase in the cost of capital in the 1970s, it was the result of 
increased financing costs rather than higher taxes. 

Taxes and investment. On the tax side, the discussion seems to 
have been confused by the failure to distinguish adequately between 
average tax rates on capital income and the marginal tax rate relevant 
to investment. While the various studies seem contradictory, I 
believe they are consistent once we adjust for differences in what is 
being measured. 

First, the average tax rate on the income from corporate capital 
was high and increased due to inflation in the 1970s.'~ Inflation 
affected tax liabilities in several distinct ways. The effective tax rate 
increased because depreciation allowances were not adjusted for 
inflation within the corporate tax system. Additionally, corporation 
taxes were reduced by the deduction of nominal interest payments, 
which were also not adjusted for inflation. While the inflated interest 
payments were taxed under the personal income tax, the tax rate on 
corporate income is higher than that on personal capital income; so 
that the value of the deduction to corporations exceeded the tax paid 
by individuals, the treatment of interest actually reduced the net cost 
of debt finance during the 1970s. Thus, while the effects of inflation 
on the taxation of interest largely canceled in an integrated view, the 
failure to adjust depreciation remains a significant source of variation 
in the tax on the income from corporate capital. Finally, there was a 
large nominal capital gain on the revaluation of physical assets that 
potentially may raise tax payments in future years if it is realized in 
higher earnings. 

16. Martin Feldstein, James Poterba, and Louis Dicks-mireaux, "The Effective Tax Rate 
and the Pretax Rate of Return," Working Paper No. 740, National Bureau of Economic 
Research, 1981. 
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Second, the average tax rate on all capital income (calculated at 
the margin above labor income) within the personal tax system alone 
is quite low - about 10 percent - because so much of the income is 
exempt from taxation (residential housing) or deferred (pensions and 
capital gains .)I7 

For investment, it is more relevant to examine trends in the effec- 
tive marginal tax rates on an additional unit of capital. That has been 
done in several studies of the corporate tax and the general conclusion 
is that effective rates of taxation fell throughout the 1970s because of 
liberalization of depreciation allowances, the investment tax credit, 
and the deductibility of nominal interest payments. A recent study 
reports a fall in the effective tax rate from 53 percent in 1960 to a low 
of 26 percent in 1965, a rise to 55 percent in 1969, and a subsequent 
decline to 33 percent by 1980.18 As a result of the 1981 and 1982 tax 
acts, that rate will continue to fall about 15 percent in the 1983-86 pe- 
riod. It also is apparent that the effective tax on equipment is substan- 
tially lower and has declined more than that for structures; it is thus 
consistent with the previously mentioned shift toward short-term 
assets. 

These analyses of the effective tax on new corporate investment 
did not, however, take account of property and personal income 
taxes. That issue has been examined in a recently completed study of 
capital income taxation in four countries.19 The study found that the 
overall marginal tax on capital income from the corporate sector was 
about 32 percent in 1983, and that it had declined from 48 percent in 
1960 and 47 percent in 1970. As reported for studies of the corporate 
tax alone, equipment is taxed much less heavily than other types of 
investment. The study also concluded that elimination of the corpo- 
rate tax would, in its present configuration, have very little effect on 
the expected tax for the average new investment. One interesting 
result of the study was the finding that the marginal tax rate on capital 
income is lower in the United States than in Germany, about the same 

17. Eugene Steuerle, "Is Income from Cap~tal Subject to Individual Income Tax?" Public 
Finance Quarterly, vol. 10, July 1982, pp. 283-303. 

18. Charles R. Hulton and James W.  Robertson, "Corporate Tax Policy and Economic 
Growth: An Analysis of the 1981 and 1982 Tax Acts," unpublished working paper, the Urban 
Institute, Wash~ngton, D.C., December 1982. They assume a 4  percent real after-tax return in 
making their calculations and a 6 percent inflation rate for 1983-86. 

19. Don Fullerton and Mervyn A.  King, eds., The Taxation oflncome from Capita1:A Com- 
parative Study of the United States, United Kingdom. Sweden, and West Germany. University 
of Chicago Press, forthcoming. 
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as in Sweden, and far higher than in the United ~ i n g d o m . ~ '  The dif- 
ferences in capital taxation certainly do not correlate well with differ- 
ences in rates of capital formation for these countries. 

Thus, the conclusion drawn from the analysis of tax rates is not so 
much that the tax on capital income has increased but that tax rates are 
highly variable by type of capital asset and owner. Corporate capital 
is one type that is particularly heavily taxed. That is a potentially seri- 
ous source of a misallocation of capital. Yet one has to ask why the 
corporate share of capital has grown so rapidly if it is so disadvan- 
taged by the tax system? Apparently, the tax doesn't exceed the value 
that incorporation extends to the owners of capital. 

One conclusion that emerges from these studies is, regardless of 
whether the tax on capital income is too high or too low, the effective 
tax on new investment has declined throughout the 1970s. That is to 
say, tax policy has generally been stimulative to private investment, 
and at least in some studies, the implication is that there is little more 
that government can do at the corporate level unless it wishes to pro- 
vide a tax subsidy. There is, however, a wide disparity of tax rates on 
different types of capital. 

Cost offunds. The uncertainty about the net direction of change in 
investment incentives results from questions about what happened to 
the real cost of funds. That cost is a weighted average of the cost of 
equity and debt finance. The real cost of debt finance appears to have 
declined as the studies agree that market interest rates did not rise in 
step with any available measure of expected inflation of capital goods 
prices. There is greater uncertainty about the cost of equity finance 
or, in other words, the risk premium, on investment during the 
1970s. The price-earnings ratio fell very sharply, which implies a 
sharp increase in the cost of equity finance.   ow ever, some interpret 
the decline in market value as a reflection of unexpected obsoles- 
cence of existing capital and not as an implication of an increased cost 
of financing new investment. That is, the present value of future 
income from existing capital really had declined and existing stock- 
holders were not surrendering large amounts of future income to 
obtain new equity financing. 

Others have interpreted the decline in share values as reflecting 
confusion by investors in valuing future earnings in an inflationary 

20. The major reason for the low tax rate in the United Kingdom is immediate expensing of 
depreciation combined with the full deductibility of nominal interest payments. 
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TABLE 4 
Effective Marginal Tax Rates on Income 

From Corporate Capital, 1960-83 
(percentage) 

Category 1960 1970 1980 1983 

Asset 
Machinery 59.3 48.5 17.6 11.0 
Buildings 45.0 47.1 41.1 33.2 
Inventories 45.6 46.3 47.0 47.0 

Finance 
Debt - 3.6 -0.2 - 16.3 -23.5 
New share issues 96.5 92.9 91.2 87.7 
Retained earnings 73.1 69.7 62.4 57.3 

Overall 48.4 47.2 37.2 31.5 
Zero inflation 44.9 43.8 32.0 28.7 
10% inflation 48.3 47.4 38.4 33.0 

Contribution of: * 
Property tax 6.2 
Corporate tax 1.9 
Personal tax 29.5 

Source: Fullerton and King, The Taxation oflncome From Capital, chapter 6. The basic calcu- 
lations assume a constant 10 percent before-tax real rate of return for all investment projects 
with a 6.8 percent inflation rate. Alternatively, if the real rate of return before tax to the saver 1s 
equal for all projects, the effective tax rates for the four years are 59, 57, 50, and 45 percent, 
respectively. 
* Because of interrelationships between the taxes, such as deductibility of property taxes, the 

components do not add to the total. Instead, they show the decline in the tax rate that would 
occur if the specific tax were eliminated. 

situation. According to this view, the 1970s might have been a period 
of high financing costs, but I would then expect the policy issues to 
revolve around means of strengthening investor confidence - con- 
trolling inflation in an economic environment of sustained expan- 
sion. *' 

This issue takes on even greater importance in interpreting events 
of recent years. The 198 1-82 tax changes sharply lowered the effec- 
tive tax on new investments. At the same time, however, the rise in 
the real interest rate appeared to offset fully any net stimulus to 
domestic investment. 

21. An example of the importance of stock market conditions for the financing of new 
issues is provided by the recent explosion of new stock issues from $82 million in July of 1982 
to $1.6 billion in June of 1983. See Mark Potts, "New Issues," Washington Post, July 17, 
1983, p. HI.  
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Policy options 
The decline in productivity growth is an issue that should be of 

great concern to public policy. While the concept is often confusing 
to the general public and carries with it negative connotations of auto- 
mation and robots destroying jobs, it is the source of the rise in real 
incomes. If the post-1973 slowdown had never occurred, the real 
income of the average worker would today be over 20 percent higher 
than it is. 

The discussion of potential policy actions reflects two extremes. In 
focusing so heavily on tax incentives for private saving, the supply- 
side debate in the United States has ignored actions in other areas that 
would make important contributions. Furthermore, the pressure for 
tax reductions, without a coordinated scaling back of expenditures, 
has led to large deficits that are likely to discourage investment in 
future years. 

Alternatively, much of the current public discussion reflects a 
belief that the United States needs to develop an industrial policy. 
That would require the government to develop an explicit plan of 
what the future structure of the economy ought to be, and to adopt a 
combination of tax, loan, trade, and regulatory policies to channel 
investment and output in the desired direction. 

A more conventional view of a pro-growth strategy would give 
greater weight to the traditional responsibilities of government pol- 
icy. Stabilization policies are the subject of another paper at this con- 
ference. Yet the resolution of those issues is likely to be of greater 
importance to the future growth of the economy than any of the more 
microeconomic policies that might be suggested. The creation of a 
favorable environment for domestic investment and innovative activ- 
ity involves more than tax policy alone. It is equally important that 
government restore business confidence in sustained future expan- 
sion of the overall economy, reasonable availability of financing, and 
exchange rates that are reflective of underlying competitive condi- 
tions relative to other nations. 

Beyond these macroeconomic policy concerns, there are two 
major areas where changes in government policies might have signif- 
icant benefits. First, the wide variation in effective tax rates on differ- 
ent types of investments indicates that the current tax system could be 
seriously distorting the allocation of capital. Second, there is evi- 
dence that research and development earns a private rate of return 
substantially above that of physical capital. And, evidence that the 
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full benefits of R&D are not captured in private returns, such that the 
social return exceeds the private return, creates an argument in favor 
of some public role to increase R&D. 

Stabilization policy 

Government could make a substantial contribution to the potential 
for future growth if it performed better in managing the overall econ- 
omy so as to avoid the extremes of inflation and recession. This is an 
obvious point but it is often overlooked in current discussions. For 
example, the expected return on new capital is a function of its 
expected utilization as much as of taxes and the cost of funds. A sus- 
tained expansion would increase the utilization and thus the return of 
existing capital, and raise expectations of future needs. Thus, restor- 
ing private-sector confidence in a sustained expansion of overall eco- 
nomic activity is a strong pro-investment measure. 

In addition, there is substantial evidence that the mix of fiscal and 
monetary policies has important effects on the allocation of output 
between investment and consumption. In recent years there has been 
a shift toward a more expansive fiscal policy with a consequent 
increase in the burden placed on monetary policy as a restraining anti- 
inflation influence. In future years, this pattern is expected to be 
accelerated as the budget deficit is projected to rise even with eco- 
nomic recovery. 

This mix of policy may have an impact on capital formation in sev- 
eral ways. As the economy recovers there will be an increasing ten- 
sion between the fiscal stimulus and the inflation concerns of the 
monetary authorities with a consequent upward pressure on interest 
rates. That is, if concerns about inflation on the part of the monetary 
authorities place a ceiling on national output, similar to that which 
would exist at full employment, government borrowing in capital 
markets could crowd out private investment. Thus, it is argued that a 
shift in the mix of policy toward fiscal restraint with an offsetting eas- 
ing of monetary policy would lower interest rates, raise investment, 
and provide the required financing through higher government sav- 
ing. 

This argument is tempered by noting that both residential construc- 
tion and consumer durables spending appear to be more sensitive to 
interest rates than business investment. Therefore, if personal taxes 
were raised, with an offsetting change in monetary policy in order to 
keep the path of GNP unchanged, most of the increment to national 
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saving would be reflected in housing and durables. If the tax increase 
were concentrated in areas that directly affect investment, nonresi- 
dential capital formation might actually decline. 

The conflict between an expansionary fiscal policy and a restric- 
tive monetary policy will also affect the foreign balance and the com- 
petitive position of U.S. goods in world markets. High domestic 
interest rates will attract foreign capital and maintain a high value of 
the dollar. In part, the large government deficit will be offset by a 
substantial foreign account imbalance. The direct effect of the budget 
deficit and tight money on business investment is reduced, but the 
depressive effects on U. S . export and import-competing industries 
would limit their demand for investment goods. 

Capital income taxation 

Views about the appropriate rate of taxation of capital income rela- 
tive to labor income are heavily influenced by equity considerations 
-how tax burdens should be distributed. But the recent studies have 
highlighted other less controversial issues. First, the system may 
seriously distort the allocation of investment because of widely dis- 
parate effective tax rates for investment of different durabilities, 
methods of financing, and ownership. For corporations, some cate- 
gories of equipment investment, financed by debt, are heavily subsi- 
dized under the current tax system, while equity-financed structures 
are taxed at a very high rate. Under the personal tax system, many 
forms of capital income escape taxation altogether, while others pay 
very high rates. Second, within both the corporate and personal tax 
systems, the rate of taxation on capital income is highly sensitive to 
variations in the rate of inflation. Third, the value of the investment 
tax incentives is dependent upon the individual firm having sufficient 
tax liabilities from other operations against which to charge deduc- 
tions and tax credits. That means that the system may discriminate 
against investments by new firms. And, fourth, the problems of mea- 
suring the income from capital are responsible for most of the admin- 
istrative complexity of the current tax system. While recent changes 
in the tax laws have reduced the effective tax on the average new 
investment, they have aggravated some of the distortions in the allo- 
cation of investment. 

There have been two major lines of suggested reform. The first 
would attempt to fix up the system by moving back toward a compre- 
hensive income tax with inflation adjustments and economic depreci- 
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ation. The second would abandon efforts to tax capital income and 
move to a consumption tax, which is equivalent to a tax on wage 
income alone under some cir~umstances.'~ 

At the corporate level these contrasting views are reflected in two 
proposed reforms. The first, suggested by Jorgenson and Auerbach, 
would continue to tax capital income, but would give firms the full 
present value of depreciation, based on economic useful lives, at the 
time the investment is undertaken, thus, eliminating the problem of 
adjusting depreciation for inflation. 

The alternative plan, suggested by Robert Hall, among others, 
would convert to a system of current expensing for all investments, 
thus eliminating the administrative machinery of depreciation 
accounting. In addition, the tax would be applied to the total income 
of corporate capital: interest expenses would no longer be deductible. 
Current expensing does not imply the elimination of the corporate 
tax. Taxes would still be paid on any income in excess of the cost of 
capital - infra-marginal returns. It does imply a zero tax on the 
opportunity cost of capital. Current expensing also results in a sub- 
stantial increase in the tax on interest income unless it is combined 
with a consumption tax concept at the personal level. 

Both proposals would create a corporate tax that is neutral in its 
treatment of investments of differing durability and the elimination of 
the interest deduction under current expensing would remove any 
distorting effects induced by variations in the method of financing - 
equity versus debt. Firms would earn the full before-tax return on 
assets and they would pay the full before-tax cost of funds. The 
Jorgenson-Auerbach proposal would retain the interest deduction at 
the corporate level, however, because the underlying concept is still 
that of a tax on income. Thus, there would still be a difference in cor- 
porate taxation of capital financed by different means. 

Both proposals still encounter the possibility that a firm may have 
negative tax liability in some years. Thus, there would be a possibil- 
ity of a variation in the tax on investments of different firms. One 
solution would be to provide an unlimited cany-forward of unused 
 deduction^.'^ Alternatively, firms would be paid out of the Treasury 

22. These two contrasting approaches are outlined in more detail, with c~tat~ons, in Harvey 
Galper, "Tax Policy," in Joseph A.  Pechman, ed., Setting National Priorities: The 1984 
Budget, Brookings Institution, 1983, pp. 173-200. 

23. To maintain equal treatment, the amount of negative tax liability carried forward to 
future years should earn a market rate of interest. 
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for the amount of any negative tax liability, or they could sell unused 
credits to other firms as with the current system of safe-harbor leas- 
ing. 

These alternative proposals for reform of the corporate tax illus- 
trate an issue that is confronted more directly in discussions of the 
personal tax system: should tax liabilities be based on income or con- 
sumption? The Jorgenson-Auerbach proposal maintains income as 
the tax base, but it adjusts the measure of capital income for the 
effects of inflation. Current expensing of investment at the corporate 
level, with elimination of the interest deduction, is equivalent to a 
consumption tax for individuals. 

The current personal tax system is a hybrid between an income and 
a consumption-based tax, and it is responsible for much of the varia- 
tion in effective tax rates on different types of investment. On the one 
hand, many forms of capital income are either exempt from taxation 
(housing) or the tax liability can be deferred to the point where the 
effective tax rate is near zero (capital gains and pension funds). On 
the other hand, interest income is taxed at high and variable rates 
because of the failure to index the tax base for inflation.24 

There are two alternative means of implementing a consumption 
tax. The first would simply exclude the income of capital from the tax 
base and eliminate the deduction of interest expenses. The second 
approach would measure total income (capital plus labor) on a cash- 
flow basis but allow a deduction for saving. The two concepts are 
equivalent for investments which earn the market rate of return: it 
makes little difference whether the funds are excluded from taxation 
when they are put into the savings account (the deduction approach) 
or when the income is earned (the exclusion approach). Thus, in the 
simplest case, any consumption tax is a wage tax. The approach of 
deducting saving, however, maintains taxation of the inframarginal 
returns to capital - similar to the treatment of business investment as 
a current expense. In addition, the deduction of saving involves 
fewer transitional problems when it isintroduced because the exclu- 
sion of capital income completely would involve large windfall gains 
to existing wealth holders. 

The deduction of saving is not as simple as the exclusion of capital 

24. The severity of this problem is reduced for corporate capital when the interest payment 
is deducted, but there are many situations when the tax rates are not equivalent for the payment 
and receipt of interest. 
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income, but it still results in a simplification of tax reporting because 
it would use cash-flow accounting. There is no need to measure capi- 
tal gains or losses because if the funds are not withdrawn from the 
account they are saved and can be excluded from the measure of 
income. The use of cash-flow accounting also eliminates the need to 
adjust the income measure for inflation. 

If the United States were to shift from its current personal income 
tax to a consumption or wage tax of equivalent revenue, there would 
be an increase in private saving incentives. The greater gain, from the 
perspective of domestic capital formation, however, is likely to result 
from the equalization of taxation on different types of capital. 

Nonetheless, the consumption tax is controversial. It would initi- 
ate a substantial redistribution of tax burdens and the increased effec- 
tive tax on labor income may cause offsetting reductions of labor sup- 
ply and work effort. In addition, the consumption-tax advocates 
assume that wealth has no value beyond its ability to support future 
consumption. Others believe that wealth confers power, security, 
and access to opportunities that are not reflected in consumption. 
Therefore, on equity grounds they prefer to use income as the basic 
measure of tax liability. One compromise is to combine the consump- 
tion tax with an inheritance tax aimed at preventing the concentration 
of wealth among a few. Because such a combined tax system does 
imply a positive tax on capital income, we cannot be certain of the net 
effect on saving. 

The opponents of the consumption tax normally advocate a broad- 
ening of the current tax base to move in the direction of a comprehen- 
sive income tax and use of the proceeds to reduce effective tax rates. 
In this way, they would equalize the tax on alternative investments by 
bringing back into the definition of income many of the components 
that are now excluded, and they would index the tax base to adjust for 
inflation. Some argue that the failure to index interest is not a major 
distorting factor as long as the tax rates paid by borrowers (who 
deduct the payments) and lenders (who include them in income) are 
roughly equivalent. Indexation would be required for depreciation 
and capital gains (which would then be taxed as ordinary income). 
The revenues raised by the base-broadening measures could then be 
used to reduce marginal tax rates. 

The income tax that emerges may be more complex than a con- 
sumption tax; but that is a, compromise its advocates accept to 
achieve their equity objectives. Moreover, the consumption tax is 
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unlikely to emerge, in practice, in the pure form that has been sug- 
gested. Most of the tax preferences that exist under the current system 
are likely to exist under either a consumption or an income tax. These 
preferences reflect explicit decisions to favor specific groups and 
activities, rather than difficulties of measurement or concept. Like- 
wise, a consumption tax would encounter its own problems of distin- 
guishing between saving and consumption, education being a partic- 
ularly important example. 

In summary, either a consumption tax or a comprehensive income 
tax could eliminate most of the distortions in the current treatment of 
different types of capital income. The comprehensive-income tax is 
aimed at eliminating tax preferences; the consumption tax extends 
them to all forqs of capital income. The consumption tax would 
increase saving incentives, but the magnitude of the effect on actual 
saving is uncertain. More important, an increase in national, rather 
than private, saving should be the major objective of policy, and that 
goal could be achieved with greater certainty by simply reducing 
government dissaving. 

Research and development 

A large number of studies over the last two decades have provided 
strong evidence of a high return to R&D expenditures. Those studies 
have utilized a variety of different techniques. Griliches has used a 
production function framework to estimate the contribution to output 
from time series data of individual firms and industries. He finds a 
significant effect on output that would correspond to a gross private 
rate of return (that is, including depreciation) of about 20-25 per- 
centq2' Mansfield and his associates evaluated the return on specific 
innovations. They also found an average private before-tax rate of 
about 20-25 percent, and then went on to estimate the social return, 
which appears to be much higher.26 The social return would be 
expected to be higher because of the ability of competitors to imitate 

25. See, for example, Zvi Griliches, "Returns to Research and Development Expenditures 
in the Private Sector," in John W. Kendrick and Beatrice N. Vaccara, ed., New Developments 
in Productivity Measurement and Analysis, University of Chicago Press for the National 
Bureau of Economic Research, 1980, pp. 419-54. 

26. See Edwin Mansfield, et al, "Social and Private Rates of Return from ~ndustrial Inno- 
vations," The Quarterly Journal ofhconomics, vol. 91, May 1977, pp. 221-40. They report 
average private and social rates of return of 25 and 56 percent for a sample of 17 innovations. 
The variability of the estimated returns also illustrates the high risk associated with such invest- 
ments. 
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the innovations. There is less evidence of a high return for publicly- 
financed R&D, but that may be because of its concentration in 
defense and basic research where the link to output are less immedi- 
ate and direct. 

The magnitude of the gap between the social and private return 
does create a strong argument for a public role in R&D, but the large 
difference between the private return for R&D and that for physical 
capital raises a question about why the private sector does not spend 
more on R&D. In part, the explanation may involve the riskiness of 
such investment, but it should be possible to pool R&D projects so as 
to reduce the risk associated with the individual project. 

There are also many questions about the most effective form that 
public incentives for R&D should take. Before 1981, the tax laws 
allowed firms to deduct all R&D costs as a current expense." The 
1981 tax act assigned all capital used for R&D to the three-year 
recovery class regardless of its expected rate of economic deprecia- 
tion.'* Furthermore, qualified R&D expenditures (essentially labor 
and other nondepreciable costs) in excess of a base period amount are 
eligible for a 25 percent tax credit. The net effect of these changes is 
to provide a net tax subsidy to labor and other nondepreciable costs of 
R&D, a net tax subsidy to capital expenses that are financed by debt 
(because of the deduction of interest costs) and an effective tax of 5- 
10 percent on the opportunity costs of R&D capital that is equity 
f inan~ed. '~ It is too early to evaluate the effect of thesemeasures, but 
there is a concern that firms will simply inflate the category of 
expenditures that they classify as R&D because of the tax advan- 
tages .'O 

The tax system may favor investment in risky activities such as 
R&D, but the magnitude of the effect, and even its direction, are sub- 
jects of continuing controversy. The simple view is that income taxa- 
tion shifts the distribution of investments toward more risky projects 

27. Capital equipment used for an R&D project was subject to normal depreciation, but that 
is equivalent to expensing of the R&D asset. 

28. Because the investment tax credit is limited to 6 percent in the three-year recovery cate- 
gory compared to the 10 percent credit on longer life assets, this change had a minor effect on 
the net incentive for R&D equipment with an economic useful life of 7-8 years. 

29. This assumes an after-tax required real return of 4 percent and that the firm has suffi- 
cient tax liabilities from other activities to absorb the tax deductions. 

30. As an illustration, preliminary analysis of 1982 tax returns indicates that the biggest 
reported increase in R&D expenditures was in the advertising industry. 
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because the government shares in the losses as well as the gains - 
reducing the variance of after-tax returns. Government thereby 
becomes a partner in the activity. In practice, however, the situation 
is more complex for several reasons. First, firms (particularly new 
firms) may not have sufficient tax liability from other sources to 
absorb the tax deductions. Second, the progressivity of the personal 
tax yields an assyrnrnetric treatment of income gains and losses. 
Third, in a situation where individuals can diversify their portfolios 
to avoid all but social risk (business cycles, for example) they don't 
need the government as partner. And fourth, the analysis depends 
upon individual attitudes toward risk." 

The special treatment of capital gains provides a more clear-cut 
example of a positive tax incentive. For these purposes R&D consti- 
tutes a natural deferral activity in the sense that the costs can be 
passed through to the partners in the venture and be offset immedi- 
ately against ordinary income. Meanwhile, the return can be trans- 
lated into a capital gain, delayed, and then taxed at 40 percent of the 
rate on ordinary income. Problems arise because the law applies 
equally well to a wide range of other activities, and it is difficult to 
design a capital gains incentive for R&D that is not subject to abuse. 

Finally, it is sometimes argued that tax incentives for physical 
investment are an indirect means of encouraging innovation because 
an expansion of demand in the capital goods industry stimulates its 
R&D activity.32 This demand-pull argument should apply equally to 
increases in the demand of any industry, and, as far as I know, there is 
little evidence that R&D in the capital goods industry has a higher 
return than elsewhere. The argument should reinforce the observa- 
tion that a sustained economic expansion raises productivity. In fact, 
a reduction in the tax on physical capital alone reduces the relative 
advantage of R&D and may equally well lead to a reduction of such 
efforts. 

It may be a mistake, however, to focus so heavily on tax incentives 
for private R&D. While total R&D expenditures have fallen as a 
share of GNP since the 1960s, the decline was due solely to cutbacks 
in federal government outlays for defense and space (see Table 5). 

31. These issues are elaborated on and citations provided in Anthony B.  Atkinson and 
Joseph E. Stiglltz, Lectures in Public Finance. New York: McGraw Hill, 1980, pp. 97-127. 

32. J .  Smookler, Invention and Economic Growth, Cambridge: Haward University Press, 
1979. 



Capital Formation, Technology, and Economic Policy 257 

Although that research did benefit the civilian economy, the benefits 
were less than if the funds had been spent directly on civilian R&D. 
Both total civilian and private R&D have steadily risen as a share of 
GNP over the last two decades. Government still accounts for half of 
all R&D funding and the defense and space component has declined 
from about 80 to 60 percent of its spending. If the divergence 
between social and private returns is the primary justification for a 
government role, the case is strongest for an expansion of funding for 
basic research where there is little direct value to the supporting firm. 
Private industry directs only 15-20 percent of its spending to basic 
research while it represents 40-50 percent of the federal outlays and 
two-thirds of the spending by universities and other nonprofit institu- 
tions. 

TABLE 5 
SHARES OF GNP DEVOTED TO RESEARCH AND DEVELOPMENT, 1961-81 

(percent) 

R&D expenditures by source 

Period Total Civilian* Private 

196 1-70 2.8 1.4 1 .O 
197 1-75 2.4 1.5 1 . 1  
1976-80 2.3 1.6 1 . 1  
198 1 2.4 1.7 1.2 

Type of researcht 

Basic Applied 
research research Development 

196 1-70 0.4 0.6 1.9 
1971-75 0.3 0.5 1.5 
1976-80 0.3 0.5 1.5 
198 1 0.3 0.5 1.5 

Source: National Science Board, Science Indicators, 1980. 
* Includes private and government civilian expenditures. 
t Applies to total R&D. 
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Conclusion 

For future growth it is important to enhance the rate of capital for- 
mation, but the definition of capital should be a broad one that 
encompasses investments in human capital and research as well as in 
physical capital. The major barrier to increased physical capital 
seems to be the lack of demand for new investment rather than a lack 
of available resources in the form of saving. The poor environment 
for investment is in turn a reflection of the chaotic state of current fis- 
cal and monetary policies - high financing costs and an appreciation 
of the exchange rate that has sharply reduced the competitiveness of 
U.S. products in world markets. A shortage of saving at levels of 
resource utilization acceptable to the monetary authorities is an ele- 
ment in the high financing costs, but the shortage is the result of a 
sharp rise in government borrowing rather than a decline in private 
saving. This issue is best addressed by stabilization policy rather than 
an attempt to achieve an offsetting rise in private saving. 

Second, tax incentives for private saving should not be the focus of 
the current policy discussion. For the short term, the existing level of 
idle resources can finance a substantial increase in investment. For 
the longer term, there is room to increase national saving by reducing 
the government deficit and, even beyond that, by increasing the 
financing of public pension programs. 

Third, the discussion of capital income taxation has focused heav- 
ily on the average or average marginal tax rate, with too little concern 
for the distorting influences of the variation in tax rates for different 
types of investment. The wide variations in effective tax rates on dif- 
ferent types of capital potentially result in a substantial waste and 
misallocation of existing investment. These allocative issues could 
be addressed within either a consumption-wage tax or a comprehen- 
sive income tax. The choice between the two is a very complex issue 
that involves equity and other concerns. It is not clear that advocates 
of either proposal actually address the basic issue of what to do about 
tax preferences; yet it is the tax preferences, rather than conceptual 
differences over the appropriate tax base, which is responsible for 
much of the variation in effective tax rates. 

Fourth, the evidence on rates of return supports the advocates of an 
increased national effort on research and development. Private R&D 
spending, however, has been steadily increasing, and the 198 1 tax 
law changes introduced several new incentives. The reduction in 
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overall R&D investment is the result of cutbacks in federal financing. 
Tax incentives to private firms are unlikely to be effective in encour- 
aging basic research where the discrepancy between social and pri- 
vate returns is expected to be most significant. Thus, any increased 
public effort should probably take the form of direct expenditures 
rather than tax incentives. 





Commentary 

Edwin Mansfield 

The organizers of this symposium asked me to focus on eco- 
nomic policies toward technology, the purpose being to supplement 
Barry Bosworth's interesting and comprehensive paper, which was 
meant to deal in considerable part with other matters. To begin with, I 
should say that Bosworth's necessarily brief treatment of R&D 
includes a great many of the major points that should be made. Spe- 
cifically, I certainly agree with him that there may well be an under- 
investment in civilian technology, particularly at the more basic end 
of the R&D spectrum. And I agree that there has been an overempha- 
sis on R&D tax incentives in recent years. 

For decades, economists have pointed out that a market economy 
is likely to underinvest in civilian technology because firms often 
find it difficult to appropriate the benefits that society receives from 
new technology. In particular, the more competitive the market and 
the more basic the R&D project, the less appropriable the benefits are 
likely to be. However, as has frequently been indicated, this is only a 
partial guide for public policy. Oligopolistic emphasis on product 
improvement as a form of rivalry (rather than direct price competi- 
tion), government intervention that promotes R&D and technologi- 
cal change in industries like aircraft, and the incentives for firms in 
some industries to invest heavily in somewhat duplicative R&D (and 
inventing around patents) all are factors that may offset, partially or 
completely, whatever latent underinvestment in R&D is present in 
particular parts of the economy. 

Since economists cannot rely solely on a priori theorizing to tell 
them whether there is an underinvestment in R&D in the private sec- 
tor (and if so, where it is most severe), attention has been focused on 
empirical studies of the social and private returns from R&D of vari- 
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ous types. Of course, there are many problems in measuring the 
social benefits from new technology. But at this point perhaps a 
dozen major studies have been carried out, based on very detailed 
data regarding scores of projects and firms. (For a summary, see 
Mansfield et a1 [I9821 and Mansfield et a1 [1977].) Practically all of 
these studies indicate that the average and marginal social rates of 
return from industrial R&D tend to be very high, often 30 percent or 
more. Without question, these studies are frail reeds on which to 
build policy conclusions. But recognizing this fact, it nonetheless is 
remarkable that so many independent studies based on so many types 
of data result in so consistent a set of conclusions. 

Responding to evidence of this sort, as well as to other consider- 
ations, the federal government has adopted measures to encourage 
industrial R&D expenditures. In 1981, the Congress included in the 
Economic Recovery Tax Act a 25 percent tax credit for R&D expendi- 
tures in excess of the average R&D expenditures in a base period 
(generally the previous three taxable years). Expenditures qualifying 
for the new incremental R&D tax credit are in-house expenditures for 
R&D wages, supplies, and the use of equipment, 65 percent of the 
amount paid for contract research, and 65 percent of corporate grants 
to universities and certain scientific research organizations for basic 
research. The credit applies to expenditures made after June 30, 
1981, and before 1986. Several months ago, Treasury officials 
expressed support before Congress for a three-year extension.' 

The central question concerning the R&D tax credit is: How much 
effect does it have on firms' R&D expenditures? For the past 16 
months, I have been engaged in a project financed by the National 
Science Foundation to help answer this question. At this point, very 
detailed and rich data have been obtained from a carefully selected 
sample of more than 200 firms in the United States, Canada (which in 
1962 was the first major nation to adopt an R&D tax credit), and Swe- 
den (which has had an R&D tax credit since 1973). Also, some econ- 
ometric analyses of more aggressive data in each of these countries 
have been carried out. Although the results obtained to date are 

1 .  Also, the Treasury recommended that the R&D activities that qualify for the credit be 
defined more precisely, that the base level of expenditures used to compute the amount of the 
credit be indexed so that credits are not awarded to f m s  merely for keeping up with inflation, 
and that the credits be altered to benefit start-up companies, which frequently do not have any 
income tax liability against which to apply the credit. See the statement of John E. Chapoton, 
assistant secretary of the Treasury, before the Subcommittee on Taxation and Debt Manage- 
ment of the Senate Committee on Finance, May 27, 1983. 
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highly preliminary and tentative, they seem to be the first and most 
extensive findings available on this score. 

Put very briefly, these results suggest that the R&D tax credit has 
had only a modest effect on American firms' R&D spending. Specifi- 
cally, the results suggest that, without the credit, company-financed 
R&D would have been about 0.3 percent lower in 1981 and about 1 
percent lower in 1982 than in fact was the case. The extra R&D stim- 
ulated by the tax credit seems to be considerably less than the revenue 
loss to the Treasury, which has been estimated by the Treasury to 
have been about $0.6 billion in 1981, and which is expected soon to 
be about $1 billion per year. These results are not very different from 
those I obtained for Canada and Sweden, where such credits have 
been in existence for many years. Also, if my analysis of experience 
in these other countries is a reasonable guide, the tax credit will result 
in substantial increases in the reported R&D figures, due to the 
reclassification of activities as R&D. The above percentages, based 
on data obtained from the firms themselves, pertain to actual changes 
in R&D, not spurious changes in the reported figures. 

Tax credits are not the only way that the government can influence 
civilian technology. Among other things, the government can, of 
course, increase its contracts and grants for R&D. One important and 
longstanding question about this way of stimulating civilian technol- 
ogy is: To what extent will government support merely substitute for 
private support? A number of recent studies, most of them in the 
process of being published, indicate that on balance, government- 
supported R&D is mildly complementary to company-financed 
R&D. For example, Lome Switzer and I found that, for each dollar of 
increase in federal support for energy R&D, firms increased their 
own support of energy R&D by about 6 cents per year for two years 
after the increase in federal funds. (See Mansfield and Switzer [forth- 
coming] .) 

Based on experience in other countries (and the United States), 
there are a number of pitfalls in direct government expenditures on 
civilian technology. First, there often is a temptation to focus such a 
program on economically beleaguered industries. The fact that an 
industry is in trouble, or that it is declining, or that it has difficulty 
competing with foreign firms is, by itself, no justification for more 
R&D. Additional R&D may not have much payoff there or, even if it 
does, the additional resources may have a bigger payoff somewhere 
else in the economy. Second, government agencies sometimes 
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become involved in the latter stages of development work. In gen- 
eral, this is an area where firms are far more adept than government 
agencies. In my opinion, a government program of this sort should be 
concerned with the reduction of key scientific and technological 
uncertainties to the point where firms can use the resulting informa- 
tion to decide when and if they should devote their own funds to com- 
mercial development of a new technology. Third, government pro- 
grams of this sort often fail to effect a proper coupling between 
technology and the market. Information transfer and communication 
between the generators of new technology and the potential users of 
new technology are essential if the technology is to be of the right sort 
and if it is to be successfully applied. There are great problems in hav- 
ing applied R&D, particularly of a relatively short-term character, 
conducted by organizations that are not in close touch with the pro- 
duction and marketing of the relevant products. 

In general, the evidence suggests that government expenditures 
tend to be most effective when they are focused on long-term and rel- 
atively basic R&D. Moreover, the available evidence suggests that 
work of this sort can have a disproportionately large impact on pro- 
ductivity. Holding constant the amount spent on R&D, an industry's 
rate of productivity increase between 1948 and 1966 seemed to be 
directly related to the extent to which its R&D was long-term. Also, 
there is some indication that a firm's rate of innovation is directly 
related to the percentage of its R&D devoted to basic research when 
its total R&D expenditures are held constant. (See Mansfield [1980, 
19811.) Fortunately, there are signs that industry is reversing the 
trend away from long-term R&D and basic research that character- 
ized the late 1960s and much of the 1970s. Nonetheless, industry's 
support of R&D of this sort is small compared to the government's, 
and it is very important to the growth and international competitive- 
ness of the American economy that such R&D be supported ade- 
quately. 

Finally, returning to Bosworth's paper, I would like to second a 
number of his other conclusions concerning both capital formation 
and technology. Without question, the variation in tax rates on differ- 
ent sorts of capital may result in substantial waste. Also, as he points 
out repeatedly, better stabilization policies are extremely important 
in promoting the future growth of the economy. The creation and 
maintenance of a favorable climate for domestic investment and 
innovative activity - one that entails neither severe inflation nor 
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severe recession - would do a great deal in this regard. But my rea- 
son for being here is not to address these questions, which others have 
studied far more intensively than 1 have. What I have to say can be 
summarized very simply: 

(I) The available evidence, limited though it certainly is, points 
toward some underinvestment in civilian technology, particularly at 
the more basic and long-term ends of the R&D spectrum. 

(2) Based on my preliminary findings, the R&D tax credit seems to 
be having only a modest effect on firms' R&D expenditures. More- 
over, this seems to be true as well in Canada and Sweden, both of 
which have had such credits for many years. 

(3) If Congress or the executive branch wants to encourage and 
increase R&D of this sort, more attention should be devoted to mea- 
sures other than the tax credit, at least in its present form. 
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7 
International Trade Policies 

in a World of Industrial Change 

J .  David Richardson 

Introduction 

U.S. trade policy today is pressed and pulled by many forces. 
Some are foreign; most are domestic. Some are purely economic, 
others are social and political. Some forces press naturally on trade 
policy, many do so almost in desperation, because of resistance to 
change in policies more congruent to the force. 

U.S. industrial change underlies many of these pressures. And 
trade policy is not always the most sensible or effective instrument 
for influencing industrial change. But it does have such a role in U.S. 
history, and in modem economic development. And to the extent that 
global industrial change is propelled by trade policy abroad, U.S. 
response to its domestic spillover might naturally include active U.S. 
trade policy. 

In assessing the place of active trade policy in U.S. industrial 
change, institutions are important. The growing role of imperfectly 
competitive multinational corporations provides new arguments for 
more active U. S . trade policy, as does an increased social consensus 
that governments should insure what markets do not. Arguments 
against a more active U.S. trade policy, however, stem from its man- 
ageability in a democratic system of checks and balances, from its 
possible perception as a form of policy aggression, and from the like- 
lihood that there are feasible alternatives to trade policy with smaller 

I gratefully acknowledge the helpful comments of Robert E. Baldwin, Alan Deardorff, Wil- 
liam Diebold, Jr., and Rachel McCulloch, and the support of National Science Foundation 
Grant PRA-8 116459 to the National Bureau of Economic Research. This paper is part of the 
NBER's research program ~n international studies. Opinions expressed are my own, however, 
and not those of the National Bureau of Economic Research nor the National Science Founda- 
tion. 
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implementation costs, administrative costs, incentive costs, and 
resource-diversion costs. Considered promising among such alterna- 
tives are government adjustment programs, foreign-exchange-mar- 
ket intervention, and macroeconomic renovation. 

The first two sections of this paper describe how international eco- 
nomic and policy environments encourage industrial change and 
pressure U.S. trade policy. Section 3 describes the pros and cons of 
more active U.S. trade policy where imperfectly competitive indus- 
trial structure and missing insurance markets are taken as facts of life. 
The last section assesses alternatives to more active U.S. trade pol- 
icy, including, in addition to those mentioned above, strict reliance 
on market forces. 

The changing economic environment 

International trade has become an increasingly important source of 
industrial change in the United States, especially since the early 
1970s. Overall trade has grown faster than overall domestic activity. 
And trade conducted by imperfectly competitive multinational cor- 
porations has grown even faster than overall trade. So has trade in 
agricultural goods and, of course, oil. For the U . S . , net exports of 
capital equipment have mushroomed, and net exports of technology- 
intensive products have not declined. Trade in financial assets and its 
concomitant flow of debt service have grown fastest of all. As a 
result, exchange rates and interest rates have become important 
short-run influences on U.S. industrial prosperity and structure. 

The U.S. industrial incidence of these economic trends is dis- 
cussed in this section. ' Industrial change seems to be the most impor- 
tant force shaping prospective U.S. trade policy, as well as being the 
subject of this conference. 

International trade in goods has grown dramatically over the past 
15 years for most industrial countries. In the U. S. since 197 1, both 
the export share of gross national product and the import share of 
gross national expenditure have doubled from 4-6 percent to 9-12 
percent, depending on measure. Roughly half of this increased share 
is due to a rise in the price of tradeables relative to other goods, but 

1. Nothing is said here about the U.S. regional and occupational incidence of international 
economic trends. These issues, while almost as important as industrial incidence in shaping 
trade policy, require additional research. Bluestone (1983) makes a reasonable start at address- 
ing them. 
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the othkr half is due to'volume.* In other industrial countries, export 
and import shares of economic activity have also risen over this peri- 
od, almost doubling for some, and increasing roughly one and a half 
times for most (Lipsey [1982b], pp. 2-5, and United States [1982], 
pp. 3-8, 161). Even as the global economy slumped in the past sev- 
eral years, the share of international trade in overall activity has con- 
tinued to increase. Only trade in mineral products (mostly petroleum) 
has slumped along with the global economy; world trade in manufac- 
tures continued to grow until 1982, when it declined only 1 percent in 
volume; and world agricultural trade has grown continuously and 
rapidly (GATT [ 19831, pp. '1 -2). 

Developing countries have contributed disproportionately to 
growth in global trade. In the past decade, industrial countries, espe- 
cially the United States and Japan, have increased their trade depen- 
dence on developing countries as import suppliers and export cus- 
tomers. This reversed a trend of the previous decade. Developing 
countries increased their share of imports bought by industrial coun- 
tries to 31 percent in 1981 from 22 percent in 1973; their share had 
been 25 percent in 1963. Developing countries increased their share 
of exports purchased from industrial countries to 28 percent in 1981 
from 19 percent in 1973; their share had been 24 percent in 1963 
(GATT [1982], Table A3, excluding eastern trading area). A recent 
study suggests that if developing-country growth rates were to 
decline 4 percent, industrialized-country (OECD) growth rates 
would decline 1 percent.' 

Multinational corporations have also contributed disproportion- 
ately to growth in global trade. Affiliates of U. S. multinationals have 
been increasing their share of world exports. U.S. majority-owned 
manufacturing affiliates increased their share of total host-country 
exports from roughly 8 percent in 1966 to roughly 10 percent in 1977 
(Lipsey and Kravis [1982], pp. 25-26). Their share of exports in total 
affiliate sales (i.e., exports plus host-country sales) rose from 16 per- 
cent in 1957, to 19 percent in 1966, to 31 percent in 1977. The rise 
was especially pronounced for affiliates in east and southeast Asian 
countries. Exports of U.S. affiliates to third-country markets grew 

2 .  Export shares of tang~ble good production and import shares of tangible good consump- 
tion have grown even more dramatically. 

3.  Bradford [1983], Table XI, c~ting astudy by MorganGuaranty Tmst Company, summa- 
rized In their World FinancialMarkefs, June 1983, Table 4, p. 7. 
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most rapidly; exports of U . S. affiliates back to the U .S . grew more 
sluggishly. The share of exports to the U.S. in total U.S. affiliate 
exports declined from 38 percent in 1957, to 30 percent in 1966, to 29 
percent in 1977 (Lipsey and Kravis [1982], pp. 3-5). 

Certain sectors have contributed disproportionately to the U.S. 
stake in global trade. Others have suffered the spillover conse- 
quences. This sectoral imbalance is one of the many forces that 
underlie recent industrial change in the U.S. The remainder of this 
section addresses these matters briefly. 

Growth in agricultural exports has been highly significant for the 
United States (and also significant for the European Community). 
U.S. agricultural exports increased sixfold in the value from $7 bil- 
lion in 1970 to $41.3 billion in 1980 (United States [1982], p. 17), 
then declined to $39.1 billion in 1982, while world agricultural 
exports continued to grow (Wallstreet Journal, May 19, 1983, p. I). 
U.S. agricultural imports grew more modestly, from $6.2 billion in 
1970 to $17.1 billion in 1982 (U.S. Department of Commerce 
[1972], Table B1, [1983], Table 3). Net agricultural exports thus 
increased from roughly $1 billion in 1970 to $22 billion in 1982. 

Growth in repatriated investment income from assets owned 
abroad has also been highly significant for the U.S. Such investment 
income is properly understood as payment for a kind of export, an 
export of the services of U.S. capital that is employed abroad. It 
increased almost 750 percent, from $1 1.7 billion in 1970 to $85.9 
billion in 1982 (and also in 1981). Growth in U.S. investment pay- 
ments to foreigners, i.e., import of the services of foreign capital, 
increased even more rapidly from $5.5 billion in 1970 to $57.2 bil- 
lion in 1982 (United States [1983a], Table B-101, [1983b], p. 36). 
Net exports of capital services for the U.S. have thus increased from 
$6.2 billion in 1972 to $28.7 billion in 1982, a change of almost 
exactly the same value as the change in net agricultural exports. 

Some commentators have argued that the U . S . has grown increas- 
ingly attractive as a safe haven for footloose global financial capital. 
They see the U. S. as an increasingly competitive supplier of invest- 
ment assets - secure, high-yielding claims on future purchasing 
power. Data on U.S. trade in such claims up through 1982 do not, 
however, seem to bear out these conjectures. Average annual capital 
inflows (exports of claims on the future) have doubled or tripled since 
1974, depending on measure. Yet average annual capital outflows 
(imports of claims on the future) grew comparably. Net export of 
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such claims, the capital-account balance, shows no systematic trend 
from 1974 through 1982.* 

Gross international trade in financial assets has accelerated strik- 
ingly, however, with implications to be discussed below. Data on 
annual capital movements understate the acceleration because of 
recurrent ebbs and reflows during a year. The acceleration can be 
more readily glimpsed from surveys conducted by the Federal 
Reserve Bank of New York. In April 1983, the gross value of daily 
transactions in the U.S. foreign exchange markets was estimated to 
be $33.5 billion; three years earlier, in March 1980, it had been esti- 
mated to be $23.5 billion; and in April 1977, it had been estimated to 
be only $5 billion (Wall Street Journal, September 8, 1983, p. 3, 
Revey [1981], p. 32, and Federal Reserve Bank of Chicago [1980], 
p. 3). Since U.S. trade in goods and services at most doubled during 
the same period, most of the remainder of the near five-fold increase 
in transactions is likely due to U. S. international capital  movement^.^ 

Growth in net agricultural exports, investment income, and possi- 
bly capital inflows has arguably tended to "crowd out" exports of 
manufactures and other products, and "crowd in" imports of all 
kinds (United States [1983a], p. 54). The most immediately under- 
stood explanation is the tendency for exogenous6 growth in one type 
of net exports to raise the dollar's foreign exchange value, thereby 
reducing the international competitiveness of all other types of net 
exports. The ultimate explanation, however, for these crowding ten- 
dencies is the relative price adjustment that in due time brings about 
the same anti-competitive effect. From this perspective, growth in 
U.S. agricultural trade, maturation of the U.S. as an international 
creditor, and possibly the attractiveness of the U.S. for financial 
investments are potential sources of U.S. "deindustrialization. " 

4. The large ($41 billion) statistical discrepancy in 1982 suggests the possibility, however, 
of substantial unrecorded capital inflows. 

5. Some may also be due to increased U.S. bank activity in the global foreign exchange 
markets, of course (Revey [1981]). 

6. There is an important empirical question being glossed over in this account that is, to my 
knowledge, unanswered. The question is loosely, which trade trends were the "crowders" and 
which were the "crowdees"? More tightly, the question concerns exogeneity. Did agricultural, 
debt-servicing, and oil-price forces from outside the usual frame of economic reference crowd 
out U.S. industrial exports and crowd in U.S. industrial imports? Or did deindustrializing 
forces from outside the usual frame of economic reference crowd in fuels imports and invest- 
ment income and crowd out agricultural goods into world markets? As the text reveals, my own 
tendency is to answer the first question, "yes, strongly," and the second, "maybe, but not 
dominantly." Less casual empirical work could test these causal linkages and assign weights to 
alternative exogenous forces. 
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During the mid-1970s these deindustrializing tendencies were 
checked by equally dramatic growth in net U.S. imports of fuels and 
materials, chiefly petroleum. Imports of petroleum and related prod- 
ucts grew from $2.9 billion in 1970 to $8.4 million in 1973, leaped to 
$26.6 billion in 1974, and grew erratically to $79.4 in 1980 (United 
States [1983a], Table B-102). But U.S. oil import growth turned dra- 
matically negative in 1981, in reflection of still higher price, reces- 
sion, conservation, and domestic production. Gone was the chief 
counter-balance to the potential deindustrializing trends described 
above. 

Buoyant growth in agricultural competitiveness, investment 
income, and possibly inward financial capital movement all contrib- 
ute to the spectre of sweeping deindustrialization. They are the oppo- 
site face to declining U.S. competitiveness in manufactures, where 
Japan seems committed to excel in high-technology goods, and 
gangs of developing countries seem committed to excel in low-tech- 
nology goods. Nevertheless, evidence for across-the-board U. S . 
deindustrialization through 1980 is not very convincing. And evi- 
dence since 1980 is contestable. 

From 1973 to 1980, the U.S. trade balance in manufactured prod- 
ucts was generally positive and often growing, as shown in Table 1. 
Furthermore, from 1973 to 1980 labor productivity and the capital- 
labor ratio grew faster in U.S. manufacturing than in any other broad 
sector, and U.S. manufacturing employment grew faster over the 
same period than manufacturing employment in any other industrial 
country (Lawrence [1982c], pp. 13, 16); see also Branson [1983b], 
pp. 10-19). 

Since 1980, aggregate data on U. S . trade and manufacturing might 
be read to imply sweeping industrial exodus from the United States to 
other countries. But a persuasive alternative explanation is that U.S. 
industry as a whole (and not just housing and consumer durables) has 
borne the greatest burden from monetary and fiscal innovations dur- 
ing this period. If so, then (to anticipate the section on policy options) 
moderating the monetary and/or fiscal stance of the U.S. government 
may be the most direct and effective reindustrialization policy avail- 
able. Industrial and trade policies aimed at reindustrialization may by 
comparison be second best, attended by an unfortunate number of 
unwanted precedents and byproducts.' 

7.  William Diebold has pointed out the parallel to the frequent demonstrations of U.S. 
inab~lity to compete internationally in the late 1960s, most of which were proved false by the 
197 1-73 adjustments of exchange rates. 
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The case for moderating fiscal policy is strong, and summarized 
well in Feldstein (1983) and Branson (1983~).  Growing full-capacity 
budget deficits drove up U.S.  real interest rates in 1981-1982. 
Increasingly pessimistic forecasts of future budget deficits drove up 
anticipated levels of future real interest rates. During this period, 
international capital movements toward the U. S . and parallel policy 
abroad closed the real-interest differential. The capital inflows forced 
the dollar to a higher level, and reduced the international competi- 
tiveness of U.S.  goods. As the real-interest differential was closed, 
the appreciation ended. But the dollar remained at a higher and less 
competitive level. And it will stay until the reallocation of financial 
capital stocks toward the U.S.  is reversed. Reversal will require some 
exogenous innovation to lower U.S.  real interest rates (or raise for- 
eign real interest rates). One such innovation would be legislation 
that would establish a credible reduction of future budget deficits. 
Anticipated future real interest rates would then fall. Current real 
interest rates would tend to fall in response, through induced changes 
in the timing of borrowing and lending. And the current value of the 
dollar would fall as expected and current real interest rates fell. 

TABLE 1 
Overall U. S. Trade Balance in Manufactured Products 

(billions of dollars) 

Source: United States (1982). p. 280. 

The case for moderating monetary policy is weaker. The most 
important recent monetary innovation was arguably the shift toward 
contraction in late 1979 and 1980. The burden on U.S.  industry was 
very pronounced shortly thereafter, as the dollar quickly overshot 
(Branson [1977], Dornbusch [1976]), appreciating more than its 
ultimate equilibrium amount, and making U . S . goods immediately 
less competitive in international markets. Then the burden may have 
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increased in intensity, cumulating for as long as real U.S. interest 
rates lay above global levels (Richardson [1983], p. 23 passim). Yet 
by 1983, the economy may finally be witnessing an adjustment of 
expectations to permanently lower rates of monetary growth and 
inflation. If so, then the real effects of the monetary shift of 1979- 
1980 will have almost died away - including its effects on real inter- 
est rates and the international competitive position of U.S. goods 
(Richardson [1983], pp. 13-17). To alter U.S. monetary policy in 
any surprising way in 1983 might only confuse and retard the adjust- 
ment of domestic and international economies to lower U.S. infla- 
tion. 

In short, industrial flight from the U.S. to other countries may only 
appear to be an inexorable external force in the economic environ- 
ment of the 1980s. Macroeconomic policy rather than inevitable 
industrial relocation may be the principal cu~pr i t .~  Macroeconomic 
policy renovation rather than trade policy may be the principal solu- 
tion. 

This policy-centered account of U.S. deindustrialization in the 
1980s is consistent with the trend and timing of the decline in U.S. 
international competitiveness in Table 2. The decline in competitive- 
ness is most pronounced in 198 1, as both monetary and fiscal innova- 
tions caused real interest rates to rise and the dollar to appreciate. No 
significant additional monetary innovations occur in 1982, but fur- 
ther fiscal innovations do - in the form of increasingly bleak budgets 
and full-capacity budget forecasts. The further decline in U.S. com- 
petitiveness is large, but less pronounced than in 1981. As the bleak- 
ness of the budget outlook stabilizes (that is, becomes no bleaker) 
toward the end of 1982 the dollar also begins to stabilize, albeit at an 
uncomfortably high exchange value. 

Aggregate trends notwithstanding, among U.S. manufacturing 
industries there is evidence of secularly declining international com- 
petitiveness for some, and secularly improving international compet- 
itiveness for others. The United States could be argued to be deindus- 
trializing in the first group and prospering in the second. A familiar 
measure of these trends is a sector's trade balance. Table 3 includes 
trade balances for both groups, for two years in which aggregate U.S. 

8. A paraphrase of Cassius may apply: "The fault, dear Brutus, lies not in our stars, but in 
our self-selected macroeconomic policy. " 
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TABLE 2 
Percentage Change In International Competitiveness 

of  U.S. Manufacturers Over the Previous Year* 

* Percentage changes in the reciprocal of the "real effective exchange rate" of the dollar, 
which is an index of trade weighted exchange rates adjusted for inflation differentials in 
wholesale prices of nonfood manufactures for a group of major developed countries. 

t April 1983 over Apnl 1982. 
Source: United States (1982), p. 174, Morgan Guaranty Trust Company, WorldFinancialMar- 
kets, May 1983, p. 10. 

international competitiveness was roughly the same.9 
In general, U.S. imports are becoming more complementary to 

domestic production. The trend over three decades is toward increas- 
ingly positive U. S. trade balances in capital goods, chemicals, and 
agricultural products, and increasingly negative U. S. trade balances 
in fuels, automotive products, and consumer goods. This appears to 
reflect restoration of pre-World War I1 trends (Branson [1980, 1981, 
and 1983b1, Lawrence [1982b and, c], Deardorff and Stem [1983]). 

Increasing complementarity of this sort probably makes domestic 
adjustment problems more, severe (Branson [ 19801, Krugman 
[1982a]). Skills, technology, and equipment differ more radically 
between import-competing industries and the rest of the U. S. econ- 
omy than in the past, when U.S. trade was more heavily intra-indus- 
try trade. With increasing complementarity, ebbs and flows of U.S. 
international competitiveness may cause structural/transitional 
unemployment and excess capacity to be correspondingly larger and 
longer than in the past. 

The amplitude of U.S. industrial and agricultural fluctuations may 
become larger due to growing dependence on global commodity mar- 
kets and increased export specialization on capital goods. Business 

9. With March 1973 serving as a base of 100, the average real multilateral trade-weighted 
value of the dollar was estimated in United States (1983a), Table B-100, to be 98.8 for 1973 and 
100.8for 1981. 
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TABLE 3 
Selected U.S .  Manufacturing Trade Balances 

(billions of  dollars) 
1973 1981 

Textiles - 0.5 0.5 
Clothing - 2.0 - 6.8 
Iron and steel - 2.0 - 9.3 
Chemicals 3.5 13.6 
Machinery and equipment 

(except vehicles and 
appliances) 11.9 43.5 

Road-motor vehicles 
and household 
appliances - 6.8 - 19.9 

Source: Deardorff and Stem (1973), pp. 7-8, adaptedfrom GAlT  (1982), Table A19. Branson 
(1980), pp. 212-231, summarizes these same trends in even greater industry detail. See also 
United States (1982), pp. 167-170. 

swings in agricultural prosperity are increasingly influenced by 
exchange rates and by foreign as well as domestic weather patterns. 
Business swings in capital-goods sectors are subject to accelerator 
influences that magnify ripples in global activity into waves in U.S. 
manufacturing production. This also may make domestic adjustment 
problems more severe and enduring, as congestion and slower clear- 
ing of labor and other factor markets is the result of larger cyclical 
swings. 

Some commentators have alleged that U.S. imports are also 
becoming more "intermediate" in nature due to growth in global or 
"out-" sourcing and co-production arrangements (Bluestone [1983], 
pp. 18-19). The evidence is largely anecdotal. Data on imports by 
end use are not helpful in assessing the allegation. The share of indus- 
trial supplies and materials in total U.S. imports (each measured 
exclusive of petroleum products)1° fell from 34.6 percent in 1970 to 
31.9 percent in 1973, leaped to 36.7 percent in 1974, and has 
declined gradually since then to 29.0 percent in 1982. This does not 
suggest growing "intermediate-ness" of trade. On the other hand, 

10. "N.e.c." imports are also removed from the total. Source: U.S. Department of Com- 
merce, Survey ofcurrent Business, various March issues. 
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the end-use classification assigns many parts and sub-assemblies to 
categories such as "capital goods" and "automotive" that are not, 
therefore, strictly measuring final-goods imports. 

If U.S. trade is becoming more concentrated on intermediate and 
capital goods, then trade policy may affect industrial factor markets 
more importantly than it affects final demand. Its consequences for 
industrial structure may be more a matter of how it influences input 
costs and availability of capital and materials than how it influences 
product demand, and dependent more on elasticities of substitution 
among factors than among products. 

Net U.S. exports do not seem to be becoming less technology- 
intensive, despite success by Germany and Japan at narrowing the 
"technology gap" of the 1950s and 1960s. Technology gaps have 
closed for some products, but not overall, and have opened wider in 
some instances. Table 4 illustrates how data on trade that is intensive 
in research and development (R&D) show no across-the-board loss 
of international competitiveness for U .S. producers. 

TABLE 4 
U.S. Trade Balances in . . . 

(billions of dollars) 
R&D-Intensive Non-R&D-Intensive 
Manufactured Manufactured 

Years Products Products 

1960-1964* 6.8 -0.5 
1965-1969" 9.0 - 4.5 
1970- 1974* 14.7 - 13.2 

1975 29.3 -9.5 
1976 29.0 - 16.5 
1977 27.1 - 23.5 
1978 29.6 - 35.4 
1979 39.3 - 34.8 
1980 52.4 - 33.5 

* Annual average. 
Source: United States (1982), p. 156, from the National Sc~ence Foundation. See also Balassa 
(1983). 

It is perhaps not surprising that persistent (albeit waning) U.S. 
technological leadership in world markets escapes popular attention 
(Branson [1983a], p. 1). Sectors with rapidly expanding technology- 
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based exports tend to be small and to lack well-established public 
identity and geographical location. They are not nearly as identifiable 
statistically or as easily recognized by the public as are sectors such as 
"steel" or "autos." Such sectors on the edge of technology-based 
import competition tend to be large, long-established, and well- 
defined in geographic center and political backing. 

The United States continues to dominate other nations in R&D 
expenditure. As late as 1979, the U. S. was spending nearly as much 
on R&D as all other OECD countries combined (Piekarz, Thomas, 
and Jennings [1982], pp. 14-15). While losing ground to Japan and 
Germany (but not to others) in the late 1960s and early 1970s, the 
U.S. has stabilized its relative position since 1975 ." Most of the 
recent acceleration of U.S. R&D has been business spending, not 
government. And proportionally less of it has been agricultural than 
for other nations (Piekarz, Thomas, and Jennings [1982], p. 25). 

The changing policy environment 

The environment for trade policy has also changed significantly in 
recent years. Some changes are most pronounced in the U . S . , such as 
the growing power of its trade policy for domestic purposes, and its 
waning power for foreign-policy purposes. Other changes are global, 
such as growing policy disorder - the declining adherence of gov- 
ernments everywhere to establish policy conventions and to long- 
standing commitments. Most fundamentally, the whole conception 
of trade policy as an interference in markets is being re-examined. 
Recent institutional trends suggest alternative conceptions of trade 
policy as a participation in markets or as a replacement for them. 

These aspects of the trade policy environment are discussed below 
under the headings policy power, policy order, and policy "place." 

Policy power 

Trade policy has always served two masters, and is in fact a way of 
discriminating between them. For the United States in recent years, 
one master has grown in relative influence. Domestic economic pros- 
perity has become increasingly sensitive to trade policy, which has 
been turned more and more toward meeting its demands. Interna- 

11. However, a broader but more dated study of U.S. technological leadership (U.S. 
Library of Congress [1980], p. 34, cited by Lawrence [1982b], pp. 37-38) includes measures 
additional to R&D for which Germany and Japan continued to close the technology gap into the 
late 1970s. 
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tional and national security goals of U.S. trade policy have corre- 
spondingly declined in relative importance (Baldwin [1982], p. 1 
passim; see also Blackhurst [I98 11). 

This is a predictable result of growing U.S. dependence on interna- 
tional markets, discussed above, and of the decline in U.S. hege- 
mony, discussed below. Growing U. S . trade dependence increases 
not only U.S. vulnerability to international competition, but also the 
effectiveness of its trade policy for domestic purposes. Elasticities of 
sectoral output, employment, and profit with respect to trade policy 
rise as import and export shares rise. When trade shares were small, 
even export and import embargoes had only modest impacts on 
domestic industries. As trade shares have grown, so has the attrac- 
tiveness of trade policy to attain domestic goals, and to defend 
against "unfair" trade practicesL2 of foreign firms that are no longer 
just token competitors for U.  S.  gains." 

Furthermore, as the rest of the world has grown relative to the U.S. 
since World War 11, its trade dependence on the U.S. has declined. 
Elasticities of global output, employment, and profit with respect to 
U.S. trade policy have become smaller. U.S. ability to influence 
world economic prosperity has therefore declined, and so has the 
importance of this goal in shaping U . S . trade policy. The important, 
but non-voting, foreign constituents of U.S. trade policy have taken 
careful note of its reduced influence on them at the same time as vot- 
ing U.S. constituents awakened to its growing influence on them. 
Reflective of these trends is the long decline in the influence of the 
internationally minded State Department over U.S. trade policy and 
the more recent ascension of the Agriculture and Commerce Depart- 
ments. 

Trade policy, of course, discriminates by definition in favor of 
either a domestic or foreign constituency and against the other. From 
this point of view, one of the most troublesome aspects of recent trade 
policy is the increased weight given to its use as an aggressive or 
defensive tool in an implicit economic war between countries. This 

12. Baldwin (1983), pp. 18-19, documents the increasing U.S. prosecution of unfair trade 
cases. An aspect of these that undersco~les the increasingly domestic intent of U.S. trade policy 
is the role that plaintiff firms themselves are given in government negotiations over unfair trade 
practices, as a result of 1979 amendments to the Trade Act of 1974. See, for example, the 
account of the October 1982 US.-European steel agreement in the Wall Street Journal, 
November 23,1982, p. 26. 

13. Carroll (1982) is a helpful summary of the decline in the size of U.S. firms to foreign 
firms over the period. 
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tendency is exacerbated by social trends such as declining personal 
responsibility and increasing resort to "blaming." When constitu- 
ents fail to take appropriate responsibility for their own economic 
prosperity and blame external forces instead, foreigners are tempting 
scapegoats. Democratically elected representatives must in some 
measure reflect these attitudes or else be guilty of misrepresenting 
their constituents. The result is an increase in the use of trade policy 
to punish "blameworthy" foreigners and to protect "innocent 
domestic victims" from foreign machinations, or even from the 
impersonal circumstances of global markets. 

Policy order 

Order seems to be declining and aggression rising in the formation 
of national trade policy. A familiar American image may help to flesh 
out this observation. "Frontier justice" has seemed increasingly to 
order trade and policy. Under frontier justice, if a government can get 
away with it, it should do it. Strong governments survive prosper- 
ously; weak governments, tenuously. The economic problem with 

14 frontier justice is unpredictability. More organized systems of jus- 
tice regularize economic exchange, establishing boundaries for what 
qualify as voluntary transactions, rules governing the exploitation of 
market advantage, and sanctions to guarantee the enforcement of 
contracts. Frontier justice, by contrast, can destabilize economic 
exchange, becoming an irritant to the market rather than its lubricant. 

Another way to describe frontier justice among governments is to 
call it policy aggression. Tendencies toward such are always present, 
of course. Yet some of the constraints that check policy aggression 
have become looser. U.S. hegemony1' has waned since 1945, how- 
ever one defines it. And undesirable though it was in some ways, it 
clearly checked the scope for policy aggression, much as the frontier 
sheriff or U . S . marshal1 checked the scope for frontier justice. U . S . 
influence was, roughly speaking, once sufficient to make other 
nations fall into line in trade policy, exchange-rate policy, and the 
international institutions that oversee them, but the U.S. seems cur- 
rently less able and less willing to play that role. The awkward ques- 

14. Alan Deardorff has pointed out that another problem is resource waste from private 
attempts to provide protection, an inherently public good. 

15. See Gilpin (1977). Keohane (1980), Kindleberger (1981), and Krasner (1976) for 
extended discussions of hegemony and international economics. See Blackhurst (1981) for 
implications that are similar to those described here. 
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tion this raises is: What happens on the frontier when the citizenry 
grows stronger and when the sheriff not only grows weaker, but 
begins to act just like everyone else? The problem facing both trade 
policy and exchange-rate policy is how to avoid frontier justice in 
inter-government relations - how to re-order policy interchange. 

It may be unduly alarmist to claim that declining order is a fact. For 
example, the U.S. Trade Representative's Office (United States 
[1982], pp. 55-61) expresses considerable satisfaction with the 
orderly working of the seven codes on non-tariff barriers that were 
negotiated in the Tokyo Round, and with the code committees that 
meet periodically to oversee them. Yet the very same report contains 
conspiratorial comments such as, ". . . most ominously, there has 
been an increase in secret and voluntary restrictions over the past de- 
cade . . . unpublicized, secret safeguard understandings" (p. 35). 
Lawrence (1982a), pp. 36-40, also documents the decline in trans- 
parency of recent trade policy, consistent with the attempt by coun- 
tries to advance their own welfare at the expense of others without 
being detected. 

Increasingly aggressive trade policies are to be feared more for 
their potential to disorder resource allocation than to mis-order it. To 
put the problem even more starkly, the law of the jungle may increas- 
ingly dictate policy interchange among governments. Yet this is as 
haphazard a way of ordering policy transactions as it is of ordering 
market transactions. Even laissez-faire economists have in mind 
some particular legal structure of common-law conventions when 
they favor free markets and liberal trade policy. The threat is that 
longstanding legal structures and conventions governing government 
behavior will be abandoned. Uncertainty at best and chaos at worst 
could be the consequence for international trade and investment. The 
danger of the worst case can be appreciated by considering what hap- 
pens to everyday commerce during civil disorder, when legal sys- 
tems crumble and vigilantism waxes strong. 

Policy ''place" 

Policy may have an increasingly natural "place" in international 
trade because of changing institutional features. What we call trade 
policy may become less a distortion of markets and more a participa- 
tion in them or a replacement for them. Part of this trend is due to gov- 
ernments' relation to multinational corporations, whose share of 
global transactions is rising. A second part is due to governments' 



282 J .  David Richardson 

role as an insurer or guarantor on behalf of its constituents. 
Governments have been gradually acquiring increased ownership 

stakes in corporations. Public corporations have grown, private cor- 
porations have been nationalized, and governments have acquired 
equity shares in both new and old ventures (Vernon [1983a, 1983b], 
pp. 31-34), Vernon and Aharoni [1981], and Kostecki [1982]). 
Trade policy is inevitably tugged in the direction of preserving 
employment (a kind of public labor hoarding), growth, and the capi- 
tal value of publically owned equity, especially at the expense of 
employment, growth, and equity in the firms of foreign competitors. 
Trade policy may take on certain aspects of boardroom policy'as 
trade itself includes more state trading. And state trading is inevitably 
more "politicized" than market trading. Certain quasi-mercantilist 
perspectives acquire respectability in this environment, as described 
in the next section. 

Second, it seems clear that the citizenry of industrial countries 
looks more and more to government as the guarantor and insurer of 
economic prosperity and security. At the same time, it seems likely 
that increasing integration of international markets exposes domestic 
agents to larger and more frequent unanticipated shocks, despite 
diversification opportunities. l6 Since insurance markets may not pro- 
vide adequately against such shocks, and since capital markets may 
not be sufficiently perfect to allow appropriate diversification, trade 
policy may emerge as a feasible and reasonably inexpensive second- 
best alternative, as also described in Section 4. 

Pros and cons of new perspectives on a 
more active U.S. trade policy 

Even if the United States were to return on average to full capacity 
and acceptable exchange' rates, industrial pressures for active U.S. 
trade policy might emanate from three sources. One, described 
above, is the ongoing rationalization of global industrial structure, 

16. The argument is expanded in Grossman and Richardson, pp. 20-23. It is that informa- 
tion is generally more moblle (cheaper to acquire and convey) within a nation than across 
national boundaries. Firms and other economic institutions will usually find it optimal to 
acquire less information about foreign markets and government policy than about domestic 
equivalents. (Presumably they proceed in such a way that an extra dollar spent on information- 
gathering would reap results of the same marginal value for information abroad as at home.) 
The result is that economic agents will generally be better able to anticipate and forecast domes- 
tic events than foreign events. The vanance of unexpected business shocks should be larger the 
more dependent a sector is on exports or the more competitive it IS with imports. 
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coupled with the still incomplete elimination of the post-World War 
I1 gap between American and foreign industrial technology, equip- 
ment, managerial expertise, and firm size (Branson [1980, 19811, 
Carroll [1982]). A second is the perception that aggressive govern- 
ment policy abroad aids foreign firms in their attempt to catch up with 
and surpass their American competitors. A third is the conviction that 
the international economy is growing more volatile and uncertain, 
partly because of floating exchange rates, partly because of policy 
disorder, and partly because of ambiguity about debt crises and oil 
prices. American industry often perceives both the economic envi- 
ronment and the policy environment to be conspiring against it. 

As firms have grown multinationally over the years, and as the 
European Community, coproduction, joint ventures, and ambitious 
development plans have encouraged their global identity, national 
markets have taken on an increasingly oligopolistic structure, with 
similar firms in each. And as both policy and exchange rates become 
less predictable, world markets appear to take on an increasingly sto- 
chastic and less static structure. Traditional trade policy analysis, by 
contrast, has tended to retain the static competitive norm, producing 
conclusions that are sharp and familiar. Recent trade-policy analysis, 
however, has begun to incorporate imperfect competition among 
segregated national markets as a maintained distortion," and stochas- 
tic shocks as a fact of life. Its conclusions are only conditionally 
sharp, and not yet either complete or familiar. This is not surprising, 
since multiple distortions to the competitive norm casts analysis into 
the complexity of second-best economics. But imperfect competi- 
tion, segmented markets, and incomplete insurance against stochas- 
tic change, unlike other potential distortions, are realistic and impor- 
tant. 

This section summarizes some recent trade-policy analysis in 
imperfectly competitive, segmented, and stochastic worlds. It 
attempts to draw out its practical implications for the United States. 
The risks in doing so, as Paul Krugman once remarked, are similar in 
many ways to those associated with recombinant DNA. 

17. The reality being reflected is not increasing a global or even national concentration of 
production. On the contrary, global industrial concentration has probably been declining since 
World War I1 (Vernon [1977], pp. 73-82). The reality being reflected is, however, increasing 
shares of production by multinational fums, as outlined above. 
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"Strategic" trade policy . . . 18 

When the behavior of foreign individuals, firms, and even govern- 
m e n t ~ ' ~  is sufficiently competitive, then there are only weak defenses 
for trade policy intervention. In the absence of market distortions, 
market-determined trade wastes fewest resources; in the presence of 
market distortions, policies other than trade policy waste fewest 
resources. But when policy abroad, collusion abroad, or both lead 
foreign countries to act strategically as a group-conscious whole, 
then passive U.S. policy response is unlikely to be the optimal rejoin- 
der. It is as unlikely as finding in a two-person game that one player's 
optimal strategy is independent of the other's (Branson and Richard- 
son [1982], p. 21, United States [1983a], p. 61). 

. . . toward governments. Consider strategic trade policy by for- 
eign governments even in the presence of reasonably competitive 
markets. Then there would seem to be a problem with passive U.S. 
trade policy - policy that is invariant to time or circumstance, of 
which the best known (but least practiced) variety is free trade. The 
problem is that policy passivity is equivalent to allowing some other 
government to set trade policy for ours. And given the choice 
between us actively determining our own policy and someone else 
doing it, only foolish or incompetent governments would seem well 
advised to choose passive trade policy. 

The point can be made in a more arresting way. Some economists 
defend passivity and foreswear active trade policy because active 
policy almost always beggars our neighbors - we improve some 
domestic situation by making the same situation worse in our trading 
partners. But in this light, passive trade policy is equivalent to allow- 
ing foreign to beggar us with impunity. It is almost as if 
our policy were to allow their policy to decide for us. That is not on 
the face of it a better course of action. And it is clearly worse when a 
government allows others to exploit its constituents by slavish alle- 
giance to some notion that markets can do it better. 

These considerations notwithstanding, some commentary con- 
tinues to favor passive trade policy. Baldwin (1979), p. 236, charac- 
terizes the view of economists who consider efficient resource alloca- 
tion to be the key objective of economic activity as follows: 

18. A more detailed expansion of this subsection 1s in Branson, Grossman, and Richardson 
(1983). See Dixit (1983) for an even more complete survey, with ample caveats. 

19. Governments compete with each other, for example, to attract foreign investment. 
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"The fact that a foreign government's subsidy policies place 
severe competitive pressure on certain U.S. industries . . . is 
not in principle different from the fact that the existence of 
lower wages abroad puts severe competitive pressure on partic- 
ular U.S. industries. If foreign governments want to use their 
own taxpayers' money to provide us with goods at lower prices 
than we can provide ourselves, then we should welcome the 
addition to our living standards." 

The implication of this view is that foreign governments should be 
free to choose their own optimal pattern of industrial subsidies and 
that our policy response should always be passive. That stance 
abjures the strategic insight that our policy may be able to improve 
for us their calculation of optimal policy (whereas our policy is not 
likely to be able to influence foreign wages). That is, we may be able 
to choose some active policy, or menu of active policies (contingent 
on foreign response), that would shift "optimal" foreign policy to an 
outcome more desirable to us than the outcome under policy passivity 
(Macdonald [1983], pp. 13-15). 

Policy passivists sometimes recognize this but find the complexity 
and unpredictability of strategic policy to be overwhelming defects. 
These practical concerns are given more attention below. In princi- 
ple, active dissuasionary policy may not be at all complex or unpre- 
dictable. It may even involve no resource cost, despite its active char- 
acter. Domestic anti-dumping duties provide a potential example. If 
they were credibly anticipated by foreign suppliers and rescinded 
once dumping ceased, then no dumping would take place and no duty 
would be levied (Eichengreen [1983], pp. 9- 10). Trade would appear 
to be free and undistorted by either policy or price discrimination. 
Yet the appearance would be the result of active, not free, trade pol- 
icy. U.S. anti-dumping policy is meant to approach these features in 
its design since it is ostensibly transparent, non-discretionary, and in 
force for only as long as the dumping continues. In general, it seems 
likely that active dissuasionary trade policies would have to be pre- 
dictable, non-discretionary, and temporary (contingent on foreign 
behavior). 

. . . towardfirms. If we now add imperfect competition among 
firms, matters become even more complex. The economics of active 
trade policy in imperfectly competitive markets is' even less well 
developed than the economics of active government-to-government 
response. The chief reason for greater complexity is that the charac- 
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terization "imperfectly competitive" takes on many different mean- 
ings in many different contexts. Important elements of imperfect 
competition in early research on strategic trade policy include ongo- 
ing or transitory super-normal profits, static or dynamic scale econo- 
mies, segregated product markets, and absence of markets providing 
adequate insurance or information about the universe of investment 
opportunities. 

Brander and Spencer, for example, in a series of papers (1982a, 
1982b, Spencer and Brander [1982]) generate a possibility for strate- 
gic trade policy that is aimed at capturing (or preserving) super-nor- 
ma1 profits. One source of super-normal profits is obviously perma- 
nent market power. Another is temporary market power that 
accompanies technological leadership. Still another is the temporary 
super-normal profits that accrue to firms and individuals who adjust 
most rapidly to structural and industrial change." 

Brander and Spencer start with an imperfectly competitive global 
industry, and take as a fact of life market segmentation that generates 
nation-by-nation pools of super-normal profits. Other things being 
the same, we would prefer that our producers had a larger share of 
each national pool than theirs. That preference seems sensible 
whether each pool is ongoing or transitory (say, because new entrants 
could compete it away). And it seems sensible whether we are con- 
sciously aggressive (out to maximize-our share of the gains - or 
spoils - from oligopoly, much as we maximize our share of the 
gains from trade by setting an optimal tariff) or conservatively and 
honorably defensive (out to prevent our oligopolistic trading partners 
from maximizing their share of the gains from oligopoly at our 
expense). The point is very simple. If oligopolistic profit is inevita- 
ble, then trade patterns that give us larger access to it are economi- 
cally superior to other trade patterns, given everything else. 

Policy would seem at first blush to have no place here, and espe- 
cially not trade policy. Our oligopolistic firms would seem to have 
exactly the same goals as outlined above and to be perfectly capable 
of taking care of themselves if they were allowed the market freedom 

20. This last kind of super-normal profits is no less relevant for being even more obviously 
an extra-equilibrium phenomenon. When the issue is equilibrium industrial structures, as for 
this paper, one might argue that economies are more often between equil~bnum ~ndustrial struc- 
tures than at them. Furthermore, quick capture of super-normal profits is analytically equivalent 
to quick escape from sub-normal profits is analytically equivalent to quick escape from sub- 
normal profits. 
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to do what comes naturally to oligopolists. Allowing them to is in fact 
one argument for looser or even non-existent extraterritorial applica- 
tion of U.S. antitrust law." But Brander's and Spencer's contribution 
is to show that even the basic institution about oligopolistic adequacy 
is misleading. Policy has a potential role, and most appropriately 
trade policy. 

Policy enters in its ability to shift the equilibrium generated by oli- 
gopolistic interchange. In an equilibrium without policy, the infor- 
mation every oligopolist has about others deprives each of any credi- 
ble new threat. The information is that each oligopolist has chosen 
optimally in light of the underlying environment. This information 
removes any incentive for further alteration in oligopolist instru- 
ments. Price, quantity, quality, investment, R&D, etc. are already at 
their optimal values when there is genuine equilibrium. Credible pol- 
icy, however, can change the underlying environment and shift the 
equilibrium. 

Government subsidies for domestic R&D, for example, might 
reduce costs and generate new products for which our f m s  will have 
at least temporary market power. Government export subsidies, for 
another example, might shift out the export demand curves that face 
domestic firms, and shift down the demand curves facing our firms' 
foreign competitors. Both policies could improve the competitive 
position of our firms if they were judged to be credible (sustainable) 
by oligopolistic combatants. Foreign competitors then might take 
them into account as "pre-commitments" - inhospitable aspects of 
the competitive environment on the same order as our access to a pro- 
ductive labor force or to plentiful raw materials. Being first with such 
policy pre-commitments may be important because the payoff to 
reactive foreign policies of the same sort is then reduced (Macdonald 
[1983], pp. 13-15), and our firms may inherit a permanently larger 
share of each market's pool of supernormal profits.22 Firms them- 
selves can undertake such strategic first strikes when they are out of 
equilibrium, as demonstrated in the literature on pre-emptive capital 

21. October 1982 passage of legislation authorizing export trading companies in the U.S. 
was a mild step in this direction. 

22. The technical explanation for first-strike strategic policy in Brander and Spencer is that 
it can shift the economy to the Stackelberg equilibrium that would have emerged had our fiims 
been "leaders" and foreign firms "followers. " Firms by themselves are unable to establish and 
malntain such equilibria unless there are informational asymmetries or other distortions, since 
otherwise these equilibria imply irrational behavior for the followers. 
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formation and corporate innovation (Prescott and Visscher [1976], 
Spence [1977, 19791, Dixit [1980], Eaton and Lipsey [1980]). But in 
equilibrium, threats of further thrusts by some firms are dismissed by 
other firms as mere bluffs. Everyone is known to have adopted opti- 
mal strategies already, from which divergence would be costly. 

Governments, however, can be assumed to have potential to 
threaten and credibly pre-commit even after the firms attain oligopo- 
listic equilibrium, shifting the equilibrium to obtain a nationally 
desirable distribution of profits. Therein lies the key asymmetry 
between governments and firms in Brander's and Spencer's concep- 
tion, and the answer to what governments can do for f m s  that firms 
cannot do for themselves. There are of course conditioning factors. 
Dubious or inscrutable policies have no influence - influence stems 
from both credibility and public transparency. But recurrqnt policy 
may lose strategic effectiveness. It may become so regularized that it 
too can be described by a stable behavioral relation (a policy reaction 
function). Then firms may be able to predict policy accurately, treat 
government as another player in the competitive game, and dismiss 
discretionary policy divergence from regular patterns as incredible." 

Brander's and Spencer's conclusions appear to be neo-mercantilis- 
tic, since they rest on "improving the competitive position of our 
firms. " Furthermore, this seems a far cry from the traditional, 
respectable, and even-handed trade-policy objective of maximizing 
the standard of living of the whole nation. In fact, though, under the 
imperfectly competitive conditions described, attaining the neo-mer- 
chantilist objective is an important part of attaining the traditional 
national-welfare objective. Global super-normal profits are a given. 
Nations compete over their international distribution. The larger the 
share that our policy can claim for us, the larger is our national pur- 
chasing power and economic welfare. 24 Given the imperfectly com- 
petitive global market structure, no nation need lose absolutely from 
us claiming a larger share of its rents. Other nations lose only the 
opportunity to enjoy a larger windfall share for themselves. Nor is 
any nation necessarily exploited by policy as opposed .to market 

23. Increasingly, as governments own some or all of a firm's equity, they are closer to 
being just another player. 

24. The gains accrue as corporate profits, of course, suggesting some shift in internal 
income distribution. But such shifts are not traditionally given any weight in calculations of the 
welfare effects of trade policy. 
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~tructure.~' Nor are we necessarily exploitative to want as large a 
share for ourselves as possible. That is simply the logical implication 
of caring about national welfare. And its defensive version is even 
more unobjectionable. We would not sensibly choose as a nation to 
encourage foreign oligopolists to collect super-normal profits from 
us. 

Trade policy (e.g., an export subsidy) is arguably appropriate to 
attain these objectives, given the oligopolistic structure; domestic 
policy (e.g. an R&D subsidy) may be less appropriate, involving 
unwanted second-best byproducts. The reason is Brander's and 
Spencer's recognition that transport costs and cultural differences 
separate national markets. An optimal strategic trade policy is then 
made up of a set of initiatives, a different initiative for each segre- 
gated market, all aimed at capturing the maximal share of every 
national pool of super-normal profits. Trade policy that is not MFN 
(most-favored-nation) is an effective instrument for such market-by- 
market profit preservation. Other policies, such as production subsi- 
dies, R&D subsidies, and MFN taxes and tariffs will often be second 
best by comparison. 

Krugman (1982c), in a paper summarizing work by himself and 
others, generates a closely related possibility for strategic trade pol- 
icy based on scale economies and market imperfections. Krugman 
examines international oligopolistic competition in a single industry. 
The industry has two distinctive characteristics. Firms sell their prod- 
ucts in several national markets that are insulated from each other by 
transport costs and other natural barriers. And firms enjoy economies 
of scale of several potential kinds in production. Either cost curves 
decline as output increases, or cost curves are flat but nevertheless 
shift down when larger outputs ratify larger productive R&D spend- 
ing, or when larger historical output imparts improved productivity 
through learning-by-doing. 

Krugman's chief conclusion is that protection of domestic markets 
and promotion of export markets can reduce per unit costs, thereby 
saving resources. Cost and resource savings improve the interna- 
tional competitive position of our producers in all markets, not only 
those protected 'or promoted. The potential national-welfare gains 

25. The imperfectly competitive market structure does exploit some nations at the expense 
of others. Those with comparative advantage in oligopolistically produced goods gain abso- 
lutely from market power. Those with comparative disadvantage in them lose absolutely from 
the market distortion. 
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from improved competitiveness are the same as in Brander and Spen- 
cer - a larger share of global oligopolistic profit.'"ut the mecha- 
nism for achieving these gains is different. In Krugman's work, trade 
policy is directly a demand-side policy, but ultimately a supply-side 
policy. The size of markets facing our producers directly influences 
the productivity of their resources and effort. Trade policy is likely to 
be more appropriate than domestic policies in this regard. It is by def- 
inition a discriminatory policy for altering the relative shares of every 
market served by both domestic and foreign firms (including third- 
country markets). 

Krugman and others demonstrate only a potential for policy in all 
these circumstances, not the case for it. When information is reason- 
ably complete, and when insurance and financial capital markets 
work reasonably well, markets will leave no scope for policy. The 
financial market will correctly identify the firm with the most produc- 
tive prospects in each market and underwrite its ventures to the exclu- 
sion of its competitors; the insurance market will underwrite any risk. 
And the most competitive firm will become a natural monopolist in 
the designated market (Shaked and Sutton [1982], pp. 25 passim). 
Markets will have made sure that all scale economies are captured, 
leaving none for trade policy to seize. 

However, when private information is imperfect, or when risks are 
very large, or when certain externalities are present, then policy 
potential may be restored. This observation is trivially true, of 
course, whether scale economies are present or not. Scale economies 
can increase the practical relevance of these causes of market failure, 
however, by creating multiple market equilibria (Helpman [1982], 
pp. 26 passim). Some of the many equilibria are preferable to others 
from the perspective of national welfare. But the economy may be 
stuck at an inferior equilibrium if lenders and insurers are unable or 
unwilling to accept the risk involved in underwriting a dramatic 
change in resource allocation, even when the expected reward is 
quite high." Good information about the immediate neighborhood of 
a (stable) equilibrium helps keep the economy there; poorer informa- 

26. Krugman properly refuses to draw any definitive welfare conclusions, however. His 
analysis relates to a single industry only, and he observes how complex is the analysis of simul- 
taneous distortions to the competitive norm - in this case oligopoly and trade policy interven- 
tion. 

27. This observation has a long and full history in the analysis of trade policy. Caves (1960, 
pp. 16 1- 174) gives a thorough summary. See also Meade (1955, Ch. XXI). 
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tion about more distant neighborhoods and equilibria is heavily dis- 
counted by risk aversion and institutional limits to the size of down- 
size loss that any firm can accept. Of course, once again these 
observations establish no case for policy, only a potential. And it is a 
potential that rests on the dubious reeds of superior government infor- 
mation and risk management. When markets do badly, governments 
may do even worse. 

Many other practical and conceptual objections temper the arrest- 
ing conclusions outlined above. But it is worth noting in turning to 
them that the force of the objections does not differ markedly from 
the force of those that are often raised against free trade. Differentiat- 
ing sensible trade policies from nonsense is thus a complex task, bet- 
ter achieved by careful analysis with realistic roots in historical prec- 
edent than by sloganeering application of ideology. 

For example, one conceptual objection to the strategic trade poli- 
cies described above is that our firms and projects must be distin- 
guishable from theirs. This point is important because many f m s  are 
trans-nationally owned, and many projects are joint ventures by firms 
with different nationalities. Trade policies that redistribute profits 
toward some favored project or toward some favored firm will fail to 
aid us significantly unless our residents have disproportionate stakes 
and shares in the favored projects and firm. But global integration of 
capital markets seems to be moving the world closer to an extreme in 
which profit-earners worldwide hold comparable portfolios of 
investments. In this extreme, national trade policies would be com- 
pletely ineffective for capturing or preserving super-normal profits 
for us. 

A similar conceptual objection could be raised to the familiar view 
that we would be better able to exploit our technological advantage if 
outward technology transfer were somehow restricted. The view can 
be supported analytically in an imperfectly competitive world where 
technology bears a national label (Krugman [1982b], Feenstra and 
Judd [1981]). But in today's world, technological advantage should 
not too readily be seen as a national factor of a production similar to 
labor and capital. It is more typically a corporate factor of production 
and hence belongs to f m s  rather than to countries. National policies 
aimed at circumscribing the application of technology or at appropri- 
ating a larger share of its gains may not succeed (Lipsey [1982a]). 
Nor do nations where technology is applied necessarily gain more 
than the enhanced productivity of local resources, since monopoly 



profits often become a part of rapatriated corporate income. 
More practically, one can object that successful government trade 

policy along ,strategic lines would require the same flexibility, cen- 
tralization, and managerial discretion as are found in firms. It is not 
clear that the U.S. government can feasibly adopt these characteris- 
tics without sacrificing some democratic tradition (Lawrence and 
Krause [1982], pp. 7-10). In the United States, government's func- 
tions are constitutionally delineated, legislatively detailed, and judi- 
cially defended. Constitutional, legislative, and judicial checks and 
balances are built into the U.S. political system precisely in order to 
make U. S . government iess flexible, centralized, and managerial. 
Americans fear more than most that such governments can become 
capricious and tyrannical. Furthermore, flexible management of pol- 
icy tactics without sensible long-run policy strategy may create the 
worst kind of whimsical disordering of investment and resource allo- 
cation (GATT [1982], p. 23). 

The most significant concern regarding activist trade policy along 
these lines, however, is that it is rooted in a kind of aggressive, fron- 
tier-like competition for the spoils of oligopoly or of desirable indus- 
trial structure. Some might answer that "that's life," that we should 
learn to live with it in our policy. But such policy runs all the risks of 
the economic disorder described above the remarks on frontier jus- 
tice. 

The crucial question is thus whether there are any sensible alterna- 
tives to living with frontier justice. It is easier to describe first what 
seem to be unlikely or undesirable alternatives. One is a return to he- 
gemonic policy leadership in the fashion of the frontier sheriff. This 
seems out of the question for any government, barring a massive mil- 
itary realignment that might emerge from world war. Also out of the 
question is an extensive (that is, global) set of new rules governing 
trade relations. Such initiatives are at worst unappealing, and at best 
premature - in the same way that the U.  S. Constitution was prema- 
ture before a decade's experience with the more loosely binding, less 
inclusive Articles of Confederation. Finally, oft-repeated exhorta- 
tions to more policy coordination are only a pretender to a solution. 
They beg the fundamental question of why such largesse would be in 
the narrow national interest of aggressive governments. Policy coor- 
dination is a safe haven only in the eyes of commentators without any 
stake in policy aggression. 

Blackhurst (l981), pp. 369 passim, describes one possible alterna- 
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tive to living with fronter justice. He references the national benefits 
of a return toward conventions in governmental policy initiatives. 
Blackhurst seems to have in mind conventions that would at least 
order, but not bind, trade policy. Governments themselves should be 
the constituents. Mutually agreed conventions protect governments 
from each other and also from domestic political constituents in nar- 
row pursuit of trade policies that serve their special interest at the 
expense of other constituents. 

There are two important practical challenges in any such return 
toward conventions. One is to avoid over-ambitious promulgation of 
rules which, when broken, breed the unpredictability and incredu- 
lousness that disorders resource allocation. The second is to keep the 
resource and time costs of negotiation in check. 

In these lights it seems timely to consider reinforcing recent 
retreats from multilateralism. Multilateralism may currently be too 
ambitious and too costly to maintain. Bilateralism, trilateralism, 
quadrilateralism, and so on may be cheaper, more promising, and the 
most predictable route toward a new multilateralism. Initially, after 
all, GATT, IMF, and the World Bank were upheld by small, non- 
exhaustive groups of nations. In the light of another metaphor, small 
neighborhood gangs may take on the obligations of turf-sharing 
agreements only after a conclusive demonstration of neighborhood 
peace and predictability that stems from agreement within the exclu- 
sive club of larger gangs. 

What this may suggest practically is aggressive bilateral peace- 
making - the formation of mutually advantageous coalitions with 
like-minded governments For example, the U . S . and Japan seem 
likely partners for a bilateral but possibly non-MFN trade agreement 
that would order trade along lines that are held closely in common. A 
successful U. S . -Japanese trade agreement might then encourage 
other trade-policy combatants to sue for peace. Or, for example, the 
United States seems currently in a position to bargain for European 
trade-policy concessions in return for a recommitment on its part to 
exchange-market intervention. U. S . intervention, as outlined below, 
might purge the economic system of large unanticipated exchange- 
rate variations that may be mistaken for resource-allocational sig- 

28. See Aho and Bayard (1983) and Vernon (1983b, pp. 40-41 passim) for more detailed 
consideration. The European Community has been essentially following this route as it 
expands, and in its preferential arrangements with non-member countries. See Camps and 
Diebold (1983) for arguments in favor of renewed aggressive multilateral peacemaking. 
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nals. The case for stable, predictable monetary policy to avoid 
resource-allocational mistakes and disorder ought to apply with equal 
force to stable predictable exchange-rate management. 

The general goal of any return toward convention in government 
policy interchange is to re-order resource allocation, or perhaps more 
accurately to allay the imminence of disorder. Stability, credibility, 
and predictability are crucial prerequisites for both new trade policy 
and new exchange-rate policy (Krueger [I98 11, p. 9 1, Grossman and 
Richardson [1982], pp. 20-27, Artus [1982], pp. 10-1 1). These char- 
acteristics are more than simply motherhood principles. They entail, 
for example, more consistent and less discretionary enforcement of 
trade law that already exists, potential bindings of agreements made 
in committees negotiating non-tariff codes of conduct, and detailed 
and honest forecasts not only of trade trends, but of both U.S. and 
foreign trade policy over a medium-term horizon. 

Stable, credible, and transparent trade policy is able to influence 
trends in resource allocation. Stable, credible, and transparent 
exchange rate policy is able to influence deviations around those 
trends. Ideal trends with minimal divergences are the obvious targets 
of policy. Trend mistakes are costly not only for the usual reasons, 
because resources are continuously less productive than they would 
be in the right place, but also because irreversible human and physi- 
cal investment is often wasted, and because retraining and retooling 
costs are ultimately unavoidable. Divergence mistakes are costly not 
only because of human aversion to risk, but also because temporary 
competitive imbalances can generate empty shelves and storage lots 
in one location, excessive inventories in another, and resource- 
diverting arbitrage that transfers goods from the latter location to the 
former. The three respective costs associated with divergence mis- 
takes are waste from rationing, waste from excessive s to~kp i les ,~~  
and waste from unnecessary transportation and redistribution. 

In a peculiar way, the goals of stability, credibility, and predict- 
ability amount to making trade and exchange-rate policy more 
endogenous and less exogenous. Endogenous policy in this context 
simply means systematic policy. Policy may still be quite flexible 
and responsive to circumstances. But it will be governed by conven- 

29. Stockpiles are costly both to maintain, and in a growing economy, to build up at steady- 
state growth rates. Inventories can be excessive in the sense that they waste resources on main- 
tenance, and in the sense that they force regular incremental additions to stockpiles that could 
otherwise be consumed. 
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tions and behavior that are stable, self-enforcing, and readily appar- 
ent to economic decisionmakers. Exogenous policy in this context, 
typical though it is in standard economic analysis, amounts to arbi- 
trary, unsystematic, and unpredictable policy. 

Attempts to negotiate new conventions governing international 
trade may fail, even among limited groups of like-minded govern- 
ments. In that event, the U.S. is left with the alternatives of passivity 
and active, nationally-centered trade policy. Passivity may well be 
the lesser of two evils." But trade wars are not an inevitable conse- 
quence of active trade policy. There is presumably a reasonable range 
of policy action that resists predation rather than fomenting feuds." 

Trade policy as insuran~e'~ 

It is well accepted that trade policy affects production patterns. It is 
somewhat less well understood that it can affect both the volatility of 
deviations around otherwise stable sectoral trends and the adjustment 
path from one trend to another. Massive surges and retreats in recent 
trade volumes and competitiveness have, however, forced increased 
attention to the issues of adjustment and economic variability. The 
previous section has already introduced the idea that increasing inte- 
gration of international markets exposes domestic agents to larger 
and more frequent unanticipated shocks. 

Increasing trade according to comparative advantage induces spe- 
cialization. Yet if that same trade induces economic volatility, then it 
may heighten the need for adaptability. Adaptability is not necessar- 
ily furthered by specialization. For example, when production pat- 
terns are replicated over time, incentives for factors to train as adapt- 
able generalists are reduced (Grossman and Shapiro [1982]). Internal 
factor mobility may decline and sector specificity may increase. 
Trends toward specialization may be further self-perpetuating to the 
extent that each task undertaken by a nation or a factor features learn- 

30. One well-known international economist has been known to say that just as with lying, 
active trade policy may sometimes be beneficial, but that open trade, like honesty, is almost 
always the best policy. He alleges to have been quoting Edgeworth, Paperll, p. 17. 

31. William Dieboldobserves that at least in principle the U.S. might find passivity the best 
response in some sectors and circumstances, and activism best in others. He then points out the 
new problem such asymmetry would cause, however: allegations of inequity, and difficulties of 
sterilizing one set of actions against the economic, political, and judicial impacts of the other. 

32. A more detailed expansion of this sub-section is in Grossman and Richardson (1982), 
pp. 19-26. See Baldwin (1981) for an expansion of the notion that trade policy may be the out- 
come of an implicit social contract to provide insurance. 
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ing-by-doing - productivity that improves with cumulative experi- 
ence. This can diminish adaptability, which is a valuable attribute 
when other means of dealing with unforeseen divergences (e.g., 
insurance) are unavailable or under-supplied by market mecha- 
nisms .33 

Adaptability problems are exacerbated once policy response itself 
is endogenized. The degree of sector specificity determines the 
strength of the linkage between the reward to a factor and the fate of 
the industry in which it is located (Grossman [1981]). When disloca- 
tions do occur, such specificity may lengthen periods of involuntary 
unemployment and deepen income losses. The incentive for specific 
factors to lobby for preservation of the status quo is clear. And suc- 
cessful political preservation of the status quo then only leads to fur- 
ther investment and worker commitment, which increases sector 
specificity, in a vicious circle. 

Adaptability problems are exacerbated once policy response itself 
is endogenized. The degree of sector specificity determines the 
strength of the linkage between the reward to a factor and the fate of 
the industry in which it is located (Grossman [1981]). When disloca- 
tions do occur, such specificity may lengthen periods of involuntary 
unemployment and deepen income losses. The incentive for specific 
factors to lobby for preservation of the status quo is clear. And suc- 
cessful political preservation of the status quo then only leads to fur- 
ther investment and worker commitment, which increases sector spe- 
cificity, in a vicious circle. 

In this environment the challenge to policy is formidable. Adjust- 
ment to unforeseen shocks will be facilitated if policy minimizes the 
economic hardship to well-defined segments of the population. Sen- 
sible policy may include temporary protection as well as subsidiza- 
tion of retraining and relocation (Diamond [1982]). But commitment 
to eventual adjustment seems a necessity, since agents will forecast 
future government policy when contemplating a specialized invest- 
ment. Government commitment to "preservation" makes no private 
adjustment the rational and equilibrium response." Credible comrnit- 
ment to adjustment makes it possible for anticipations of government 

33. This would in fact appear to be the economic rationale for national-defense objections 
to full-fledged free trade. 

34. Alan Deardorff has pointed out further that government commitment to "eventual" 
adjustment makes waiting the rational private response. 
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reaction to alter ex ante allocation decisions. Thus sunk costs are not 
really sunk costs, as Eaton and Grossman (198 1) emphasize. 

Of course trade policy may not always be the ideal insulator of an 
economy from unforeseen divergences from international trends, nor 
the most desirable catalyst of adjustment from trend to trend. For 
example, a less wasteful alternative for achieving the same goal 
might be a domestic loan and insurance scheme for firms and work- 
ers, providing benefits (contingent on participation and payment of 
premiums) dependent on the state of competition from abroad. Under 
such a program, buyers would continue to enjoy the benefits of low- 
priced imports and incentives for factor reallocation would be pre- 
served. In order to avoid problems of moral hazard, payments could 
be triggered by market conditions that lie outside the control of the 
decisionmakers involved. In industries where such indicators were 
not readily observable, trade policy might still have a second-best 
role. Other alternatives to trade policy as insurance are discussed in 
the next section. 

When trade policy does function as insurance, it will impede 
adjustment least if it is explicitly temporary. It should also provide no 
unconditional windfall gains.35 In fact, revenue-generating protec- 
tion (tariffs, surcharges, auctioned quotas) has the potential to pro- 
vide funds for underwriting desired adjustment (e.g., retraining, 
retooling, and relocation, such as rewarding workers who leave des- 
ignated declining industries to accept employment in other indus- 
tries. 36 

The whole discussion of trade policy as insurance of course rests 
on the observation that insurance markets are incomplete and capital 
markets are imperfect. Then international trade that causes larger 
unanticipated deviations of costs, revenues, and profits may also 
cause larger incidence of financial insolvency for firms that are still 
viable in terms of underlying trends. If insolvency is a boon, imply- 
ing only a transfer of ownership and a shaking out of the least viable 
operations in the still viable firm, then there is no case for interven- 
tionist trade policy. If insolvency is a bane, implying waste of 

35. There is reason to believe that productivity slippage due to resource diversion toward 
lobbying and rent-seeking is far greater than the slippage due to more familiar resource misallo- 
cation. In simulation extensions of Magee and Brock (1981), Magee reports resource diversion 
resulting from trade policy as high as 25 percent of total factor endowments, with only minus- 
cule resource misallocation. 

36. See Hufbauer and Rosen (1983) for an application of this idea to U.S. policy. Dore 
(1982) defends exit-adjustment incentives in a British settlng. 
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resources through indivisibility or immobility, then trade policy may 
be defensible if it reduces the frequency or severity of unanticipated 
international disturbances. , 

Even in the absence of discontinuous change or cataclysm such as 
insolvency, trade policy may still be defended as a second-best 
means of establishing insurance markets or alleviating imperfections 
in the capital market. Eaton and Grossman (1981)~~ demonstrate how 
a policy commitment to tax imports when world prices would other- 
wise shift domestic resources from importables to exportables, and to 
subsidize exports in the converse case, will meet the implicit desire of 
individuals to insure themselves against losses. Furtherinore, Eaton 
and Grossman demonstrate the superiority of a permanent, inflexible 
tariff over free trade in regimes of unanticipated shocks to interna- 
tional prices. 

In these regimes, the importance of anticipating trade policy cor- 
rectly is easily seen, as discussed above. Information about trade- 
policy intentions and forecasts of trade-policy actions have the same 
kind of economic value to firms and individuals as information about 
market conditions. Anticipated trade policy can influence economic 
decisions as dramatically as the realization of the trade policy itself. 
Investment in equipment, worker training, and plant expansion are 
all examples of decisions that can be influenced by anticipations of 
trade policy. Richardson (1 982b) and Eaton and Grossman (1 98 1) 
illustrate the potential for a kind of "leading adjustment" to trade 
policy that has the virtue of being controlled by expected prices, 
costs, and profits, all of which are flexible and able to contribute to 
market clearing, and none of which seem likely to be distorted in any 
systematic or undesirable way. Thus adjustment costs associated 
with transparent, forecastable trade policy may be minimal. 

Alternatives to a more active U.S. trade policy 
Trade policy analysis obviously becomes more realistic by incor- 

porating such ubiquitous distortions as imperfect competition and 
missing insurance markets. But that step toward realism does not by 
itself necessarily make stronger the case for active trade policy. 
There may still be superior policies for coping with industrial change 
in a competitively and temporally distorted world. 

Alternatives to trade policy may be superior in several dimensions. 

37. See also Cassing, Hillman, and Long (1982). 
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They may avoid inevitable but wasteful side effects of trade policy. 
They may require fewer resources to legislate their advent or to over- 
see their administration (that, among other things, what political fea- 
sibility implies). They may hit desired targets with more accuracy. 
They may avoid setting unfortunate precedents and perverting pro- 
ductive incentives. When alternative policies have all these traits, 
then trade policies are simply silly and bad. They are like Rube Gold- 
bert contraptions compared to finely tuned machines. When alterna- 
tive policies have only some of these traits, however, then trade poli- 
cies may begin to make sense. When they have none, then trade 
policies are themselves superior (first best). 

In this section of the paper, we examine some policies for indus- 
trial change that are closely related to trade policy. The crucial ques- 
tion for research and governance in coming years is whether or not 
they are superior to trade policy. 

The &st alternative is to rely on market forces despite their distor- 
tions, that is, to have no active policy of any kind. Doing something 
is not always better than doing nothing, even when the problems of 
industrial change are severe. When markets fail, govemments may 
fail worse. 

Yet a case is made that market-based adjustment in the U.S. is 
working less and less well, due to the large size of recent international 
shocks, and due to fundamental changes in social attitudes and insti- 
tutions. Labor adjustment policies are discussed as a desirable alter- 
native (or supplement) to active trade policy. Adjustment policies for 
firms are argued to be generally undesirable in contrast to labor 
adjustment policies. 

Exchange-rate stabilization is discussed as an appealing alterna- 
tive to active trade policy - appealing for firms especially, and indi- 
rectly for their workers. Firms view exchange rates, unlike other 
aspects of their international competitiveness, as beyond their ability 
to control and possibly even to fathom. The unanticipated component 
of their volatility leads to increased interventionist pressure. 
Exchange-rate stabilization might satisfy firms' as much as trade pol- 
icy. Brief reference is made to methods of stabilization, including 
intervention in the foreign exchange market, which is argued to work 
as long as the government's target is credible. 

Macroeconomic policy renovation, discussed above, is mentioned 
briefly again as a compelling antidote to hyperactive trade policy. 
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Market reliance ("Our policy is to have no policy") 

Reliance on markets to provide adkquate adjustment incentives 
during industrial change is a fashionable alternative to trade policy in 
the U.S. today, at least in ideology if not in practice: 

Adjustment assistance [does not of itself3 effectuate adjust- 
ment. It is U.S.  policy to place primary reliance on market 
forces to facilitate adjustment in affected industries. . . . 

A better solution to the problems associated with shifts in 
competitiveness is to promote positive adjustment of econo- 
mies by permitting market forces to operate. 

Ambassador William E. Brock 
U.S . Trade ~epresentative~' 

But just how effective is the "market for adjustment"? Does it 
succeed reasonably well or fail? Do government adjustment pro- 
grams succeed better or fail worse? Aho and Bayard (1980), pp. 367- 
71, provide a useful introduction to these questions in the context of 
U.S. trade adjustment assistance for workers. Their litany of prob- 
lems with market adjustment is familiar, and worth repeating: imper- 
fect information, uncertainty, incomplete factor mobility, wage- 
price rigidities, and insufficient access to the capital market to 
finance the capital investments (human as well as physical) that are 
the concomitants of adjustment. One reason that it is worth repeating 
is that some of the elements are reflections of social attitudes and 
institutions that are not very responsive to economic policy. These 
attitudes and institutions may exact a sobering economic cost if they 
impede the ability of the market to administer adjustment adequately. 

Only one cautionary note needs to be added to the litany of prob- 
lems. Even with the problems, U.S. markets for adjustment have 
probably worked fairly well until now in practice. Furthermore, mar- 
ket forces will always be sufficient to generate acceptable adjustment 
if there is an adequately large margin of workers and firms, even a 
minority, with adequate information, confidence, ambition, accept- 
ance of risk (observe how these personal attitudes are the counter- 
parts to the apparently impersonal forces labelled uncertainty, 
incomplete factor mobility, and wage-price rigidities), and access to 
the capital market. Only the margin matters. Characteristics, histo- 

38. Opening statement to the Joint Oversight Hearing of the Senate Committee on Finance 
and the Senate Committee on Banking, Hous~ng and Urban Affairs, July 8,  1981, quoted at 
greater length by Gray, Pugel, and Walter (1982), endof Chapter 3. 
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ries, and personalities of the average worker and firm do not.39 
With that note of caution in mind, there are two potential dangers 

in leaving adjustment to industrial change to be achieved in the mar- 
ket. The first is that the international fluctuations that will be experi- 
enced in the 1980s may be so much larger than those of recent history 
that they will overwhelm the margin of workers and firms who adjust 
to market signals. It may then be desirable for policy to mediate the 
adjustment to the extent that the market cannot. 

The second potential danger is that U.S. attitudes and institutions 
may change in such a way that the margin is narrowed, and even 
moderate fluctuations cannot be accommodated by market adjust- 
ment. Attitudinal and institutional sclerosis seems to be the "Euro- 
pean disease. " (Blackhurst et al. [1977], pp. 44-52, provocatively 
entitle one section "Protection and the Refusal to Adjust.") There 
are signs that Canada has caught it, and that the U.S. has been 
exposed. In today's Congress, there is fundamental questioning of 
market reliance in U.S. international economic transactions, with 
surprising support for a negotiated world trade structure that would 
administratively constrain and channel global market forces 
(Richardson [1982c], point 60). And Congress may be faithfully rep- 
resenting a shift in social attitudes and institutions that includes: 
b a decline in intellectual curiosity and increasing satisfaction 

with shallow and indulgent education, such that uncertainty and 
speculation displace information and reasoned judgment. 
increasing expansion of rights at the expense of contingent priv- 
ileges, positions, and property-contingent on performance - 
such that perceived entitlement to a particular job at a particular 
salary level in a particular community precludes all but a sem- 
blance of mobility and rigidifies wages, work conditions, and 
promotion paths. 
higher real interest rates, crowding out, and credit limitations 
relating to wealth inequality, all of which constrict the availabil- 
ity of capital-market resources for physical investment and for 
human investments in retraining and relocating. 

Each of these attitudinal and institutional shifts intensifies the dis- 
tortions that impede the market adjustment mechanism.- imperfect 
information, uncertainty, incomplete factor mobility, wage-price 

39. Dore (1982) provides some engaging profiles of the easy adjustment undergone by 
firms and workers on the margin of adjustment to international competitive forces. 
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rigidity, and insufficient capital-market access. If little can be done 
about these shifts in the short run, then it may be desirable to have 
short-run policies that re-expand the margin of workers and firms that 
adjust, and policies with effective incentives to do so. It is anomalous 
that the social shifts so frequently decried in conservative diagnoses 
also undermine the conservative prescription for relief. Recourse to 
the market alone for adjustment may be ineffective without comple- 
mentary government adjustment programs. 

Government adjustment programs 

Trade-related manpower policies and capital-transformation poli- 
cies are worth consideration as alternatives to more active trade poli- 
cies 

With respect to workers, adjustment-centered programs to replace 
moribund Trade Adjustment Assistance (TAA) seems to have poten- 
tial. TAA in the U . S. is generally acknowledged to have been more a 
compensation program than an adjustment program (Corson et al. 
[1979], Aho and Bayard [I98 1,19821, Richardson [1982a, 1982dl). 
 it it was not devoid of adjustment stimuli. One of the less appreci- 
ated impacts of the U.S. program on labor market adjustment was its 
signalling dimension (Richardson [1982d], pp. 3-9). If it did nothing 
else, TAA certification signalled to employers and workers that a 
plant or firm was under important competitive pressure from imports. 
And it did this without significantly impeding similar adjustment sig- 
nals from the market itself - wage, employment, price, and sales 
trends remained roughly as they were. Furthermore, there is an 
empirical suggestion that more generous TAA compensation 
increased the efficiency of job search, so that the first job taken after 
separation seemed to be a "better match" for the worker (Richardson 
[1982a], p. 350). 

A sensible U.S. trade adjustment policy for workers in the 1980s 
might nevertheless put more weight on adjustment and less on com- 
pensation than historical TAA programs. To be considered as poten- 
tial component of such a program are: 

Extension of existing U. S. employment subsidy programs, such 
as targeted job credits, to workers certified as having been per- 
manently (not temporarily) displaced by trade. 

40. General manpower and capital-formation policies are treated in conference papers by 
Wachter and by Bosworth. 
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Self-financing and voluntary loanlinsurance programs for the 
same kind of worker to underwrite retraining and may be relo- 
cating. 
And conditional extensions of unemployment benefits beyond 
normal for trade-displaced workers - conditional, for exam- 
ple, on employed workers and firms bearing some sizeable por- 
tion of the extra financial burden through negotiated cost-shar- 
ing. ,In addition, a new trade adjustment program should avoid 
clear shortcomings in the administration, eligibility, and design 
of past TAA programs. Aho and Bayard [1980], pp. 21-28, 
make helpful suggestions along these lines. 

With respect to firms in distinction from their workers, the poten- 
tial for trade-related adjustment programs seems weaker. Capital 
markets are national and international; labor markets are local. Risk- 
taking owners of capital are presumably better informed than workers 
about prospects for international industrial change, and also about 
more lucrative employment of their resources by moving to other 
industries. They have thus more opportunities to diversify than work- 
ers. Firms are supported (or confronted) by financial intermediaries 
with multinational scope or contacts who are presumably even better 
informed than the firm about international and inter-industry pros- 
pects. Except perhaps for gargantuan, highly risky endeavors with 
long start-up periods and economically disenfranchised future bene- 
ficiaries, one can argue that financial markets assess more or less cor- 
rectly the relative productivities of alternative firms and projects. 
Therefore, government programs to encourage modernization and 
product diversification by irade-pressured firms probably indenture 
workers and managers to an institutional shell that was revealed by 
the market already to be comparatively unsuccessful. (If it had been a 
successful firm, modernization and diversification would presum- 
ably have been profitable for it without government encouragement.) 
There seem to be few economic reasons for preserving institutions, 
especially unsuccessful ones, in contrast to preserving the skills and 
well-being of individuals. So it would seem more productive to allow 
firms to die rather than to modernize or diversify, after which diversi- 
fication does take place. But it will be individual-by-individual diver- 
sification by employees of the dead firm - into new skills, new 
responsibilities, and relatively more successful institutional shells 
(firms). The upshot of this argument is of course to cast doubt on the 
wisdom of all government programs aimed at the survival of firms 
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rather than their exit.4' 

Exchange-rate stabilization 

U.S. efforts to stabilize exchange rates can be defended as an 
important alternative to active trade policy. Bergsten [1982], p. 4, 
suggests that "throughout the postwar period, dollar overvaluation 
has been the single most important 'leading indicator' of an outbreak 
of protectionist trade pressures in the United States." He and Wil- 
liamson (1982) expand on how both misalignment (even undervalua- 
tion) and oscillation breed protectionist pressure. If the point is 
granted, of course, the key question is how to stabilize exchange 
rates. That is addressed briefly at the end of this subsection. 

Over long enough periods of time, pressures for trade policy are 
unaffected by exchange rates. That is because ratios of wages, 
profits, and prices - in one sector relative to another and in one 
nation relative to another - respond only temporarily to exchange 
rates. These non-monetary ratios are ultimately the real measure of 
distributional equity and the real source of protectionist pressure. The 
monetary level of wages, profits, and prices doesn't really matter 
much. No worker, manager, shareholder, or creditor sees gross ineq- 
uity or need for government protection when his or her wages and 
income rise as fast as prices, and when foreign wages, prices, and 
incomes rise at the same rate. 

But over shorter periods of time, exchange-rate fluctuations can 
cause real adjustment and injury - in much the same way as mone- 
tary policy does. And when exchange rate fluctuations are recurrent, 
sharp, and unpredictable, they can lead to recurrent, sharp, and unde- 
sirable shifts in income distribution and in resources (see, for exarn- 
ple, Artus [1982], p. 6 ,  or Deardorff and Stem [1982]). Unantici- 
pated exchange-rate volatility has all the unfortunate features of 
unpredictable monetary policy. Both can create hardship and send 
misleading and wasteful price signals to economic decisionmakers. 
Thus exchange rates are not irrelevant for trade policy even though 
they may be neutral in their long-run effects. Changes in the level or 

41. An untraditional exit-adjustment program for firms has been proposed by Hufbauer and 
Rosen (1983). A trade-pressured firm's owners would be essentially bribed to leave their indus- 
try (although not their geographical region) by government purchase of capital equipment at 
some negotiated value. The source of funds for such purposes would be increased tariff reve- 
nues from conversion of U.S. non-tariff import barriers to tariffs. 
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even the trend of an exchange rate may be ultimately innocuous; 
changes in its variance or predictability are not. 

For example, an increase in unanticipated exchange-rate volatility 
may cause financial failure for firms that are still viable in terms of 
underlying trends. This can occur when intertemporal capital-market 
imperfections set practical limits to the losses consistent with any 
firm's continued survival. Each firm views itself as having very little 
influence over exchange rates. (Corden [1980], p. 176, suggests that 
firms think of their movement as "acts of God. ") Yet firms are pain- 
fully aware of exchange-rate influences on them. Depreciation and 
appreciation due to asset market flux cause ebbs and flows in compet- 
itiveness, cash flow, and long-term prospects. 

Thus unanticipated exchange-rate volatility may heighten corpo- 
rate, sectoral and even collective political pressure for protection, 
especially quantitative trade barriers. Quantitative trade barriers 
shrink the variance of international competitiveness, as well as 
changing its mean. Tariffs (more accurately ad valorem tariffs) affect 
only the mean (Richardson [1983], p. 21, Aizenman [1983]). 

Successful policy to stabilize exchange rates would obviously 
eliminate the need for trade policy to compensate for volatility in 
international competitiveness. Furthermore, exchange-rate stabiliza- 
tion would eliminate the inevitable resource waste and incentive 
costs that would occur from having adopted relatively rigid, long- 
lived trade policies to solve a problem that was inherently tempo- 
rary.42 Moreover, the policy apparatus necessary for the United States 
to at least modulate exchange rates already exists. Resources neces- 
sary to administer new trade policies (except tariffs) would have to be 
diverted from other productive activities. Finally, most methods of 
exchange-rate stabilization, unlike trade policies, create few incen- 
tives for resource-diverting rent-seeking.43 

On all these counts, stabilization of exchange rates appears to be a 
desirable alternative to new varieties of protection. But how exactly 
could U.S. policy stabilize exchange rates? The most general answer 
is that it would help for the Federal Reserve System to decide and 

42. See the second paragraph of this subsection. 

43. Neither this point nor the previous one is necessarily true of exchange-rate stabillzatlon 
that is carried out by exchange and capital controls. These instruments are more typical, of 
course, of developing countries, and not likely to be adopted in the U.S. Some proposals for 
reducing exchange-rate volatility, however, such as a uniform tax on all foreign-exchange-mar- 
ket transactions and other sand-in-the-financial-wheels recommendations are a kind of capital 
control, but without significant admin~strative cost or rent creation. 
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then simply to announce that a relatively stable dollar was one of its 
goals in establishing U. S. monetary policy. It might help further, if 
governments could agree, to have several central banks announce 
jointly that exchange-rate volatility would influence their monetary 
initiatives, then to issue joint reports periodically on how it had.44 
Finally, official U.S. intervention in foreign exchange markets is 
worth reconsidering. Unsterilized intervention is really no more than 
monetary policy - open market purchases and sales of official 
reserve assets - so that it adds nothing except credible action to the 
suggestion that stable exchange rates be one of the goals of U.S. 
monetary policy. Sterilized intervention, by contrast, is an indepen- 
dent instrument for influencing exchange rates, recent official 
research notwithstanding. It inevitably changes the shares of domes- 
tic and foreign assets in the portfolios of the general public, and will 
change relative asset prices, including exchange rates, for the same 
reason that any shock to relative asset supplies does.45 

Unsterilized intervention is not without its problems, however. 
Two problems are often said to confront any regular and significant 
unsterilized intervention. One is that official reserves are inadequate 
to, cope with massive cross-boundary portfolio reallocations. The 
second is that no matter how large official reserves were, rational 
expectations of the government's intervention, based on knowledge 
of its policy reaction behavior, would cause the intervention to be 
ineffective. It is rarely observed that both of these problenls are deriv- 
ative, not primary. They are themselves caused by a fundamentally 
deeper problem: the incredulousness with which the market greets 
government exchange-rate targets and commitments. Suppose 
instead that governments were really believed in their exchange-rate 
commitments, and that they really took policy action consistent with 
those beliefs in order to ratify them. Then the payments mechanism 
would work much as it did under the gold standard, although not nec- 
essarily with fixed exchange rates. Massive portfolio reallocation 
might indeed take place. And the government's policy reactions 
would be indeed transparent to rational forecasters. But any massive 

44. This is a much weaker proposal than Ronald MacKinnon's (most readily accessed in 
two New York Times columns, Jan. 23 and 30, 1983) but in the same spirit. 

45. It is curiously inconsistent (although understandably self-serving) for the U.S.  govern- 
ment to imply (e.g. United States [1983a], pp. 68-69) that the U.S. asset swaps called monetary 
policy somehow matter, whereas the asset swaps called unsterilized U.S. foreign-exchange- 
market intervention would not. 
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capital movements based on rational expectations would themselves 
stabilize the exchange rate around the government's credible target. 
Little actual intervention would be necessary. By contrast, if the tar- 
get is incredible, no amount of government intervention will suc- 
ceed. The real problem is thus the stability and credibility of govern- 
ment financial policy, as discussed in Section 4 above. Stability and 
credibility seem to be as much a prerequisite for policy effectiveness 
as they are for personal effectiveness. 

Macroeconomic renovation 

In this regard, mention might be made one more time of the general 
renovation of macroeconomic policy discussed above. Its main 
attraction to the U.S. today may not be macroeconomic at all, but 
rather the deterrence of wasteful, incongruous, and indenturing sec- 
toral policies that would be adopted in understandable desperation if 
macroeconomic performance does not improve. Among other 
improvements, lower real interest rates, brought about by improved 
future budget forecasts, would assist adjustment to industrial change 
in a very natural way. Lower real interest rates would facilitate the 
market's ability by itself to provide adequate adjustment, through 
capital formation and transformation, and through labor retraining 
and relocation. 
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Commentary 

C .  Fred Bergsten 

U.S. trade and the dollar 
David Richardson's paper addresses comprehensively the major 

issues now confronting U.S. trade policy, defined, properly, to 
encompass a wide range of international and domestic measures 
adopted by the government which affect trade flows. I agree with 
most of its major conclusions. However, the paper lacks focus and a 
clear sense of priorities - and it comes to no clear-cut conclusions. 
My own comments will thus emphasize what I regard as the most 
important problem now facing U.S. trade, and the policy changes 
needed to remedy that situation. 

In my view, the United States today has a very severe trade prob- 
lem - a problem which at least begins to run the risk of fostering 
deindustrialization of the U . S . economy. That problem is not related 
to pernicious practices by Japan Inc. or other foreign countries. Nor 
is it the lack of a level playing field; there is no conclusive evidence 
that trade distortions (however defined) are higher abroad than in the 
United States. The problem is not our own lack of an industrial pol- 
icy, though there are several steps normally included under that 
rubric which the United States could and should sensibly undertake 
(see below). 

Indeed, the United States until quite recently had no major trade 
problem. In his paper for this conference, Lawrence shows for the 
decade of the 1970s that trade in no way contributed to any "deindus- 
trialization" of the United States. During the more recent past, U.S. 
trade performance was even better. From 1978 through 1980, U.S. 
exports grew twice as fast as world trade. The United States regained 
a share of world manufactured exports that it had last held in 1970. 
Our current account improved by more than $15 billion despite a rise 
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of more than $35 billion in the cost of oil imports - a gain of more 
than $50 billion on everything else. The trade balance in manufac- 
tured products rose to its highest level ever, except for 1975 when the 
sharp domestic recession severely depressed imports of manufac- 
tured products. It would be extremely difficult to conclude that the 
United States faces any fundamental problem of international com- 
petitiveness. 

Since early 1981, however, the United States has developed the 
major trade problem to which I refer - the massive overvaluation of 
the dollar in the exchange markets, compared with the underlying 
competitive relationship between the United States and its major 
rivals in international trade. Richardson cites the difficulties caused 
by volatile exchange rates for traders, but the greater problem by far 
is the misalignments which seem to have become so endemic in 
recent y&s. The current misalignment has produced a stunning loss 
of price competitiveness for all U.S. products which compete inter- 
nationally, either in the U. S. market itself or abroad. 

The traditional method for calculating the extent of such misalign- 
ments is based on the concept of purchasing power parity. A base pe- 
riod is selected when equilibrium is judged to have existed in the past, 
and the contemporary equilibrium rate is then derived by adjusting 
for differences in inflation rates between the two countries concerned 
in the intervening period. Using variants of this approach, a range of 
analysts have concluded that the dollar is presently overvalued by a 
trade-weighted average of 15-25 percent. 

All purchasing power parity calculations suffer, however, from 
the arbitrariness inherently involved in regarding any previous period 
as representing "equilibrium." My colleague John Williamson has 
thus employed an alternative approach, in which he first calculates 
the exchange rate changes needed to actually achieve current account 
equilibrium - defined as the counterpart of underlying net capital 
flows and adjusted for differences in cyclical positions - for the five 
major industrial countries in 1976-77. He then brings these rates for- 
ward to the present, adjusting for structural changes which may have 
occurred in the meanwhile (such as the second oil shock, which hit 
Japan particularly hard) as well as inflation differentials. Williamson 
concludes that the dollar is overvalued by about 24 percent in trade- 
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weighted terms and, as shown in the accompanying table, by 20-30 
percent against the yen and DM': 

TABLE 1 
Exchange Rates for the Dollar 

Fundamental equilibrium rate Market rate 
(September 1983) (September 12, 1983) 

Yen 205 243 
DM 2.04 2.65 
pound sterling 1.58 2.50 
French franc 6.05 8.00 

The impact on U.S. trade of such a currency misalignment is 
equivalent to placing a tax of 20-25 percent on all U.S. exports and 
paying a 20-25 percent subsidy on all imports coming into the United 
States. Traditionally, our trade balance deteriorates by about $3 bil- 
lion for every percentage point loss in U. S. price competitiveness. A 
deterioration of $60-75 billion should thus be expected. Since our 
merchandise trade is in deficit by about $25-30 billion when our cur- 
rent account is in equilibrium, as was in fact the case during 1979-8.1, 
it should be no surprise that this deterioration will take the U.S. mer- 
chandise deficit close to $100 billion by 1984 - as recently forecast 
by administration officials - or even beyond. .The corresponding 
current account deficit would be on the order of $75 billion, five 
times the pre-1983 record.' 

The effects on the U.S. economy of the deterioration in the trade 
balance have already become severe. Updating Richardson's Table 
1, the trade balance in manufactured goods deteriorated by $50 bil- 
lion (annual rate) between 1980 and the first five months of 1983. 
From the first quarter of 1981 through the fourth quarter of 1982, the 
closest quarterly approximation to the recent recession, the deteriora- 

1. John Williamson, The Exchange Rate System, Washington: Institute for International 
Economics, September 1983, esp. Table 11. 

2. The actual merchandise trade result could be even worse due to cyclical factors, if the 
United States continues to lead the world recovery, and because the continuing debt problems of 
countries which represent major U.S. markets (especially in Latin America) will inhibit their 
purchases from the United States. On the other hand, the recorder numbers may overstate the 
current account deficit by counting some U.S. services exports as "errors and omissions"; the 
magnitude of this statistical difficulty has been estimated as high as $15-20 billion in Morgan 
Guaranty, WorldFinancial Markets, May 1983. Even allowing for such a data problem, how- 
ever, the current account deficit is clearly soaring to very high and record levels. 
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tion in net exports equalled more than three-quarters of the total 
decline in real U:$.,GNP - despite the sharp decline in oil imports 
and the fact that inall previous postwar recessions, except 1958, the 
U.S. trade balance,!has improved sharply in the face of domestic 
reces~ion.~ . i:* 

Moreover, theisituation is becoming much worse. The further 
deterioration expected in 1983 and 1984 would take about one per- 
centage point off,the GNP recovery in each year. By the time the mer- 
chandise deficit hits $100 billion, it will have cost the economy about 
2 million jobs - mainly in the manufacturing sector. 

The impact is also pervasive across U.S. industries. Numerous 
high-technology firms such as Hewlett-Packard, TRW, and Wang 
have testified to the adverse effects on them of the overvalued dollar. 
Since much of oiir.future growth is likely to rely on such firms, the 
long-term o~tlook.~for the economy is jeopardized, as indicated by 
Bosworth duringrthe discussion of his paper. 

The possible long-term impact of dollar overvaluation is now 
becoming of particular concern, as it persists into a third year and as 
official administration spokesmen suggest that it may be a quasi-per- 
manent phenomenon. Martin Feldstein argues that "dollar strength" 
will continue as long as. huge deficits remain in the federal budget, 
with resulting higb' U. S. interest rates, and budget director David 
Stockman has admitted that those deficits are likely to persist "as far 
ahead as  the^ eyeitcan see".4 Under such circumstances, as in the 
1960s, we could anticipate growing offshore sourcing and foreign 
rather than domesti,c,investment by American firms. 

Beyond these sect effects on the economy, such severe dollar 
overvaluation is a-ipotent source of pressure for protectionist trade 
policies. Indeed, the postwar history of U.S. trade policy suggests 
that dollar overvalyation (as in the late 1960s to early 1970s, in the 
mid-1970s, and now) may be the most accurate leading indicator of 

dl1 

3. There were of couis'ei several plusses and minuses among the GNP components, so it 
would be incorrect to say that the decline in real net exports "caused" 78% of the recession. 
However, the trade decline was about twice as great as the housing decline and was by far the 
biggest single factor in the downturn. 

., , ,.>, 
4. Feldstein has in fact argued that dollar overvaluation and huge trade deficits are desirable 

in a second-best world of huge budget deficits, because only the corresponding inflow of capital 
from abroad can avoid crowding out. However, it is hard to see how such avoidance would off- 
set the adverse effects on. the investment plans of American industry of a quasi-permanent 
undermining of its international competitive position. 



Commentary 31 7 

an outbreak of new import controls (and export subsidies).' 
This impact of dollar overvaluation has already begun to appear 

extensively. Despite its free-trade rhetoric, the .Reagan administra- 
tion has moved to restrict imports sharply in at least a half-dozen 
industries: autos, textiles and apparel, sugar, steel, specialty steel, 
and motorcycles. Indeed, the administration is victimized by a funda- 
mental policy contradiction: its complete neglect of the currency 
problem fatally undermines any prospect for effebtive implementa- 
tion of its laissez-faire preferences regarding trade' policy. 

kb!. 
Policy proposals , . 

The central issue for U. S. trade policy is thus the continuing (and, 
as of this writing, growing) overvaluation of:.the dollar in the 
exchange markets, and what can be done about it. The most decisive 
policy step available is immediate action to reduce substantially the 
prospective ("outyear") deficits in the government budget, which 
would take pressure off interest rates directly and permit more expan- 
sionary monetary policy by the Federal Reserve2 without rekindling 
inflationary expectations. Such a reduction in1tU.S. interest rates 
(unless fully matched by reductions in foreign interest rates, which is 
unlikely) would limit, and probably reverse, the,inflow of, capital 
which has been a major element in pushing the dollar to such exces- 
sive levels. :]in 

I am quite pessimistic about the prospect for meaningful action on 
the budget, however. If the recovery continues; there will be no 
incentive to alter policy. If the recovery fa1ters:rJfew voices would 
support a reduction in fiscal stimulus. Only ar.6$rther sharp rise in 
interest rates themselves, which would almost certainly take the dol- 
lar to new highs and thus intensify the trade problem substantially, 
would be likely to galvanize the political compromises needed to 
construct a responsible U. S . budget policy. u f ~  

It may well be necessary, therefore, to deal with the currencyltrade 
problem more directly. Richardson is correct in noting that sterilized 
intervention could be quite useful as part of such.a!strategy . At a min- 

, . ) I :  3 

I 

.L .I 
5. See C. Fred Bergsten and John Williamson, "Exchange Rates and Trade Policy," in 

William R. Cllne, ed:, Trade Policy in the 1980s, Washington: Institute for International Eco- 
nomics, 1983. Such a relationship is easy to understand, since dollar overvaluation does in fact 
cause major competitive dislocation for a wide array of American~industries and thus fosters 
political coalitions in support of deviations from the traditional liberal U.S. approach to trade 
policy. *!..I 



318 C .  Fred Bergsten 

imum, such intervention - if carried out with conviction, on a sus- 
tained and internationally coordinated basis and with substantial 
commitment of resources - can keep the situation from getting 
worse by braking further dollar appreciation. Moreover, when mar- 
ket forces push rates in the proper direction, as they inevitably do 
periodically, skillful intervention can accelerate the pace and extent 
of corrective movement; for example, a golden opportunity to 
achieve yen-dollar equilibrium occurred in early 1983 when joint 
intervention could have built on the 20 percent strengthening of the 
yen which occurred between November 1982 and mid-January of this 
year. 

In addition, the United States will have to seek help from its major 
trading partners to correct the currency problem. Japan, for example, 
could quickly strengthen the yen by borrowing heavily abroad (and 
converting the proceeds to yen) and limiting, probably through 
administrative guidance, the huge capital outflows by Japanese firms 
and investors which have dominated Japan's current account and 
been the immediate source of yen ~ e a k n e s s . ~  Several major allies - 
notably Germany, Japan, and the United Kingdom - could help by 
adopting much more expansionary fiscal policies, as part of a coordi- 
nated effort to sustain the global recovery as well as to adjust the huge 
trade and currency imbalances.' 

For the longer wn,  we will need to move to an international mone- 
tary system whichis less tolerant of overshooting and misalignments, 
of which the current dollar overvaluation is the most dramatic and 
costly example. My preferred alternative is a system of "crawling 
target zones" under which the major countries would continually 
assess the ranges (of perhaps 15-20 percent) within which their cur- 
rencies should appropriately lie, adjust those ranges to account for 
inflation differentials and other changes in underlying competitive 
conditions (henceithe "crawl"), and commit themselves to take the 
actions necessary'to keep rates from moving outside those zones. 
One purpose of such a system would be to bring external pressures to 

6.  Details can be found in C. Fred Bergsten, "What to Do About the U.S .-Japan Economic 
Problem," Foreign Affairs, Summer 1982, updated in testimony of April 7, 1983, before the 
Senate Foreign Relations Committee. 

7 .  Details can be foundsin Promoting World Recovery: A Statement on Global Economic 
Strategy by Twenry-Six Economistsfrom Fourteen Countries, Washington: Institute for Inter- 
national Economics, December 1982, as updated and quantified in C. Fred Bergsten and 
Lawrence R.  Klein, "Assuring World Recovery: The Need for a Global Strategy ," The Econo- 
mist, April 23,1983. 
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bear to help prevent the emergence of policies as destructive to both 
national and international prosperity as the current~u. S . fiscal-mone- 
tary mix.' 

Other "trade policy" steps , .  

Finally, I would add a few words on other steps which would seem 
necessary to recreate a viable U. S. trade policy for the 1980s.' 

First, Richardson is clearly correct in calling for a new, worker- 
oriented, adjustment-centered program of government response to 
trade dislocation. The Trade Adjustment Assistance program, for all 
its shortcomings, represented a critical political component of U.S. 
trade policy for almost two decades. A renovation of that program, 
correcting its flaws but restoring its contribution tooverall trade pol- 
icy, is essential. lo I t  1 

Second, it is also essential to renew the process of international 
trade-liberalizing and rule-making negotiations. History shows that 
trade policy is like a bicycle: it either moves forward toward greater 
openness, in the general interest, or it topples toward controls under 
the pressure of narrow, sectoral forces. Moreover, there is a wide 
range of both old issues (such as agriculture, subsidies, and textiles) 
and new issues (such as investment and services).which require new 
international conventions and agreements. I believe that Richardson 
is too quick to give up on the prospects for forging new multilateral 
connections, though I have no objection to arrangements between 
smaller groups of countries if they advance thepaltimate objectives 
cited here. :$, 

Third, the United States should use its current trade policy tools - 
particularly countervailing and anti-dumping duties - aggressively 
against predatory practices of foreign governments and firms. Fortu- 
nately, we have remedies on the books to deal with most of the objec- A 

tionable practices - although further evolution may well be needed 
both in defining "subsidies" and in fashioning effective responses to 

!!J 

8. Details are in Williamson, The Exchange Rate System. 

9. Elaboration can be found in C. Fred Bergsten and William  cline, Trade Policy in the 
1980s, Washington: Institute for International Economics, November 1982. 

10. One set of proposals can be found in Gary Clyde Hufbauer and Howard Rosen, Manag- 
ing Comparative Disadvantage, Washington: Institute for International Economics, forthcom- 
ing. 
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them." Active use thereof is an essential component of any effective 
U. S . trade policy. 

Finally, there are certain steps we could and should take which are 
sometimes included under the rubric of "industrial policy."'* We 
clearly need to develop visions of where our major industries are 
going over the next 10 to 20 years, to see whether we like the pros- 
pects and to serve as a baseline against which policy proposals for 
those industries (including trade measures) can be judged. We need 
current analysis of the policies adopted by foreign governments to 
promote their industries, rather than coming in a decade or more later 
to try to address a problem that - if it ever existed - is much too far 
gone to remedy effectively. We need to coordinate the various poli- 
cies frequently taken toward a particular industry by different parts of 
our government. And we need to insist on an effective adjustment 
program by any ilidustry which gets government help, such as import 
relief, and monitor that program zealously to assure its implementa- 
tion. A new governmental entity could be created to carry out these 
functions, which in addition to its merits per se could provide a step- 
ping stone for more extensive "industrial policy" actions later if the 
modest initial efforts succeeded and if it became clear that a further 
effort were needed. 

1 1 .  See Gary Clyde Hufbauer, Subsidies in International Trade, Washington: Institute for 
International Economics, 1983. 

12. See my "What Kind of Industrial Policy for the United States?" Testimony before the 
Subcommittee on Economic Stabilization of the House Banking, Finance and Urban Affairs 
Committee, June 9,  1983. 



" .  

' .. ' . -. , Overview 

. , William Diebold 

! 

. d  ' 

This has been an encouraging conference for two reasons. 
First, things got clearer as we went along, which does not always 

happen in conferences. I do not mean by that thatpe  reached wide- 
spread agreement on policy; in fact I might see, a bit less consensus 
than Jerry Jasinowski did. I also do not mean that everything was 
simplified; this is a field in which true clarity is tosee complexity. 

The second reason the.conference was encouraging is that it saw so 
many able economists taking seriously some of the issues raised by 
this broad range of ideas that we call "industrial policy" for short. 
Paul Krugman said that in writing his paper on targeting he realized 
how unusual it was for an economist to be taking some of these issues 
seriously and dealing with them systematically. He is absolutely 
right, and I think that is deplorable. I hope this conference has per- 
suaded others that there are a number of important issues here worthy 
of careful criticism by professional economists. 

I understand why there has been reluctance on the part of econo- 
mists to deal with many of these issues. When I first got involved 
with this subject, three groups of my friends warned me not to waste 
my time. My old colleagues concerned with trade liberalization said 
that industrial policy'is nothing but a rationalization by which other 
countries seek to escape from their commitments to remove trade bar- 
riers and not to impose new ones. Businessmen told me that industrial 
policy was the means by which their foreign competitors were given 
unfair advantages through government help; they .were not in favor of 
industrial policy for the United States because it 'meant government 
intervention in their affairs. Then there were the-economists who, 
beguiled by macroeconomics, and by its elegance$nd its relative suc- 
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cess over the years, pointed out that there was no good theory, that the 
field was extremely messy and highly politicized. 

All three groups were right about industrial policy but wrong about 
the need to study;.it. The questions raised by industrial policy are 
extremely interesting. The forces behind industrial policy cannot be 
escaped. ~overnment officials, including trade people, and busi- 
nessmen and others are giving far more attention to the subject than 
ever before. Surely economists will not think it wise to leave such 
matters to interest groups, politicians, and, for that matter, political 
scientists - though I must say that these last are making fairly impor- 
tant contributions to our understanding of the subject. 

Distaste is no excuse for not studying something. Michael Wachter 
pointed out that concentrating on job displacement did not mean that 
he favored unemployment. For my part, I never had an initial obsta- 
cle to overcome. I first stumbled on this subject in the late '60s when I 
was pursuing some ideas about the ways in which U.S. foreign eco- 
nomic policy and the machinery for international economic coopera- 
tion did not appear to be keeping pace with changes in the world 
economy. In a book published in 1972 I said that some of the foresee- 
able difficulties that were going to make trade cooperation harder in 
the future than it had been in the past, and that would continue to 
plague efforts to reach international agreements about investment, 
were traceable to the kinds of measures that various countries called 
"industrial policy. "' When I was able to pursue this further in the late 
'70s, I found that,the situation had gotten worse and wrote a book 
arguing that unless we found a better way to deal with the clashes of 
national industrial.policies, the whole machinery for international 
economic cooperation would continue to erode and might well break 
down.2 I have seen,no reason in the last few years to change that view. 
When I look ahead it seems to me clear that the situation is almost 
bound to get worsk as national governments operate under the pres- 
sures of slow growth, high unemployment, little elbow room for 
adaptation, and so on. Moreover, it has already become reasonably 
clear that Americans can no longer treat industrial policy as simply a 
foreign practice to be censured where it appears abroad and resisted at 
home as somehow unAmerican. 

1. The United States hr;d the Industrial World. Praeger, for the Council on Foreign Rela- 
tions, New York, 1972, pp. 163-72,338. 

2 .  Industrial Policy as an International Issue (New York), McGraw-Hill for the 1980s 
ProjecUCouncil on Foreign Relations, 1980, 350 pp. 
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We can no more reasonably expect industrial policy to disappear 
than to get governments out of their economies. To act as if we could 
would be a new Pogoism of the economists, to recall.the term that Jeff 
Sachs used. (Incidentally, when after some debate' as to whether it 
would be understood, I used the Pogo quote in a paper on the clashes 
of national industrial pqlicies and their impact on trade cooperation, 
intended largely for a European audiknce, I found there was no diffi- 
culty about identifying Pogo's thought - though:possibly the refer- 
ence to Commodore Perry was not'recognized - but the idea was 
simply not accepted because there was Such confidence that most of 
the objectives sought by industrial policy were highly desirable, a 
condition which reminds me to state my concurrence with Robert 
Lawrence about the rather alarming state of European economic per- 
formance and policy thinking in these fields.) '? 

I 

The area of agreement : + I  

When I said that things had become clearer as the conference went 
along, I meant that one could summarize in a fairly few sentences a 
series of statements about structural change and industrial policy 
which seemed to represent the thinking of mostipeople who have 
taken part in the discussion (though perhaps in some cases the ideas 
were implied more than stated explicitly). At least; this is how I inter- 
pret what I have heard: i! t 

So far as structural change goes, we are vague. We all know there 
is a great deal of change, but we are not always clear when it is struc- 
tural. That word itself is used in a number of different ways. It is 
questionable how much is to be gained by a ger!ieral discussion. It 
almost looks as if one were usually better off defining ad hoc, if that is 
not a contradiction in terms.3 Perhaps there is some reluctance in cop- 
ing with this issue since by some definitions ?i~structural change 
would almost certainly invalidate some earlier calculations, at least 
so far as their use in making predictions. My hunch,is that there is also 
a difference in our approach according to whether even quite large 
changes take place slowly enough to be adaptedto quite smoothly or 
come with a troublesome impact. We are also agreed that it is often 

3. For some discussion of this problem, see my paper, "Adapting Econoniies to Structural 
Change: the International Aspect," International Affairs (London) October 1978, p. 583; and 
the passages on pp. 6,7, and 289 (and the sources cited there) of IndusirialPolicy as an Interna- 
tional Issue. This book also deals with a number of issues touched on in these comments, such 
as the scope of industrial policy and its relation to macroeconomic policy. 
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difficult to distinguish the structural from the cyclical, especially 
where the cycle.tums down. 

There are also~te,~inological difficulties with industrial policy. I 
used to begin talks on this subject by saying that you can have had an 
excellent education in the United States and never have heard the 
words. More recently I have had to add "until about two years ago, 
and now you cannot:'qpen a newspaper without finding them. The lat- 
ter situation is p;obably more confusing than, the former." While I 
sympathize with,:the frequently expressed view that it would be nice 
to have a better tern,, I suspect that no matter what term was adopted, 
it would soon be subject to the same confusion and abuse that now 
exists unless it were so narrow that it was no longer a valid descrip- 
tion of what we ,ge talking about. For my part I am content to take 
"industrial policy' :,as shorthand, which means that when we come 
down to particul&;ssues or cases we have to restate exactly what it is 
we are talking abgut. 

This last comment comes close to being one of the principal sub- 
stantive things that has to be said about this field. Industrial policy 
comprises many different kinds of activities, quite a few of them con- 
tradictory. Some industrial policies' resist change, some promote it, 
some try to ease :the adaptation of adjustment to external circum- 
stances by measurr; that make change politically and socially more 
acceptable and th,?refore more likely to take place than otherwise. 
Consequently one-,vannot sensibly be for, or against industrial policy 
as such; it is all a:question of measures and circumstances. Often 
industrial policies,,have an industry or sectoral focus but this is not 
essential. Productir\lty, labor mobility, the effect of R&D on national 
economic performpce, and even the incidence of uniform measures 
affecting taxes, in$~stment, or the environment - all can'be looked 
at under the indusaal policy rubric. 

Industrial polic4;js not altogether separate from other kinds of poli- 
cies. It tends to overlap other major fields, notably foreign trade pol- 
icy, taxation, and $nvironmental issues. It most decidedly is not a 
substitute for macy;oeconomic policy. How their complementarity 
may be assured raises an important set of issues; there is the interest- 
ing possibility that some measures of industrial policy may make 
future macroeconomic policies more effective than those of recent 
years. This does not mean that macroeconomic policy and industrial 
policy are so interconnected that they cannot be distinguished. A sim- 
ple formula is to say that up to a point macroeconomic policy reason- 
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ing says that what is needed is full employment, whereas industrial 
policy reasoning puts the stress on the kinds of jobs involved. 

It has emerged quite clearly that the United States, although it has 
nothing that could be remotely called a comprehensive or consistent 
industrial policy, engages in a large number of activities which in 
other countries would be called industrial policy. Sometimes these 
have very clear-cut structural or industrial policy purposes - e.g. to 
protect the steel and textile industry, or to support agriculture. But 
they often have inadvertent effects - such as the allocation of capital 
to activities that provide tax shelters - or major spillover effects 
going beyond the immediate purposes. A fuller understanding of 
what we do and a clarification of these matters is clearly an important 
element in industrial policy analysis for the United States. George 
Eads said in a paper for the Wharton symposium, edited by Michael 
Wachter and his wife, that some of our main difficulties come from 
existing government p ~ l i c i e s . ~  That is certainly true and reminds us 
that industrial policy measures may require stopping doing things as 
well as starting them. 

The many reasons for wony about how industrial policy would be 
carried out in the United States and the widespread skepticism as to 
whether the ends could be achieved by the means being proposed 
were repeatedly referred to. It is'cleh that this lesson of experience 
has to be taken very seriously. One needs to remember, however, that 
the alternative to poorly handled industrial policies with desirable 
objectives is not necessarily good policy or inaction. The United 
States is quite capable of providing selective protection, misdirecting 
investment, giving unnecessary tax concessions', and reducing its 
own ability to'adapt to structural change. It also has to be recognized 
that much of the push for industrial policy - there were references to 
how many people were seeking some new medicine - comes from 
the fact that other economic policies are not operating the way they 
should. It is also true that much of the case for "industrial policy" 
has been badly made but it does not follow that it therefore can be 
brushed aside or that simple general statements will suffice as rebut- 
tal. 

4. George Eads, "The Political Experience in Allocating Investment: Lessons from the 
United States and Elsewhere," in M.L. and S.M. Wachter, eds., Towards a New U . S .  Indus- 
trial Policy? University of Pennsylvania Press, 1981, pp. 453-82. 
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These last remarks might be said to be my editorializing and not 
quite an accurate summary of the common ground that has emerged. 
Perhaps that is also true of one more point that I think belongs here. 
Paul Krugman emphasized the importance of setting forth clear crite- 
ria before you judge the merits or potentials of any measure of indus- 
trial policy. That is eminently true of individual measures and of 
whatever collection or approach is being advocated. It sounds obvi- 
ous but isn't, especially since so much of the groping for an industrial 
policy for the United States involves quite different objectives on the 
part of different groups. Later in the Carter administration, when 
industrial policy became an active issue in the government, one 
young man who was assigned to write a paper called me up and asked 
where to start. I said, "Figure out what you want." "Of course," he 
said, "but . . .". "Not at all 'of course,' " said I. "Start with the 
objective, and then you will have guidance and criteria for judging 
the means." After all, the Japanese had it relatively easy; their con- 
cern has been to produce a modem industrial economy, and that has 
meant for most of the period catching up in one form or another. Now 
that they have arrived at that point, I think the questions of the future 
direction of Japanese policy are harder to answer. 

This seems to me a fair summary of themes that have received gen- 
eral support and little or no contradiction in the discussion. Some of 
you may say that I could have written that description of industrial 
policy before coming to the conference. That is true, but I must say 
that I have drawn satisfaction from the fact that so many able people, 
once they tackle some of these issues, seem to come out with some- 
thing like this. I only hope that my description commands the assent 
of others. I 

The task of economists 
Faced with this situation, what should economists do? Certainly 

they need to do something more sophisticated than simply saying 
"no. " It is not sufficient to confine the work of economists to macro- 
economic policies any more than it would be to abandon them. 

There is no eitherlor here. Without doubt, the best contribution 
that could be made to reducing the risks and difficulties of industrial 
policy is to get macroeconomic policies right. (I include in this 
exchange rate matters.) To do this would not only ease the pressures 
but make it possible to live with some of the costs of bad industrial 
policy. Most important of all, good general economic policy and 
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growth - as Jerry Jasinowski has emphasized - provide a setting in 
which many of the aims of industrial policies can be achieved without 
embarking on measures that may be difficult for the United States to 
carry out. Anything that increases opportunities helps. However, this 
is not what economists have been able to do very effectively in recent 
years, and I cannot say that I have heard sufficient agreement at this 
conference to suggest that the way ahead is clear. There are majori- 
ties and minorities on some major points, and they do not square with 
all of what is currently being done, but that is.something less than 
what is needed. . . , ': 

A good deal of what economists need to do in a situation in which 
industrial policy has become a live issue for the United States, in a 
way that it has not been for many years, is to do what they have 
always done. One point is to set up ideals of performance. That helps 
to measure departures from the ideals and to warn.about things that 
move in the wrong direction: But it does not doinuch good to act as if 
anything short of the ideal was totally unacceptable. We do not live in 
that kind of world. , , 

Surely most of the people in this room have at one time or another 
been parties to arrangements that were logically faulty but practically 
acceptable. Damage limitation is a very respectable and indeed 
important part of the contribution that economists and other advisers 
can make. 1 

As a matter of fact, there is no sharp line between damage limita- 
tion and positive influence intended to make ifidustrial policy mea- 
sures better than they would otherwise be. Thestarting place for all 
this is analysis', and here the economists have much strength. They 
are particularly good at tracing out costs that elude other people and 
thereby sometimes showing that policies are more likely to produce 
opposite results than those expected by their advggates (as was shown 
in several papers for this conference). Moreover, economists can 
show not only what the ostensibly free lunch cdsts but who pays for 
it. Now, the question of who should pay for the ffee lunch is a politi- 
cal or even moral question, but the clarificationr8s to who is paying 
helps to focus attention on the domestic conflicts of interest that are 
inherent in almost any measure of industrial policy. This is no news. 
It is a well-known fact, but it is one that tends.to be suppressed in 
more familiar fields, such as trade policy. Perhaps clear demonstra- 
tions can play a useful part in working out industrial policies. 

This kind of analysis is a continuing responsibility. Bear in mind 
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what Albert Hirschman said about the unexpected complications, 
costs, and results,of various development issues which, if they were 
fully known in advance, might have kept people from acting in the 
first place. As time passes, industrial policy measures - like many 
other economic measures - may come to operate quite differently 
from the way they did initially. In thinking about the right posture for 
economists in these matters, it is important to bear in mind that there 
are almost always some people who benefit from bad industrial poli- 
cies (and some economists who favor those policies), so that the trac- 
ing out of effects is a matter of considerable importance. It is true that 
the result may be to set some bad examples and lead others to say 
"me too," but that is another issue. 

The kind of analysis provided by the papers by Lawrence on the 
sources of structural change (or pressures on the American economy) 
and Bosworth on capital formation, along with Mansfield's report of 
his findings on different approaches to R&D, are exactly the sorts of 
things that are needed. It is useful to show that the United States has 
done better in the last decade than many people think - and that 
other countries have not done as well as is sometimes alleged - 
though "things afe bad all over" is not an adequate standard for 
American policy,.as Lawrence Klein and a number of others have 
pointed out in this conference. Much work on familiar subjects such 
as taxes, foreign trade, investment, prices, and wages is highly,rele- 
vant to the industrial policy debate and sometimes only needs small 
re-orientations to,be put in proper perspective. We have to be careful, 
of course, not to fall into the familiar trap of drawing board conclu- 
sions from studies, that have been deliberately kept narrow to be<man- 
ageable. Similarly, if you focus on one factor and show that "x" is 
not a sufficient cause for a certain result, that should not justify dis- 
carding it entirely .when moving on to study the possibilities of the 
next factor that might operate in conjunction with it. That would be 
like Peer Gynt peeling the onion until there is nothing there, or 
Bishop Berkeley looking only at attributes of the chair and not the 
thing itself. 

Some participants in the conference suggest that some advocates 
of industrial policy measures were ignorant of economics; others note 
that the inability of economists to give people assurances about the 
results of various actions created another kind of ignorance that has 
fueled some of the industrial policy argument. Closely related, or 
perhaps a third kind of ignorance, is the fact that there are all sorts of 
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things that we do not know as much about as we:would like - or as 
we used to think we did. Our failure to understandsomething as basic 
as productivity any better than we do might seemialmost a scandal, 

I although it is a tribute to the honesty of the profession that we so 
clearly confess this. What looked like established1 connections are 
sometimes thrown into question when we shift frdm'sustained growth 
to recession and instability. Even those familiar characters, savings, 
investment, and taxes, are not always speaking the dialogue that used 
to be assigned to them, as is shown by Bosworth.'~ paper and some 
others. Perhaps the time has passed when too many of us would keep 
reaffirming our belief that the old verities of macroeconomic policy 
would reassert themselves, but until new relationsrare verified it is 
hardly surprising if people should look for answersfin other fields - 
and think they have found them in the direct action!that characterizes 
many industrial policy proposals. . , 3  1 

Maybe thinking is moving along in the right direction. Certainly 
there were some signs of that in this conference. Economists do better 
when pushed than when left alone. Still, to deal adequately with 
industrial policy issues, they will have to study some problems that 
have not been very popular before. For example; E think there should 
be a revival of the respectability of studying particular industries, 
something that has been out of fashion for yearsi~There are all sorts of 
difficulties with pursuing this course, involvirig drudgery, data, 
secrecy, objectivity, and the accumulation 06:ihtellectual capital 
(what does one know if one knows only steel?), it seems inescap- 
able. Otherwise the only ones who know anythiM will be the inter- 
ested parties; that is one of the traps of sector-fociised industrial poli- 
cies. A judgment on what should be done aboutiany major American 
industry is unlikely to coincide with the viewspoPthose in the indus- 
try. But it is a fallacy to say, "surely governinent officials cannot 
know better." True, as of now; less true if we keep having problem 
industries and decide that the national interestlneeds looking after; 
unnecessary if industrial policies are pursued witli the close involve- 
ment and advice of businessmen, bankers, users, and others. Is there 
any good reason why investment bankemand government officials 
should not be able to walk the same road - up.to;a point? 

The whole question of how industrial policy can sensibly be made 
in the United States, with its pluralism and multiple jurisdictions, is a 
daunting one that economists have to worry aboutibut which should 
not permit them to dismiss some problems as no$worth analysis. Not 
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the least of these is the well-known but frequently ignored fact - 
sometimes ignored because of "data availabilityv - that within 
what is called an industry there are all sorts of activities that are not 
homogeneous, that respond to different stimuli, and that compete 
with or complement one another (and that can change), so that valid 
prescriptions can hardly be reached at the level usually pursued in 
economic analysise5 Krugman is right that industry studies often 
reflect hard work without hard thought, but hard thinking that is clear 
only because it is sufficiently general to pass over crucial facts is also 
not enough. 

There is a dilemma in this sectoral issue. We have all heard the 
good arguments as to why it is better to avoid sector-specific policies. 
But the trouble that forces government action is often focused in one 
or two industries. And if you advocate general policies, economists, 
tending to be logical folk who suppose that the term "policy" implies 
clearcut ends and reasonably plausible means of getting there, soon 
see that any measures that do not rely on the market point toward 
"planning" or complete government control. This then becomes an 
argument for avoiding such measures. One sees traces of this in some 
of our papers. But in practice, economists know better. They know 
that governments operate in piecemeal fashion, are rarely altogether 
consistent or coherent, and are dealing with economies that are a 
blend of many ingredients, not straightforward projections of clear- 
cut principles. The usual cliche about pregnancy is irrelevant: it is 
possible to have a little bit of industrial policy, a little bit of market 
orientation, some competition, some monopoly, and even some 
planning. It may not be good, but it is not only possible - it is usual. 
Perhaps it is not surprising that mixed economies are guided by 
mixed policies. 

A key area that needs emphasis when economists look at industrial 
policy is the operation of markets (and the study of industries that will 
help that). For good reasons, most economists like markets and are 
suspicious of those who would tamper with them. But the tamperers 

5. Some examples, which also show that a respectable approach can be made from the out- 
side can be found in the industry studies in John Zysman and Laura Tyson, eds., American 
Industry in International Competition (Ithaca, Cornell Unviersity Press), 1983. For an excep- 
tionally complex case where the complexities appear to be crucial to the diagnosis see Michael 
Bonus w~th  James Mlllstein and John Zysman, Responses to the Japanese Challenge in High 
Technology, Berkeley Roundtable on the International Economy, University of California, 
Berkeley, forthcoming. Corporate strategy and union behavior raise questions which are crucial 
to industrial policies but cannot be taken up here. 
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are all around us - they include people and institutions that are part 
of the market. Economists know this and study imperfect competi- 
tion, but they are happier with analysis that assumes that market 
forces work reasonably well. Practitioners of industrial policy 
include many market tamperers; some would speed the forces, some 
slow them, some just rig them. But that is not the whole story. Struc- 
tural policy can also be directed toward removing the obstacles that 
keep markets from working as they are supposed to. In any case, to 
play a serious part in the industrial policy debate, we have to come to 
grips concretely with the imperfections that distort various markets 
and that seriously affect the public interest, separately or cumula- 
tively. Whether you can then prescribe a public policy to set things 
right is another matter, but you have to try. 

Even the case for not interfering in an imperfect market depends on 
knowing what is wrong with it. Looking for means of increasing 
competition can provide common ground for the majority view in 
economics, and for that part of the industrial policy school which puts 
its emphasis on the fact that a failure to adapt to changes in the world 
economy, or to move as fast as other countries do, may be the worst 
thing a country can do when confronted with the pressures that come 
from structural change elsewhere. 

A related set of issues concerns externalities. There is widespread 
agreement among economists - repeated at this conference - that 
externalities warrant some public financing of R&D. The conclusion 
rests on observation (and reasoning) about the way things work; 
equal attention to other situations may generate comparable consen- 
sus. Where does the compara"o1e argument lead us concerning the 
environment, safety, and economic and social stability? Even equity 
can be thought of in these terms, I suspect, since most economic mea- 
sures do good or bad in this respect. A step in this direction carries us 
beyond anything I can deal with here. For example, what kind of 
national accounting is it that does not consider the cleaning of air and 
water as productive activity - unless it is paid for in a certain way? 
Are jobs and incomes not parts of the quality of life? We make these 
problems harder than they need be by speaking of non-economic val- 
ues even if the results improve economic performance. Thus we help 
conceal the fact that the premium on efficiency rises the more society 
wants to devote resources to the pursuit of other values. 

I have jotted down quite a long list of subjects that economists can 
study or approaches that they can take which will make their work 
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highly relevant to the issues raised by what Roger Guffey called at the 
outset of the conference the industrial policy debate that has already 
been joined. I can note only a few, in alphabetical order. 

In agriculture, the United States has had a structural policy since at 
least the '30s. During most of the postwar years most economists - 
even some agricultural economists - were critical of that policy but 
increasingly ignored it; they shrugged their shoulders and said that 
nothing could be done about this costly effort because of "politics." 
Now it is said by many that the United States is a highly efficient pro- 
ducer whose comparative advantage in farming should be recognized 
by the world in spite of some heavy subsidies. Has the earlier protec- 
tion paid off? Is the key the transfer of resources? Is it government 
research and technical assistance? What does this mean? What has it 
all cost? Is agricultural policy a model or a warning or an illusion? 
What does the experience mean about the relevance of economic 
analysis to public policy? 

Anti-trust is clearly central to changing (or not changing) the struc- 
tures and to arguments about market forces. Do we need global 
instead of national standards? Should economists have more influ- 
ence than lawyers? 

The defense economy - not just the level of arms expenditure - is 
another area of experience with sectoral policy that deserves the kind 
of attention that economists can give it. We know some of the diffi- 
culties of military procurement and R&D; can those processes be 
altered to produce improved economic results? 

Development economics is now a respectable branch of the profes- 
sion; there was once much discussion as to how separate a subject it 
was. There are a few references in the paper to the relation of devel- 
opment to some measures of industrial policy - mostly by way of 
warning - but a more imaginative pursuit of the subject is in order. 
Would it not help to interpret Japanese industrial policy and related 
measures as development policies? 

Energy provides all sorts of illustrations of the American difficulty 
in dealing with a sectoral problem - and of its international dimen- 
sions as well. It is not only how different countries have adapted that 
needs attention but the difficulties of the policy procedures as well. 

Foreign experience with industrial policy, though much talked 
about, is not too well handled in American discussions. More often 
than not it is too favorably assessed. And as I have said more than 
once, there is probably a good bit more bad industrial policy in the 
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world than good, at least if adaptation to structural change is the crite- 
rion. 

History (economic and including business) ought to be brought 
into play. How much do we really know about structural change? Do 
we fully understand how adaptation in the American economy has 
taken place in the past, how major industries have risen and fallen, 
what kinds of company policies worked and which failed? If these 
questions were looked at in the light of current problems (a practice 
that I know is said to make for bad history but has its uses), I suspect 
we would have a better basis than we do now for seeing what kinds of 
governmental measures might help the processes by nudging along 
the good and resisting the bad. This kind of evidence might have spe- 
cial value in dealing with a range of industrial policies that receive 
relatively little attention in the papers, i.e., those intended to ease 
transitions and help both workers and managers either to shift to other 
activities or to make what they are doing more efficient. Yet another 
historical analysis that would be of value would be to test the validity 
of the view that during the "good times" of the '50s and '60s, when 
there was so much economic change, there was also a series of mea- 
sures that resisted change and supported inefficiency and the status 
quo - and that the accumulation of these effects is one source of our 
more recent difficulties, partly because we no longer have the margin 
to afford their cost. 

Internationalization of business is now extensive enough, and 
dynamic enough, to require an examination of our assumptions about 
business behavior (on which much economic policy reasoning rests) 
and of the effects of national policies, whether they are called 
"industrial" or "monetary. " 6  

The organization of the government for the conduct of economic 
policy - and not only industrial policy - is of great importance to 
all these matters. Not only what to do but how to do it has to be dis- 
cussed. Do we need a Consensus Bureau, as some of the discussions 
seemed to suggest? Where would we put it? In the Department of 
Commerce, perhaps as a consolation prize if it does not get STR? 
Rudy Oswald would not like that. How far can we go with industry- 
by-industry tripartitism when most problems of adjustment and struc- 

6 .  Richard E. Caves, Multinarlonal Enterprise and Economic Analysis, Cambridge Uni- 
versity Press, 1982, is an admirable synthesis of much work, but he hasrelatively little tosay on 
public policy. We need parallel work on financial connections that are not covered by the label 
"multinational enterprise." 
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ture deeply involve the relation of an industry to the rest of the econ- 
omy? 

Services need more attention than they have had, especially when 
there are so many ludicrous efforts to find generalizations that cover 
McDonald's, Citibank, Bechtel, ballet, and bankers. 

The list goes on, but my space is limited, and I should say some- 
thing about the international dimension of industrial policy, if only 
because it is there that I have done most of my work. 

The international dimension 
Taken all together, the papers seem to me quite balanced on this 

matter. They recognize the great increase in the international element 
in the American economy but do not exaggerate the impact of import 
competition in causing problems for some basic American industries 
such as steel and automobiles.' But the international issue has to be 
pushed somewhat further because I think we have not fully absorbed 
into our thinking the implication of the doubling of the international 
ingredient in American economic activities in the '70s. For example, 
I find it impossible to talk of structural change in the United States 
except in the framework of global change. Bosworth makes the leap 
when he points out that if American savings are short, foreigners can 
provide the wherewithal for investment. (More on international 
investment would fit with the closer analysis internationalized busi- 
ness that I spoke of above.) There is little or nothing in the papers of 
the rather provincial attitude, common in Europe, which speaks of 
excess capacity as the problem without asking whether it makes a dif- 
ference whether the excess is in obsolete plants in old industrial cen- 
ters or in new Korean factories.' 

Richardson's excellent paper raises basic issues that are bound to 
influence American decisions about industrial policy. The choices 
are far more difficult than many people seem to think, whether they 
believe that the main problem is to offset the assistance that foreign 

7. In this respect, I think they are in line with much American publ~c opinlon which seems 
to me to have understood for some time that the problems of these two industries could not be 
blamed pnmarily on foreigners. At least that is trqe of autos where every American 1s an expert; 
steel he is more likely to know about through hearsay, but the hearsay from American business, 
banking, and journalism has not been favorable to the steel masters for decades. 

8. A range of European opinions can be found in Susan Strange and Roger Tooze, The 
International Politics of Surplus Capacity (London, George Allen & Unwin), 1981. The f i t  
part of my short contribution to that volume tries to explain the difference between American 
and European approaches to excess capacity. Since I wrote it, some American opinion has 
moved toward the European standard while the Europeans have become even more embattled. 
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governments give their businesses, or whether they make the kinds of 
remarks with which economists sometimes like to stir up the laity - 
saying that if other countries want to give away their substance by 
dumping or subsidies, we.should be happy to be the recipients. 
Richardson's discussion of the largely unacceptable implications of 
passivity, the dangers of pursuing frontier justice - though it might 
work - and the narrowing of choices when others will not play the 
''convention" game all seem to me very much to the point. So are the 
suggestions about less than total multilateralism, though these need 
careful dissection. As I cannot do justice to this paper, let me confine 
myself to three quick points. 

First, international competitiveness may not be the best criterion 
for American industrial policy, but unless most American produc- 
tion can hold its own in international competition, the difficulties of 
the economy will inc rea~e .~  The issue is not simply one of exports 
and imports but of the domestic base, the openness of firing markets, 
learning curves, the scale of global operations, and the dynamics of 
industry. No matter what the policy of the United States, American 
and foreign firms will be influenced by the policies of some govern- 
ment. As noted above, how American business responds to foreign 
governments is part of the domestic problem. 
- Second, as Richardson shows, the action of foreign governments 
can change the setting in which transactions are carried on and Amer- 
ican policy has to be shaped. Something like comparative advantage 
can sometimes be manufactured by government measures. There- 
fore, passivity by the United States - which in this case probably 
means trying to hold the line on trade liberalization and adhering to 
existing procedures for cooperation - may not be the best policy. 
This raises the question of fair trade which in the United States trans- 
lates into the means of offsetting dumping or subsidies or, increas- 
ingly and not illogically, other forms of government help to busi- 
nesses. This is an extremely unsatisfactory area of policy. On the one 
hand, people have always argued that it was impossible to defend the 
removal of trade barriers if that simply opened markets to unfair com- 
petition; the whole economic rationale of free trade would be lost if 
the result was not the best allocation of resources. On the other hand, 
American fair trade laws have long been subject to two fundamental 

9. I think this is not incompatible with Lawrence's point that international competitiveness 
should not be the primary target of industrial policies but rather their contribution to growth andl 
or jobs (the difference may be important). 
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and conflicting objections. First, they introduce uncertainty and 
threaten penalties in ways that make them effective instruments of 
protection. At the same time, from the point of view of injured 
domestic producers, they are so clumsy, slow, and uncertain that 
they do not really prevent damage from unfair competition. Both 
these objections have substance (at least sometimes); in addition, the 
effort to apply the laws carefully, consistently, fairly and objectively 
has led to procedures and practices that focus on facts whose relation 
to the real world is quite attenuated. This is obvious when one looks 
at constructed costs of production, but it should all have been clear 
long ago. Viner's Dumping, which came out sixty years ago, made it 
clear that pricing practices in business - including many kinds of 
highly rational behavior,that were fully competitive and fair - were 
far too varied and complex to be dealt with in any satisfactory fashion 
by bureaucratic processes, much less clearcut and simple legislative 
definitions. Quite often the result of invoking (or threatening to 
invoke) the fair trade laws is not some precise offsetting action, but 
an agreement by suppliers to limit quantities or raise prices in ways 
that frequently seem to help preserve some very imperfect domestic 
competition. People concerned with the public good ought to dig into 
these matters, not least because making the fair trade laws more 
effective and expeditious has become a major objective of a number 
of business and labor groups whose aim seems to be more effective 
protection and not just the reduction of red tape. lo 

People concerned with maintaining the ability of the American 
economy to adapt to structural change in the world economy may 
have yet another perspective. Even if they operated smoothly and 
were used only in the most judicious and justified manner, antidump- 
ing and countervailing duties could only provide protection against 
specific forms of unfair competition. Is this enough to insure the opti- 
mal performance of the American economy, or should the need for 
these measures be a signal that something else has to be done? How 
often can one usefully retest the situation when costs and prices 
change the situation? How advantageous for the American economy 
can it be to make it a major aim of public policy to raise import 

10. This is the prime objective of TRAC (the Trade Reform Action Coalition) and one of 
the aims of LICIT (Labor and Industry Coalition for International Trade). 
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prices?" 
Yet another weakness of these laws is that they cannot cope 

directly with unfair competition in third markets. If, as is generally 
agreed, global competitiveness is the objective of major firms and 
industries, other means have to be found to assure fair competition. 
Existing American trade law gives the government power to act in 
such cases, but the effect is not only not guaranteed to deal with the 
real issues, it may set off a series of damaging blows and counter- 
blows by the United States and other countries. This is the same set of 
problems that arises when the United States - under Section 301 or 
by the use of other powers - tries to go beyond antidumping and 
countervailing duties to deal with government or business practices 
abroad that are thought to damage American trade. Something like 
this has to be done, but it is extremely difficult to be sure that the 
long-run public interest will coincide with the resolution of the imme- 
diate issue. 

This last danger leads directly to my third comment on Richard- 
son. It concerns the importance of trying to deal with the increasing 
international difficulties arising from structural change - or, for that 
matter, old-fashioned trade disputes, neo-mercantilism, or the inevi- 
table clashes of national industrial policies - by improved measures 
of international cooperation. I believe that this effort ought to be at 
the forefront of policy. I am also not sanguine as to the results that can 
be expected in view of the deterioration of international cooperation 
that has been going on for some time.I2 Any possible or partial suc- 
cess would have considerable implications not only for American 
trade policy but for what the U.S. could or could not - should or 
should not - try to do with "industrial policy" or with economic 
policy more generally. Even more drastic choices would result from 
the failure to extend the area of international cooperation in these 
matters - which is the only way to maintain the degree of coopera- 
tion that already exists. 

1 1 .  The issue exists in a different but related form with regard to pricing and market dismp- 
tion in the treatment of imports from state trading countries. This is a minor matter in the United 
States but of more importance in Western Europe, where it is also realted to imports from devel- 
oping countries. 

12. All this isexplained more fully in Miriam Camps and William Diebold, TheNewMulti- 
lateralism. New York, The Council on Foreign Relations, Inc., 1983. 
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Conclusions 

Sometimes economists write and speak as if they thought that eco- 
nomic optimality was either the normal or the only desirable objec- 
tive of public p~ i i cy .  They really know better. For one thing, there 
are conflicting economic ends and conflicting concepts of optimality . 
For another, everyday experience reminds us that society wants all 
sorts of things besides the economically most efficient and that 
among its economic objectives, some are frequently incompatible 
with others. I first studied economics during the Depression, when it 
would never have occurred to us to suppose that economic policy - 
as distinct from economic analysis - could be made without regard 
to political and social factors, or indeed that it should-be. It is just as 
true today. Defense, ever-broader concepts of national security, per- 
sonal security, leisure, stability, political cohesion, child welfare, 
equity of various sorts, and any number of other considerations all go 
into public policy. Economic analysis that merely contests or even 
denigrates these objectives - which are not all equally worthy, com- 
patible with one another, or even attainable - has limited uses. The 
demonstration of costs is a necessary function of economic advice. 
There is no inevitable hierarchy among these choices. The working 
out of tradeoffs comes close to being one of the main contributions 
economics can make. All this is commonplace; perhaps no one dis- 
putes it. But I make the point because I hear - not so much in these 
papers as in some other discussion - a somewhat impatient, almost 
arrogant tone which suggests that "if it isn't optimal, it isn't good - 
take it or leave it. " That is not what economics is all about or how the 
study made progress, even in its theory. 

Everyone knows these things even though they sometimes act oth- 
erwise. By recognizing them, economists improve their chances of 
influencing policy and need not lose their firm grip on analysis. As I 
look back over the time I have been aware of these issues, I think 
most good economists have coped reasonably well with this split per- 
sonality and have made sense about public policy; trade policy is a 
case in point. Over most of that time, the influence of economists has 
also increased. During the last few years there has been a sag for rea- 
sons that will not have escaped anyone here. That creates a problem 
in dealing with the rising pressures for what we are loosely calling 
industrial policy. The best winning pitch for economists, as I have 
suggested, is to get macro policy back to where the other tensions can 
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be reasonably resolved and put off, and at the same time to come to 
grips with the issues and not wave them away. 

To do that, economists have to go back a bit to the times when it 
was taken for granted that the economy was not working well and that 
fundamentals were in question, as in the New Deal. At the same time, 
they have to deal realistically with those aspects of the economy that 
you might like to get rid of but cannot. The choice is not new. About 
150 years ago Thomas Love Peacock had one of the characters in 
Crotchet Castle, a philosopher, say to another, an economist: 

The moment you admit that one class of things, without any ref- 
erence to what they respectively cost, is better worth having 
than another; that a smaller commercial value, with one mode 
of distribution, is better than a greater commercial value, with 
another mode of distribution; the whole of that curious fabric of 
postulates and dogmas, which you call the science of political 
economy, and which I call politicae oeconomiae inscientia, 
tumbles to pieces. 
That seemed logical, but it wasn't true. The books tell me that Mr. 

MacQuedy, to whom this is addressed, is modeled on J.R. McCul- 
loch, but it might as well have been James Mill who worked with Pea- 
cock in the India Office, or his son. Remember that it was John Stuart 
Mill whose development of Bentham's Hedonism into utilitarianism 
(which underlies most of our economics) involved the introduction of 
quality. And Peacock apparently liked Bentharn better than the Mills. 
But I believe he was wrong. 'YOU may disagree with me, but are you 
going to quarrel with John Stuart Mill? 
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The task of this panel is to describe the policy implications of what 
we have heard yesterday and today. Since there is some ambivalence 
and contradiction in what has been said, we are, I assume, free to 
choose the thoughts whose implications we trace. 

Fred Bergsten said, and Bob Lawrence told me after his speech, 
that competition from Japan and other Asian countries, and even 
some European countries, was a significant factor in causing our eco- 
nomic devastation and contributed in an important way to our $60- 
billion to $100-billion trade deficit. Economic recovery, such as it 
may be, is no remedy for competitive failure. The remedy? Improve 
efficiency, said Lawrence and others: Lower prices, improve quality, 
lower wages, lower income. And as Jeff Sachs and Ray Marshall 
suggested, countries do this best which are good at developing a con- 
sensus between government, business, and labor about how the bur- 
dens of this austerity are to be shared. Thus, continued competitive 
pressure will force institutional - structural - changes with impor- 
tant implications for both public policy and business policy. (Larry 
Summers' view that such changes provide "no reason for public pol- 
icy'' was of course different.) 

Much was said about industrial policy. Here I agree with George 
Eads and others that the choice is not to have one or not. The choice is 
a good one or a foolish one: coherence vs. ad hocery. Robert Kuttner 
put it well: "We commit industrial policy with a set of ideological 
blinders on that prevent us from doing it very well." 

Proceeding from there, allow me to sketch broadly the changes 
which I see as happening and inevitable. I shall do this by analyzing 
three cherished myths and how reality is eroding those myths. We are 
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tempted to follow the myths and to deny reality, a path without prom- 
ise. In a sense this is a psychological or psycho-ideological problem. 
It requires us to inspect some basic assumptions. 

Myth No. 1: free trade and comparative advantage 

The myth: The comparative advantage of one nation over another 
in world competition derives from its natural resources, its labor, and 
its capital. An essentially static notion, this idea led many western 
economists to conclude, for example, that Japan at the end of World 
War I1 was a basket case and could develop only by making maxi- 
mum use of its major resource, cheap labor.' 

According to this idea, countries should produce what they can 
make most efficiently and trade for the rest. Trade occurs among 
numerous private companies in markets where prices are set by the 
laws of supply and demand. The task of government is to keep the 
avenues of trade free and open through multilateral agreements. In 
this way all economies will eventually grow and prosper, although 
some may need to suffer the short-run pain of adjustment to changes 
in comparative advantge.' 

The reality: The static conceptidn of comparative advantage, 
David Richardson implied, is no longer relevant. As my colleague 
Bruce Scott has pointed out: "Unwilling to accept the conventional 
Western idea that their role is to specialize in goods based on cheap 
labor . . . the East Asians have forged a dynamic theory of compara- 
tive advantage that allows them to allocate human and financial 
resources towards jobs with high value-added in growing industries 
and, for example, to succeed in steel despite a lack of both coal and 
iron. ' " 

Through the use of systematic government policies, Japan has 
moved its economy from labor-intensive products such as textiles, to 
capital-intensive goods such as television sets and automobiles, into 
the advanced-technology sectors of electronics, semiconductors, and 
 computer^.^   any other countries are following the Japanese exam- 

1. See Bruce Scott, "Can Industry Survive the Welfare State?" HarvardBusiness Review, 
September-October 1982. 

2. John Zysman and Stephen S. Cohen, The Mercantilist Challenge to the Liberal Interna- 
tional Trade Order, a study prepared for the Joint Economic Committee of the U.S. Congress, 
U.S. Government Printing Office, Washington, D.C. 1982, p. 4. 

3. Scott, p. 72. 

4. Zysman and Cohen, p. 9. 
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ple. Successful countries - that is, those who are able to formulate 
national goals and policies which achieve them - have learned how 
to create comparative advantage and design it to achieve a global 
strategy. 

Under such circumstances the old premise of free trade is in many 
ways a delusion. "The assumption - half fact and half fiction - that 
governments are negotiating about the rules of trade, leaving the mar- 
ket to settle the outcomes, is increasingly less tenable," writes John 
Zysman and Stephen Cohen in a study prepared for the United States . 
~0ngress . j  Government, in fact, is concerned with outcomes. Coun- 
tries are designing policies and institutions both to create advantage, 
that is achieve competitiveness, and to ease the costs of industrial 
transition within their borders. Both sets of activities fundamentally 
disrupt the traditional premise of free trade. 

To echo David Richardson, countries, like companies, have port- 
folios of business or industries. Government policies are used to 
influence the mix in the portfolio as well as its structure: the develop- 
ment of new industries, the concentration of old, the redeployment of 
capital and labor out of declining and into growth sectors, the encour- 
agement of research and development in carefully targeted areas, and 
more.6 The United States is losing market share to those countries 
with effective competitive strategies. 

The alternatives for America appear to be: to devise a competitive 
national strategy for itself, or to continue to resort to a variety of 
devices to protect its weakening industries from the strategies of oth- 
ers. Its attempts to change reality - that is, to force other countries to 
abandon their strategies and to play by the rules of free trade - have 
not worked, and it is unlikely that they will. 

For example, the attempt to use U.S. countervailing duty laws to 
prevent European government from subsidizing their steel industries 
in 1982 evolved into a market-sharing agreement - hardly free 
trade. The legal action threatened a broad range of U.S. interests in 
Europe, ranging from the purchase of U.S. agricultural goods to 
nuclear policy versus the Soviet Union. These countervailing inter- 
ests were sufficient to convert the enforcement of the laws into a 
negotiated agreement under which the Europeans promised to limit 
their steel exports to the U.S. to 5.4 percent of the market. If it is gov- 

5. Zysman and Cohen, p. 5 .  
6. Scott, p. 75. 
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ernmentally negotiated shares which will determine the size and na- 
ture of the world steel industry, then a number of other decisions are 
naturally forced upon government about the nature and size of the 
U.S. industry, the costs of retrenchment, and the national interest 
concerning imports (presumably Mexican steel is preferable to 
Korean, at least until the Mexicans get their bank debts paid). And if 
steel is diminishing as a contributor to our economy, what takes its 
place? We are thus driven to examine the next myth having to do with 
what is government's proper function. 

Myth No. 2: the role of government 
The myth: As David Richardson again said, Americans have tradi- 

tionally adhered to the concept of John Locke and his followers that 
government is a necessary evil: the less of it the better. Its purposes 
are best limited to protecting body and property and the enforcement 
of contracts. What there is of it should be checked, balanced, and 
separated. It should neither plan nor indeed even be coherent, and as 
many of its functions as possible should be decentralized. Implicitly, 
it should be responsive to interest groups and crises. "Because of the 
inherently antigovernment character of the American creed," writes 
Samuel Huntington, "government that is strong is illegitimate, gov- 
ernment that is legitimate is weak. "7 

The reality: The results of efforts to diminish the role of govern- 
ment have been disappointing because of the global reality in which 
the United States finds itself requires a quite different conception of 
government - not more of it, but a different conception. As govern- 
ment policies bear ever more importantly on U. S. competitiveness, 
the government is being forced to a fuller consciousness of the myr- 
iad effects of what it does; if there is conflict and contradiction, it 
must choose priorities and work to create the consensus to implement 
its choices. Clearly the vast array of government transfer payments 
- subsidies and loans as well as its environmental, tax, and mone- 
tary policies - have a critical effect on savings, investment, and 
industry growth. The fact is that the pulls and thrusts of interest 
groups, augmented by crises of one sort or another, have created a 
very large and very interventionary government. Government, which 
traditionally eschewed making its interventions coherent because of 

7 .  American Polirics: The Promise ofDisharmony, Cambndge, Mass., Harvard University 
Press, 1981, p. 39. 
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its allegiance to the traditional myth and aversion to anything called 
"planning," has now found it necessary to become more coherent - 
for budgetary reasons if for no other. President Reagan's centraliza- 
tion of regulatory authority in the Office of Management and Budget 
is a case in point. Although one cannot yet say that the United States 
as a whole has grasped the necessity of a strategy for competitive- 
ness, it is quite clear that a number of leaders of business and labor 
have done so: They have perceived the new reality. 

The myth of the limited state has produced a large, expensive, and 
incoherent government, but the government has not been without a 
strategy. That strategy, however, has been implicit, indeed intention- 
ally so, given our creedal aversion to making it explicit. The goals of 
the strategy have been short-term consumer welfare, "a higher stan- 
dard of living through subsidies to consumption,'' with a consequent 
erosion of investment and productivity. Meanwhile, other nations 
have shaped their strategy to raise the standard of living by encourag- 
ing savings, investment, and productivity. 

In implementing its strategy, Zysman and Cohen have referred to 
the Japanese government's two roles: It is "a gatekeeper," control- 
ling the links between the domestic and the international economy, 
and it is "the front office," promoting, guiding, and financing 
domestic firms to achieve rapid expansion and to gain increased 
shares of world markets.' As a gatekeeper, it controls what enters in 
the way of technology, capital, and foreign-based control. As a pro- 
moter, it force-feeds industries at the frontier of innovation and 
growth so as to. hasten their capacity to compete in the world. Japan 
produced only 160,000 cars in 1960. By 1970 they were producing 
3.1 million cars, and ten years later it was more than 8 million a 
year. This dramatic increase was made possible in part by the Japa- 
nese tax system, which allowed very rapid depreciation schedules, 
and by a credit policy that provided long-term debt at low interest 
rates. 

The myth of the limited state has caused the United States to shun 
government credit allocation and to leave it to the supposedly free 
capital markets. But consider the reality. In 1981, the Council of 
Economic Advisers reported, $361 billion was raised in U.S. credit 
markets. Of this, $86.5 billion resulted from federal government 

8. Zysman and Cohen, p. 13. 
9. Zysman and Cohen, p. 17. 
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activity: loan guarantees to ailing giants in the steel, automotive, and 
other industries; housing loans and guarantees; and subsidies to 
farmers and the like. The council decried the fact that "increasingly 
political judgments, rather than marketplace judgments, have been 
responsible for allocating the supply of credit."1° The council went 
on to suggest a formal "federal credit budget." Is this - should this 
be - the beginning of some coherent procedure whereby the federal 
government considers priorities for credit? The U. S. government 
cannot choose winners and losers, it is said. But does it not already do 
so, favoring the losers over the winners? Contemplating the national 
interest in world competition, could not one draw a useful distinc- 
tion, for example, between the semiconductor industry and fast-food 
shops? The free market/limited state myth would say no; reality sug- 
gests a different answer. 

The myth of limited government has produced a governmental 
organization in which not only the executive branch is separated from 
the legislative, but in which also the various agencies of the executive 
branch are disjointed. Trade policy, for example, is now made in 
countless places throughout Washington: Defense, Commerce, 
Treasury, Agriculture, Labor, the Senate, and the House. The office 
of the United States Trade Representative is theoretically designed to 
coordinate all trade policy, but it can only do this with strong presi- 
dential endorsement, which in 1983 was not present. Reality is forc- 
ing change in this fragmented structure, but it comes slowly. Mean- 
while, our competitors proceed more deliberately. 

Converting the American government into such a machine seems 
most unlikely, given the power - and indeed the value - of the old 
myth of the limited state. But reality appears to be forcing a perma- 
nent shift in the role of government. It is inconceivable that govern- 
ment could successfully undertake such a role without the close col- 
laboration of business and labor, particularly big business, which is 
heavily engaged in world competition. Business, not government, 
has the competence necessary to compete successfully, but this com- 
petence is handicapped if it is not nourished and legitimized by gov- 
ernment policies. That such a consensus can be developed was shown 
in the working of the advisory committee to the USTR in the 1979 
trade negotiations. 

10. The Economic Report of the President, transmitted to the Congress, February 1982, p. 
94. 
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Myth No. 3: managers and managed 

The myth: The old assumption is rooted in the ideas of property 
rights and contract: The own'er is free to do with his business as he 
will, observing either short- or long-run considerations, and he can 
hire and fire his employees, who have an obligation to obey the con- 
tract of employment. At first the contract was individualistic, and the 
owners' right to fix the terms was constrained only by the market for 
labor. As managers replaced owners in large publicly held compan- 
ies, their obligation was to maximize benefit to owners, as the man- 
agers and owners defined that benefit, generally in terms of earnings 
per share, often over the short run. With the rise of trade unions, the 
contract in many companies became both collective and adversarial, 
its terms set through bargaining. 

The reality: Again, multiple erosion has occurred. The institution- 
alization of the stock market has meant that it is difficult for managers 
to obtain a true reading of the owners' wishes. They are frequently 
driven, therefore, to "play to the mercurial tics and prejudices of a 
small cadre of stock price influencers' shifting ideas of value rather 
than value itself," to use consultant John Schnapp's colorful lan- 
guage." 

Furthermore, debtholders - banks and other financial institutions 
- have become more important in many cases than shareholders. 
And the various demands of government and the community in gen- 
eral have become more pressing. 

Finally, a variety of factors have caused change in relationships 
between managers and managed. The heirarchical separation of man- 
agers and workers that tended to result from the old model has 
become costly. With rising levels of education, workers obtain 
greater fulfillment by being involved in the decisions affecting their 
work which had previously been made exclusively by management. 
The introduction of new technology proceeds more smoothly and 
efficiently if workers are informed and consulted before it is intro- 
duced and if they join in managing the new procedures. 

In many unionized settings, the old concept of managerial preroga- 
tives and adversarial relationships drove labor costs far above that of 
foreign competitors, causing industrial deterioration and unemploy- 
ment. Many unions, most notably the United Automobile Workers 

11. "Who for the Pedestal Now?" New York Times, July 11, 1982 
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and the Communication Workers of America, have recognized that 
restraint was necessary in order to save jobs. But they are unwilling to 
restrain their adversarial proclivities without a promise of participa- 
tion in such management decisions as investment, allocation of 
profits, employrf;ent security (as Michael Wachter suggested), and 
even managerial salaries. Why should a worker take a pay cut if the 
profits gained thereby would be used to raise top management's sala- 
ries or to purchase an oil company or a savings and loan association? 

In a wide variety of ways and for many reasons, therefore, the old 
notion of contract is being replaced by a new one of consensus. Man- 
agers and managed have mutualities of interest that are f i r  greater 
than their conflicts. Both, at least theoretically, have an equal interest 
in competitiveness and in the company's ability to attract capital from 
whatever market - equity, debt, or government. This new fact has 
expressed itself in a variety of programs ranging from "quality of 
work life" and employee involvement in the auto industry to 
employee buy-outs. Some 16 percent of America's major companies 
in 1983 were estimated to be involved in such buy-outs. They were 
less expensive than shutdowns, since employees who owned the 
fm were prepared to sacrifice to make it competitive. Board mem- 
bership in these new companies was generally shared by managers 
and workers. In fact, the separation implied by these old words was 
no longer appropriate. 

The significance of these changes for managers and unions is radi- 
cal and profound. The old bases of authority for each has been 
eroded; new ones are unclear. Some feel that the time has come to do 
away with unions altogether, their old adversarial mission having 
shown itself to be counter-productive. At the same time, thoughtful 
managers know that whatever the myth, their right to manage is in 
fact coming from those whom they manage. This is the wave of the 
future. 

The competitiveness of American enterprise seems to depend on 
a quite new concept of corporate governance. From whence will the 
right and ability to manage derive in the 1980s and beyond: share- 
holders, debtholders, the managed, or the community, through gov- 
ernment? How will the balance among these four sources be 
arranged? In Japan, shareholders are of little significance, and the 
relationships among banks, government, managers, and managed 
are carefully constructed for growth and competition. How will the 
United States respond? The debate on corporate governance in the 



United States in 1983 seemed appropriate but remote from the prob- 
lem as the old arguments proceeded about inside vs. outside direc- 
tors, shareholder democracy, and the like. 

I am not arguing that these changes in the traditional paradigm are 
good or even desirable. Each is fraught with problems. But I am say- 
ing that they are occurring and will continue to do so. Denying reality 
because of an affection for old myths is a form of psychosis which 
will solve nothing. 
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Introduction 
The role of the summarizer is always a difficult one. This paper 

attempts to develop an integrated perspective on the causal factors 
responsible for industrial deterioration and, based on an analysis of 
these causes, to draw out the policy implications that have emerged 
from the studies presented at this conference. 

The underlying theme of my comments is that the problems of 
American industry are sufficiently variegated that they cannot be 
analyzed in a single dimension, but rather are accessible only to more 
multidimensional forms of analysis. More specifically, while this 
conference has focused on structural change, a recurrent point in the 
papers presented is the underlying tension between analyses of indus- 
trial decline that have focused on cyclical factors, and those that have 
emphasized longer-term structural relationships and linkages to the 
international economy. In my opinion, these interpretations should 
not be viewed as necessarily incompatible. Instead, a synthesis of 
these interpretations may provide a better conceptual handle on the 
nature of current economic problems than any individual interpreta- 
tion on its own. 

From this perspective, four broad categories of causal factors can 
be outlined. The most important has had to do with greater cyclical 
instability, as reflected in the greater length and depth of recessions 
during the past 10 years. Cyclical instability in turn owes its origins 
primarily to the way in which demand management policies were 

The views expressed in this paper are those of the author and not necessarily those of the 
National Association of Manufacturers. 
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conducted, and to the exogenous shocks represented by OPEC oil 
price increases. 

Side by side with the deterioration in the domestic macroeconomic 
performance, American competitiveness in international markets has 
also been poor, with exports undergoing a series of erratic cycles 
since the end of the Bretton Woods period, but growing on average 
less rapidly than the exports of the other major industrial countries. 
At the same time as American firms underwent a gradual loss in share 
of world export markets, their share of domestic markets also 
declined, as substantial import penetration took place. 

While the implication of the poor international performance was 
primarily to reinforce cyclic swings in the economy, cyclical instabil- 
ity has taken place coincidentally with a series of longer-term struc- 
tural difficulties. There is considerable debate, as reflected in the 
papers at this conference, as to the distinction between cyclical and 
structural factors, but it is generally accepted that the declines in capi- 
tal formation, productivity, R&D spending, and corporate profitabil- 
ity during the last decade were greater than can be accounted for 
solely by cyclical influences, and are in part attributable to structural 
factors. Paramount here are the obsolescence of the capital stock and 
losses in potential output associated with the OPEC shocks, increases 
in the user cost of capital, and a series of factors that have lowered 
corporate profit margins, ranging from price controls to excessive 
taxation. 

Finally, the analysis of industrial deterioration requires some ref- 
erence to problems at the industry and firm level. The contribution of 
wage rigidity to macroeconomic disequilibrium is now well under- 
stood. However, an additional factor has to do with poor manage- 
ment practices, which appear to be at least partially responsible for 
the problems of specific industries. In this paper, I overview these 
four causal areas, with particular reference to the points made in this 
conference, and then proceed to a discussion of policy recommenda- 
tions. 

The problem of cyclical instability 

The role of cyclical instability is stressed by Lany Klein, who sug- 
gests that the basic parameters of economic behavior have not 
changed as much during the last decade as has frequently been 
argued, but that the performance of the economy was subject to exog- 
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enous shocks, changes in legal rules, or simply policy changes.' Fol- 
lowing this line of analysis, cyclical instability can be linked more 
specifically with procyclical biases in demand management in con- 
junction with the destabilizing impact of the OPEC crises. 

Procyclical biases in demand management. Because monetary 
and fiscal policies tended to be procyclical in the long term, they led 
to an exacerbation of the reflation-recession cycles that have charac- 
terized the last fifteen years. The early 1960s were characterized by 
highly successful policies that were able to achieve high growth with- 
out triggering an acceleration in inflation. However, from this point 
on, macroeconomic policies were noticeably poorer. During the 
Vietnam War, the main problem had to do with large deficits ratified 
by monetary accommodation, leading to excessive stimulus and ris- 
ing inflation. On subsequent occasions, under Nixon in 1971-73 and 
Carter in 1977-79, the problem was excessive monetary reflation, 
which caused the inflation rate to accelerate, while the industrial 
boom associated with looser money proved unsustainable in the face 
of financial volatility. 

In retrospect, monetary and fiscal policies tended to be too expan- 
sionist during periods of recovery, leading to pronounced accelera- 
tions in inflation. The rise in inflation was exacerbated by the succes- 
sive OPEC shocks (and in 1974-75 by the wage-price rebound 
following removal of controls), leading to a situation in which infla- 
tion rates reached destabilizing levels, and compelled a more pro- 
longed disinflationary policy response. In the long term, therefore, 
the output gains achieved during the reflationary booms of 1971-73 
and 1975-79 were eventually offset by the greater magnitude of the 
output losses during the disinflationary recessions of 1974-75 and 
1979-82. 

There are two possible explanations for the tendency for macroec- 
onomic policies to become increasingly procyclical. One possibility 
is that policy decisions have tended to lag behind the actual state of 
the economy. Thus, rather than attempt to cool off the economy dur- 
ing destabilizing booms, policymakers did not apply restraint until 
the inflation rate had accelerated substantially. Similarly, little coun- 
tercyclical stimulus was applied during recessionary periods until 
after protracted declines in economic activity. A second possibility is 
that macroeconomic policy decisions have become excessively influ- 

1 .  Lawrence Klein, “Identifying the Effects of Structural Change," this volume. 
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enced by short-term political pressures, causing recoveries to be 
pushed too far through excessive stimulus and recessions needlessly 
prolonged through excessive restraint. 

The worsening of the tradeoff. KKln also notes a gradual outward 
shift in the Phillips curve during the 1970s, and in this respect, one of 
the outcomes associated with the successive reflation-disinflation 
cycles of the late 1970s was a gradual worsening of the short-run 
inflation-unemployment tradeoff. As the underlying inflation rate 
gradually rose, each cycle of monetary stimulus tended to raise infla- 
tion by comparison with its level during the preceding business cycle. 
At the same time, as a result of the maturation of the generation born 
in the early 1950s and the unprecedented entry of women into the job 
market, the labor force grew very rapidly during the 1970s, increas- 
ing by over 20 million workers during the course of the decade. The 
result was that high employment could be achieved only at the 
expense of accelerating inflation. The political need to reduce infla- 
tion, impelled in part by public demands for greater price stability, 
led to more protracted monetary disinflation than would have been 
necessary if initial inflation rates had been lower. 

The mismatch of monetary andfiscal policy. The period of acute 
decline beginning in late 1979 is attributable in part also to the fact 
that monetary and fiscal policy have been fundamentally mis- 
matched. Monetary policies were almost continuously restrictive 
from October 1979 until the initial loosening in July 1982. However, 
monetary restriction was not accompanied by a corresponding tight- 
ening of fiscal policy. Instead, fiscal policies have been excessively 
expansionist, resulting in severe congestion in credit markets and 
raised interest rates to levels not witnessed in over a century. 

Thus, in the final analysis, the lower average growth rate experi- 
enced during the past decade traces back in part to cyclical volatility 
and therefore to errors in the conduct of macroeconomic policy. 
However, side by side with their impact on the domestic business 
cycle, macroeconomic policy changes have also been associated with 
substantial fluctuations in exchange rates and for this reason have 
also contributed to a deterioration in the international competitive- 
ness of American industry. 

Industrial performance in international trade 

Another theme touched on at this conference has been the contri- 
bution of international trade to economic performance. The competi- 
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tiveness of American industry is analyzed extensively by Robert 
~ a w r e n c e . ~  He finds that while export competitiveness improved on 
average from the end of the Bretton Woods system up to 1980, a more 
adverse development was that the export volume in the U.S. did not 
increase as rapidly as that of other major industrial countries during 
this period. His analysis also indicates that the loss in American 
export competitiveness is a comparatively recent development, hav- 
ing to do primarily with exchange rate misalignment. However, in 
addition to the current overvaluation of the dollar, there is ample evi- 
dence that the United States would have benefited from a more sys- 
tematic export promotion policy, comparable to what has been insti- 
tuted in the other industrial countries. 

The exchange rate. The role of the exchange rate in accounting for 
the recent deterioration in export performance is now well under- 
stood. Under Bretton Woods, the dollar was overvalued from the late 
1950s onward. This tended to retard the growth of American exports 
and led domestic manufacturing industries to concentrate primarily 
on the domestic market. The increasing multinationalization of 
American industry was also impelled in part by the overvaluation of 
the dollar. With exchange rates favoring imports, American compa- 
nies established operations overseas and used foreign countries as 
"export platforms" in order to produce goods destined for the 
domestic market. The Bretton Woods system also encouraged import 
penetration of the American market by foreign corporations. Because 
of the undervaluation of the exchange rates of Japan and the western 
European countries, they were able to exploit increases in aggregate 
demand in the United States by shifting production to the American 
market. With the breakdown of the Bretton Woods system during the 
early 1970s, the dollar underwent two phases of depreciation in 1973 
and 1978-80, which were associated with substantial increases in the 
export volume. Nevertheless, the export booms were eventually cut 
short by decreases in global demand and increases in the exchange 
rate. Most recently, the overvaluation of the dollar traces back pri- 
marily to differential between interest rates in the U.S. and the other 
industrial countries, which led to increased purchases of dollar- 
denominated assets in international financial markets. 

2. Robert Lawrence, "Changes in U.S. Industrial Structure: The Role of Global Forces, 
Secular Trends and Transitory Cycles," this volume. 
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Differences in export promotion policies. David Richardson's 
paper noted that the practice of trade policy among the industrial 
countries during the last few years has become increasingly divorced 
from the formal policy framework as established by multilateral 
agreements, although the United States has actually been less culpa- 
ble in this respect than other nations . 3  The policy instruments through 
which exports have been promoted include 

1) Tax credits or exemptions for exporters, 
2) Credit allocation to export industries. through semi-public 

financial consortiums or regulatory controls over capital flows, 
3) Selective pricing by nationalized corporations, both in interna- 

tional markets and in domestic industries that provide inputs to 
exporters, 

4) Fiscal subsidies by governments, 
5) Provision of special credit terms to foreign countries purchas- 

ing exported goods. 
Private companies in the United States have not enjoyed the same 

advantages. The major public policies available for export promotion 
in the United States have been tax advantages through DISC (Domes- 
tic International Sales Corporations) and easier credit terms through 
the Export-Import Bank. These have been neither as extensive as the 
corresponding advantages made available to exporters by govern- 
ments in other countries, nor as systematic. 

Long-term structural problems 
The role of long-term structural factors in accounting for industrial 

decline is considerably more controversial than that of cycles. The 
argument that there has been a secular or structural decline in the 
American industrial performance is difficult to reconcile with the 
cyclical behavior of the economy during the major business cycle 
upswings of the 1970s, and in this respect the entire structuralist case 
is sharply criticized by Lawrence. Although it has frequently been 
argued that'in the aftermath of the first OPEC crisis, the growth rate 
of American industry underwent a process of secular decline, in fact, 
as Lawrence's research reveals, this is not the case: during the recov- 
ery of 1975-79, industrial growth was as rapid as during the boom of 
the early 1960s, and was actually somewhat more rapid than during 

3. S. David Richardson, "International Trade Policies in a World of Industrial Change," 
this volume. 
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the Vietnam War era. Relative to trend, U.S. industrial output and 
real GNP growth did not fall during the recovery of the late 1970s. 
The prognosis of a secular decline in industrial output during the late 
1970s is therefore thrown into some question. 

The strength of the American industrial performance during the 
late 1970s is particularly apparent when compared with the experi- 
ence of western Europe and Japan during the same period. The recov- 
ery of 1975-79 in western Europe, even in countries that 
achieved high growth rates such as Canada, Austria, Germany, and 
Italy, was noticeably erratic, witnessing a sharp slowdown in 1976 . 
- with the result that growth rates were lower relative to trend than 
their average of previous postwar business cycles. Similarly, in 
countries that experienced poorer economic performances, such as 
France, the U.K., and Sweden, growth rates fell to approximately 
one-half their trend of prior recoveries. Interestingly enough, the 
same phenomenon was also visible in Japan, where growth rates dur- 
ing the late 1970s were only about half their level of the 1960s. 
Hence, relative to trend, the U.S. actually registered one of the best 
economic performances of the industrial countries during the second 
half of the 1970s. The situation was, of course, somewhat less san- 
guine than the aggregate growth record would imply, inasmuch as the 
recovery of 1975-79 in the U.S. was achieved only through consis- 
tent reflation. The result was that while the greater buoyancy of 
domestic demand and the increase in export competitiveness implied 
by the depreciating dollar kept the American economy expanding for 
a period of nearly five years, the ancillary result was a sharp increase 
in the underlying inflation rate. 

The structuralist case is also criticized by Bany Bosworth, who 
offers a highly iconoclastic approach to the current debate on produc- 
tivity and capital f~ rmat ion .~  The basic thrust of Bosworth's critique 
is that the link between capital formation and the productivity decline 
is weaker than has commonly been thought. Although there are indi- 
cations of a secular decline in productivity growth over the business 
cycle, this is not paralleled by a corresponding decline in capital for- 
mation. 

The relationship between declining capital formation and produc- 
tivity has been the object of considerable debate. Studies by Siege1 

4. Barry Bosworth, "Capital Formation, Technology, and Economic Policy," this vol- 
ume. 
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(1979) and Eckstein and Tannenwald (198 1) analyze the productivity 
decline using a peak-to-peak methodology during the business cycles 
of the 1970s, comparing this period with the previous 15 years. Their 
conclusion is that the decline in the capital-labor ratio over the busi- 
ness cycle accounts for slightly less than one percentage point of the 
decline in productivity relative to trend.5 Since the methodology used 
involves comparing productivity growth rates on a peak-to-peak 
basis, however, the Siege1 and Eckstein-Tannenwald studies should 
not be viewed as incommensurate with the interpretation that the 
decline in capital formation during the 1970s was largely accounted 
for by the first OPEC energy price increase in 1973-74 and the result- 
ing global recession in 1974-75. This latter interpretation is general- 
ized to the industrial countries as a whole by ~ r u n o . ~  Tests for the 
industrial countries and relatively more industrialized LDC's con- 
firm that a major component of the productivity decline during the 
1970s is explained by the combined effect of higher relative energy 
prices and the ensuing contraction in real economic activity. 

From this perspective, the link between the capital-labor ratio and 
productivity growth on a cyclical rather than secular basis is largely 
noncontroversial. The deterioration in productivity growth and capi- 
tal formation during the period 1973-75 is attributable to much the 
same causes, and was fundamentally global in nature. Where 
Bosworth's argument is more telling, however, lies with the asym- 
metrical relationship between capital formation and the productivity 
slowdown during the late 1970s. Following the 1974-75 recession, 
real business fixed investment underwent a sharp recovery. During 
the period of rapid expansion from 1975 to late 1979, real growth in 
investment actually surpassed its peak rates of the 1960s, and capital 
formation rose substantially as a share of GNP. Not until the second 
OPEC shock in 1979-80 and the renewed onset of recession did the 
investment boom slow down. The strength of the recovery in capital 
formation contrasts markedly with the behavior of productivity 
growth during the recovery of 1975-79. Following a severe decline in 
1974 productivity growth recovered to its normal postwar trend by 
1976, but thereafter slowed considerably over the next three years, 

5. Robin S~egel, "Why HasProductivity SlowedDown?" inDataResourcesReviewofrhe 
U.S. Economy, March 1979, and Otto Eckstein and Robert Tannenwald, "Productivity and 
Capital Formation," in Data ResourcesReview of the U . S .  Economy, Febmary 1981. 

6 .  Michael Bruno, "World Shocks, Macroeconomic Response, and the Productivity Puz- 
zle,'' National Bureau of Economic Research working paper #942, 1982. 
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despite the fact that the economy continued to experience rapid 
growth in 1977-78. The cyclically adjusted deterioration in produc- 
tivity growth therefore cannot be explained as a function of cyclical 
decreases in investment, and instead emerges as a result of structural 
factors. 

In essence, therefore, when one looks at productivity growth and 
potential output rather than aggregate industrial growth, a more com- 
pelling case can be made in favor of a role for structural factors as 
causes of industrial decline. Here several causes have been at work, 
ranging from the ancillary effects of the energy shocks to increases in 
the user cost of capital and other factors which have reduced the 
capacity to invest. 

Changes in relative energy prices. The OPEC shocks were associ- 
ated with both a decrease in potential output due to the reduction in 
direct energy inputs, and a decrease in actual industrial output due to 
the transfer of income to the OPEC countries. These in turn had a 
series of additional indirect implications for the economy. First, 
because of the higher complementarity between capital and energy 
inputs to production, the OPEC shocks were associated with a 
decrease in capital formation. Since increases in relative energy 
prices imply a c~rresponding increase in the cost of capital, capital 
inputs to production also declined. Secondly, because of the drop in 
demand associated with the transfer of purchasing power to OPEC, 
real output was further reduced, beyond the reductions implied by the 
decline in energy inputs. 

Capital formation. Although the growth of business fixed invest- 
ment has tended to correlate with the business cycle, the decline in 
investment in 1974-75 and 1980-82 appears to be somewhat greater 
than would be implied by cyclical underutilization of capacity. 
Hence, the magnitude of the declines on both occasions has reflected 
the impact of additional causes. 

Apart from cyclical underutilization of capacity, the causes of the 
decline in capital formation have had to do primarily with the energy 
price shocks and increases in the user cost of capital. Because of the 
relationship between factor inputs of energy and capital noted above, 
the successive OPEC price shocks in 1973-74 and 1979 reduced capi- 
tal formation directly. The OPEC shocks also account for the deterio- 
ration in the net investment ratio. Higher relative energy prices made 
much of the existing capital stock obsolete, since the equipment in 
place at the time ran on cheap energy. Thus the sharp increase in 
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investment in 1976-78 can be interpreted more in terms of conversion 
to energy-efficient plant and equipment than expansion of net new 
investment. 

A major additional factor has been the increase in the user cost of 
capital - the rate at which corporations obtain funds for investment 
- since the late 1970s. Since the late 1960s, the user cost has been 
unusually high, with the result that even before the dramatic increase 
in interest rates in 1979, corporations faced a severe aggravation of 
the costs they incurred in obtaining capital. An additional factor here 
was the decrease in the real rate of return on corporate equity during 
the late 1970s, which lowered corporate equity values and retarded 
capitalization. Since 1979, with interest rates at their highest levels in 
over a century, the increase in the user cost of capital has been a major 
factor in accounting for the decline in investment. 

The financial deterioration of industry. There has been a serious 
decline in both corporate profits and business liquidity, which 
although particularly acute during the major recessionary periods, 
has also resulted in part from non-cyclical developments. 

Several factors contributed to the longer term process of financial 
deterioration. Wage-price controls and guidelines tended to depress 
prices in relation to labor costs, with the result that when controls 
were in force, particularly in 197 1-74, the deflection of the price tra- 
jectory below its free market path was achieved primarily through 
constriction of profit margins.' Another factor had to do with the 
exaggeration of corporate tax liabilities by inflation; here two mecha- 
nisms were involved, overstatement of inventory profits and under- 
statement of depreciation costs under the old ADR system. 

Side by side with the decline in profitability there has been a cor- 
responding decline in liquidity, due primarily to heavy dependence 
on short-term debt as a means of meeting capital requirements in a 
high interest rate environment. The dependence on short-term debt 
reflects two factors, an obvious reluctance on the part of business to 
incur long-term debt at exceedingly high interest rates, and a corres- 
ponding reluctance on the part of banks to undertake long-term lend- 
ing when uncertainty about interest rates means that longer run com- 

7. For analyses of the impact of the Nixon administration's wage price controls on prices 
and wages respectively, see in particular Robert J .  Gordon, "Wage-Price Controls and the 
Shifting Philllps Curve," in Brookings Papers on Economic Acrivrty, No. 2, 1972, and Robert 
J .  Gordon, "The Response of Wages and Prices to the FirstTwo Years of Controls," inBrook- 
ings Papers on Economic Activity, No. 3, 1973. 
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mitments may not guarantee optimal rates of return on loans. 
However, it is the pervasive dependence on short-term debt that is 
primarily responsible for the rise in the debt service ratio. At the same 
time, there has been a serious rise in the debt-equity i-atio, an impor- 
tant measure of the financial structure of corporations. The rise in 
interest rates during the late 1970s caused the rate of return on bonds 
and Treasury bills to exceed the real rate of return on corporate 
equity, prompting investors to switch their asset podfolios from cor- 
porate stock to bonds. This in turn forced business to rely more heav- 
ily on borrowing than on new stock issuances in order to obtain work- 
ing capital, leading to a deterioration in the debt-equity ratio. The 
significance of the increase in the ratio of debt to equity was primarily 
to heighten the vulnerability of the business sector to the increase in 
interest rates since late 1979. The contraction in corporate cash flow 
was considerably more acute than it would have been with a more 
favorable debt-equity structure, since an increasing share of profits 
was tied up in debt service. 

Research and development. There is also evidence of a sharp 
decline in R&D spending from roughly 1969 up to 1975, which in 
contrast to capital formation and productivity is largely uncorrelated 
with the business cycle. In accounting for the falling off of R&D 
spending during the early 1970s, one factor was the de-escalation of 
the Vietnam War, which led to a direct decline in military R&D. 
Thereafter, the gradual shift in the composition of federal spending 
from defense to transfer payments during the mid-1970s was associ- 
ated with a further slackening off of R&D expenditures relative to 
trend. However, a substantial component of the R&D slowdown was 
in industrial rather than federally sponsored research, and probably is 
attributable to the deterioration in profitability during the mid- 1970s. 
The fact that the recovery in R&D outlays has been sustained since 
1979 is, however, quite remarkable in view of the decline in real 
profits during this period. Despite falling profits and severe illiquid- 
ity, the private sector has been able to increase its real allocations for 
R&D, in part because of the R&D tax incentives enacted under 
ERTA, including a moratorium on Section 1.861-8 of the Treasury 
Regulations, and an incremental R&D tax credit. The result of these 
new incentives is that R&D spending has held up quite well during 
the recent recessionary period. 

In sum, there is considerable evidence that structural factors have 
coexisted along with the cyclical causes of industrial deterioration, 
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and in this respect there are a series of linkages between these two 
causal areas. First, the aggravation of cyclical downturns and longer 
run structural problems are to some degree attributable to the same 
causes. The OPEC shocks in particular were responsible for both the 
emergence of the two recessionary periods of the past decade and for 
the decline in capital formation and the deterioration in cyclically 
adjusted productivity growth. Monetary restriction not only produced 
the short-term contractions in demand that led to the recessions, but 
also increased the cost of capital. Second, the magnitude of the cycli- 
cal downturns of the 1970s themselves has been such that the result- 
ing decline in factor inputs has lowered the level of potential output. 

Microeconomic factors 
Although microeconomic factors are difficult to analyze through 

accepted econometric techniques, it may be useful to draw attention 
to certain micro-institutional factors at the corporate level which have 
contributed to the process of industrial deterioration. 

The long period in which the United States functioned as a serni- 
autarkic industrial power and in which external trade comprised a 
minimal share of GNP made it more difficult for corporations to 
adjust to the opening up of the economy to international markets and 
competitive pressures during the 1970s than was the case in countries 
which have historically had open economies. The result was that 
investment strategies failed to take sufficient account of foreign com- 
petition, and American firms were not particularly aggressive in 
attempting to penetrate external markets. At the same time, the long 
period of price stability from the end of the Korean War up to the 
Vietnam War escalation of the late 1960s made it difficult for corpo- 
rations to adjust to the new, volatile price environment. The distor- 
tion of market signals by inflation was associated with a greater prev- 
alence of defensive investment strategies on the part of corporations, 
in which the length of corporate plans was reduced and risky long-run 
investment plans were avoided. 

The historically semi-autarkic nature of American industry and the 
more inflationary environment beginning during the late 1960s led to 
inadequate attention to productivity and efficiency at the single-firm 
level. The decreased attention to single-firm productivity reflected a 
lack of awareness that declining competitiveness would be followed 
inexorably by penetration of domestic markets by foreign suppliers 
that could produce more efficiently and could increase their produc- 
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tivity more rapidly. It also reflected the supposition that low rates of 
productivity growth could be allowed since an accomodative mone- 
tary policy would allow the resulting increases in unit Iabor costs to 
be passed along to consumers. The difficulties involved in adapting 
to the more internationally integrated and higher-inflation environ- 
ment of the 1970s, both at the single-firm and the public policy level 
can both to some degree be traced to the emergence of institutional 
inertia at the corporate level. As some corporations became progres- 
sively more institutionalized, their responsiveness to changes in the 
external environment was correspondingly diminished. Frequently, 
their response is less one of adaptation than of perpetuation of exist- 
ing institutional rigidities.' 

A microeconomic factor on which there is greater consensus is the 
problem of wage rigidity, as dealt with by Wachter and Wascher, and 
other recent econometric l i te ra t~re .~  Because of the dependence of 
current wage settlements on lagged inflation through the process of 
cost of living adjustments, the result has been to introduce a strong 
element of inertia into the process of labor market equilibration. As 
inflation rates have accelerated under the impact of increasing 
demand, wages have risen in response to prior price movements in an 
effort to maintain purchasing power, with the result that only through 
exceedingly deep recessions have wages been able to be brought 
down to a less inflationary path. Furthermore, during disinflationary 
periods, wage rigidity meant that business confronted an unfavorable 
escalation of unit labor costs; this was exacerbated by the slowdown 
in productivity growth. However, business was not always able to 
pass these costs through to consumers, particularly during periods in 
which aggregate demand declined. Consequently, the costs of disin- 
flation have been borne disproportionately by corporate profits, lost 
output and reduced employment rather than through wage restraint. 

8. See in particular the following for analyses of management practices: William J .  
Abernathy, Kim B.  Clark, and Alan Kantrow, Industrial Renaissance, New York, Basic 
Books, 1983. Thomas J.  Peters and Robert H. Waterman, In Search ofExcellence, New York, 
Harper & Row, 1982. 

9.  Michael Wachter and William Wascher, "Labor Market Policies in Response to Struc- 
tural Changes in Labor Demand," this volume. For a more generalized analysis of the impact of 
wage rigidity and other factors on macroeconomic adjustIflent, see Arthur Okun, Prices and 
Quantities: A Macroeconomic Analysis, Washington, D.C. ,  Brookings Institution, 1981. 
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A review of policy recommendations 
A further theme covered at this conference is that of macroeco- 

nomic policy solutions. I will confine my comments to two substan- 
tive areas, tax policy as it relates to capital formation, and industrial 
policy, before moving on to a discussion of my own recornmenda- 
tions. 

Tax policy and capital formation. Among the policy recornmenda- 
tions put forward in Robert Hall's paper, probably the most signifi- 
cant proposal has to do with shifting the base of taxation to consump- 

10 tion rather than income. The premise for consumption-based 
taxation rests primarily on evidence that the savings rate in the United 
States has consistently been below that in the other industrial coun- 
tries. The argument that shifting to a consumption-based tax system 
in order to favor greater capital formation is, however, criticized by 
Bosworth, who points out that both over time and across national 
boundaries the relationship between personal savings and capital for- 
mation is also weaker than is commonly held to be the case. To put 
Bosworth's argument in some perspective, it should be noted that the 
relationship between personal saving and capital investment should 
in any event not be viewed as strictly causal: at best, savings provide 
a pool of liquidity from which investment can be financed. Thus it is 
possible to develop hypothetical scenarios in which increases in sav- 
ings have no demonstrable effect or even a negative effect on invest- 
ment; for instance, if an increase in personal saving is associated with 
lower capacity, the negative impact of the resulting slack in the econ- 
omy on capital investment may easily outweigh the effects of higher 
liquidity. 

Nevertheless, Bosworth's critique is subject to the qualification 
that during the next few years, the major factors working against cap- 
ital formation may not be underutilization of capacity, but rather high 
interest rates and lack of access to funds due to preemption in credit 
markets by federal borrowing. The argument can therefore be made 
that under the present economic circumstances, the liquidity effect of 
higher savings would in fact be associated with an increase in capital 
formation, inasmuch as it would directly reduce the user cost of capi- 
tal and raise the supply of loanable funds. 

10. Robert Hall, "Macroeconomic Policy Under Structural Change," this volume. 
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In evaluating the merits of consumption-based taxation, it should 
be borne in mind that most of the other industrial countries do not 
have pure consumption-based tax systems, but rather incorporate 
some mix of consumption and income taxes. Thus while there is sub- 
stantial empirical evidence suggesting that mixed tax systems may be 
more effective in certain respects than tax systems based predomi- 
nantly on income, there is as yet insufficient evidence as to the eco- 
nomic effects of a consumption-based system to justify a wholesale 
reorganization of the tax code. A further argument against a full-scale 
shift to consumption-based taxes is that the importance of a higher 
savings rate may have been overstated by consumption tax advo- 
cates. Decisionmakers may wish to consider whether or not they wish 
to make tax reform dependent on a single economic indicator such as 
the savings rate. Under the circumstances, it might be preferable to 
rely on a mixed tax system based partially on consumption and parti- 
ally on savings, as is actually the case throughout most of the indus- 
trial countries. 

Furthermore, it is not clear what constitutes the optimal savings 
rate over the business cycle, and in this respect, a tax system designed 
to raise savings by taxing consumption could under certain circum- 
stances elevate the savings rate to an excessive level. Particularly in 
an economy such as ours, where growth rates are critically dependent 
on consumer demand, it is conceivable that once savings surpassed a 
given rate, the result would merely be greater economic slack. In this 
respect, while advocates of consumption based taxation have nor- 
mally pointed to Western Europe and Japan to illustrate the alleged 
advantages of higher savings rates, they have typically failed to take 
adequate cognizance of the fact that in these countries the business 
cycle is generally export-led rather than led by domestic consump- 
tion. In an export-led business cycle, a high savings rate does not nec- 
essarily imply shortfalls in aggregate demand since a substantial 
component of the growth of demand is exogenous, and consumer 
spending typically increases fairly late in the business cycle as a 
result of higher employment in the export industries. This, however, 
is not the case in countries that have historically been semi-autarkic, 
such as the United States. Here tax measures encouraging savings 
could hold demand at levels incommensurate with full utilization of 
resources. 

Apart from consumption taxes, other options for stimulating capi- 
tal formation through the tax system include retention or expansion of 
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the existing depreciation reforms enacted under ERTA. The ability of 
tax reform to stimulate capital formation has also been criticized by 
Bosworth; nevertheless, I do not share in his skepticism. Bosworth's 
critique of the link between tax rates and capital spending focuses on 
the fact that marginal tax rates on capital across national boundaries 
do not correlate closely with indicators such as the ratio of gross fixed 
investment to GNP. Thus the U.K., traditionally a low-capital-for- 
mation country, has extremely generous depreciation laws, while 
depreciation provisions in high-capital-formation countries such as 
West Germany, France, Italy, and Japan have actually been inferior 
to those in any number of countries with lower levels of investment. 

This finding should not be misinterpreted to mean that tax policy is 
impotent as a determinant of capital formation, but that it may be sec- 
ondary to other factors. Looking at the countries Bosworth mentions, 
it seems logical to conclude that depreciation tax cuts were unsuc- 
cessful in the U.K. because of distinctive aspects of that country's 
experience, while other countries were successful in achieving 
higher levels of investment despite less liberal depreciation laws 
because of economic conditions on the whole were more conducive 
to capital formation. In the U.K., the long-run overvaluation of the 
pound under Bretton Woods was associated with lack of export com- 
petitiveness and slower growth than in the rest of Western Europe. 
Subsequently, the inflationary explosion of 1973-75 left the U .K. 
with a substantially higher inflation rate than the other major indus- 
trial countries, and impelled successive governments to pursue 
restrictive monetary policies that insured an exceedingly slow real 
growth rate. Conversely, of the high-capital-formation countries, 
Japan and West Germany are distinctive in having experienced con- 
sistent undervaluation, high rates of capacity utilization, and for the 
most part relatively low inflation rates (except for 1973-74 in Japan), 
which enabled them to pursue more accommodative monetary poli- 
cies during the late 1970s. The result was that higher growth rates and 
greater financial stability enabled these countries to maintain higher 
rates of capital formation. 

In essence, the conclusion that should be drawn from cross- 
national historical experience is that in an environment conducive to 
increased capital formation, tax cuts may substantially augment the 
investment process, while in the event that the economic environ- 
ment works against capital investment, the best that can be expected 
from tax cuts to favor capital formation is that they may exert some 
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mitigating impact. 
Industrial policy. The concept of industrial policy, normally 

defined as government intervention in support of specific industrial 
sectors, was extensively criticized at this conference. Paul 
Krugman's paper in particular makes two entirely valid critiques of 
the current industrial policy literature." On the one hand, it points out 
that much of the literature has eschewed any kind of scholarly or tech- 
nically advanced economic analysis, preferring to rely instead on an 
anecdotal approach more accessible to a popular audience. The result 
is that the criteria alleged in support of industrial policy options are at 
best haphazard and at worst largely spurious. In my view, a similar 
problem is that the advocates of industrial policy have put forward 
their recommendations on the basis of an inadequate and incomplete 
analysis of the actual causes of industrial decline. Given the analysis 
of the causes of decline that I have outlined here, it is readily apparent 
that industrial policy cannot contribute to the stabilization of the busi- 
ness cycle; rather, what is needed here is to develop a set of fiscal and 
monetary policies commensurate with a stable long-term growth path 
for the economy. Similarly, sectoral targeting cannot assist in the res- 
olution of economy-wide structural problems, while microeconomic 
problems such as poor management and wage rigidity are more 
appropriately the domain of the private sector than the federal gov- 
ernment. The one area in which greater governmental support for pri- 
vate industry is export promotion, and this should more realistically 
involve removal of the existing legislative barriers to export promo- 
tion and the restoration of a more realistic exchange rate. 

Krugman's case studies of specific examples of industrial policy 
also present substantial countervailing evidence to the viewpoint of 
industrial policy advocates that such policies have generally been 
successful, and call into question some of the commonly held tenets 
associated with this school of thought. In short, to use a legalistic 
phrase, reasonable doubt has been demonstrated about the efficacy of 
industrial policy solutions. 

Extending the critique of industrial policy further, an additional 
problem with such options has to do with the possible political ramifi- 
cations. First, the process of governmental support for the private 
sector could easily be associated not with greater rationalization and 
competitiveness, but rather with exactly the opposite process, the 

11. Paul Krugman, "Targeted Industrial Policies: Theory and Evidence," this volume. 
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perpetuation of the existing institutional rigidities which have 
worked against efficiency. If unprofitable corporations were targeted 
for governmental support, the incentive for regaining profitability 
would be lost; in countries such as the U.K., France, and Italy, which 
have carried out extensive nationalizations, there are repeated 
instances of nationalized corporations that have proven less efficient 
under government control than when they were privately held. Fur- 
thermore, once a precedent had been established for governmental 
support, this could easily lead to demand for further support from 
other industries. The implementation of an industrial policy would 
therefore be associated with additional pressure on fiscal policy at a 
time when a major priority of public policy is to enforce greater fiscal 
restriction. Finally, the decisionmaking process whereby industries 
are selected for government support could easily come to be domi- 
nated by lobbying from special interest groups and would therefore 
depend more on political patronage than on economic rationality. 

Toward better economic policies 

While the constraint of space does not permit a comprehensive 
overview of possible public policy alternatives, there is clearly a need 
to develop a coordinated economic strategy that will address the 
actual causes of industrial deterioration. The elements should include 
demand management policies commensurate with a stable growth 
path for the economy, along with greater promotion of exports and 
policies aimed at increasing the long-term factor inputs to produc- 
tion. While I have identified a further cause of industrial deterioration 
as microeconomic in origin, I do not outline any public policy solu- 
tions here; rather, the resolution of microeconornic problems is fun- 
damentally the responsibility of the private sector, and is not an 
appropriate domain for public policy. 

Better demand management policies. In the fiscal area, the key 
problem for the next few years will be elimination of the structural 
deficits. At their current levels, deficits will average in the range of 5- 
6 percent of GNP over the upcoming business cycle. Deficits of this 
magnitude are not commensurate with macroeconomic stability. As 
the basis for a better fiscal policy, Congress should bring the full- 
employment budget into surplus, while the actual budget could grad- 
ually be brought into equilibrium as the economy converges to a level 
of unemployment consistent with fuller utilization of resources. In 
the long term, revenues and expenditures should be held in approxi- 



Overview 369 

mate equilibrium over the business cycle; surpluses accumulated dur- 
ing booms can be used during recessions to offset deficits. 

In the area of monetary policy, the principle of quantitative targets 
for monetary aggregates is useful and should be retained. However, 
such targets should be applied flexibly and in conjunction with tar- 
gets for other indicators, rather than rigidly. In this respect, the Fed- 
eral Reserve should consider formally adopting a multiple target sys- 
tem in which annual targets would be used for monetary aggregates 
and nominal GNP, but in which interest rates and exchange rates 
would be stabilized in the short term. The central banks of the other 
major industrial countries have successfully used multiple target sys- 
tems. 

One recommendation aired at this conference, in Hall's paper, 
would be for the Federal Reserve to target expected future inflation, 
as well as current economic indicators. However, there is a series of 
problems with such a strategy, most importantly the fact that the 
existing econometric research on inflation expectations demonstrates 
a highly significant relationship between expectations and current 
actual inflation rates.13 For this reason, stabilizing expectations 
appear to require more than a credible anti-inflationary monetary pol- 
icy. Rather, it requires stabilization of actual inflation, and in this 
respect, there may be little difference between a policy rule aimed at 
controlling expectations and one aimed at controlling the price level. 

Policies to promote international competitiveness. A systematic 
policy aiming at export promotion would require a broad range of 
policies, including both a shift in the fiscal-monetary policy mix 
aimed at restoring a more realistic dollar exchange rate, and other 
policies to enhance export competitiveness. The Ex-Im Bank should 
be given the necessary budget authority to provide competitive 
financing for exports, and new financial instruinents should be devel- 
oped to support commercially competitive medium-term export 
credit. DISC'S (Domestic International Sales Corporations) should 
be maintained until Congress passes legislation providing equivalent 
or improved benefits for U.S. exports. The Foreign Corrupt Practices 

12. See in this respect two studies by the Organization for Economic Cooperation and 
Development on central bank operation procedures in the major industrial countries, The Role 
of Monetary Policy in Demand Management, Paris, OECD, 1976, and Monetary Targets and 
Inflation Control, Paris, OECD, 1979. 

13. See in particular Don Mullineaux, "Inflation Expectations and Money Growth in the 
United States," in American Economic Review, Vol. 70, March 1980. 
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and Export Administration Acts should be amended to clarify exist- 
ing ambiguities. In this respect, although I have consistently criti- 
cized the interventionist schemes associated with industrial policy, it 
must be acknowledged that in the areas such as international trade, 
where the functioning of free markets has been systematically 
impeded by foreign governments, greater governmental support for 
American exports would be desirable. 

Policies to promote long-term growth. In the normal specification 
of the aggregate production function for the economy, potential out- 
put is modelled as a combination of technological change plus factor 
inputs of capital, labor, and energy. From this perspective, it is clear 
that a general industrial strategy commensurate with high long or 
medium-term growth must address the factor inputs that go into the 
determination of potential output. 

In the area of capital formation, the ERTA depreciation reform 
should be retained in its current form, or possibly improved either 
through repeal of the TEFRA modifications or eventual transition to 
immediate first-year expensing of capital expenditures. A more 
restrictive fiscal policy achieved through reductions in federal spend- 
ing, applied in conjunction with a stable monetary policy, will be 
associated with a reduction in interest rates, and will therefore reduce 
the user cost of capital. In the area of energy, the recent decline in 
OPEC prices will contribute positively to increased energy utiliza- 
tion, and thus has exerted a stimulative effect on economic activity. 
At the same time, the removal of remaining price controls will facili- 
tate greater market equilibration in the energy sector. 

In the area of R&D, two major actions were taken under ERTA 
that have stimulated greater spending on research. These were the 
incremental R&D tax credit and repeal of Section 1.861 of the Trea- 
sury Regulations, which forced companies to apportion their 
research activities among their foreign subsidiaries. Further mea- 
sures can be taken to increased R&D spending, such as exempting 
joint research ventures from federal anti-trust legislation, restoration 
of patent terms, and in cooperative efforts between the public and pri- 
vate sector to share research and improve technical training. 

In this paper I have outlined what constitute in my view the most 
important components of industrial decline, as reflected in the pre- 
sentations made at this conference, and provided some preliminary 
indications as to how a broad industrial strategy dealing with these 
causes could be developed. An industrial strategy which addresses 



these diverse needs could go a long way toward the restoration of sta- 
ble long-term growth. 
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