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For many years, farm production has been on the rise, as agricul-
tural producers have capitalized on technological innovations and 
modernized farming practices. These gains have been important 

in meeting the needs of a growing global population. Still, producers 
face challenges. An important one emerged this year, as the COVID-19 
pandemic not only created the potential for constraints to productivity 
growth but also fostered an economic slowdown. While it is premature 
to judge the pandemic’s longer-term effects, it is likely to leave its mark 
on the road ahead.  

The Federal Reserve Bank of Kansas City had intended to host an Ag-
ricultural Symposium this year titled “The Roots of Agricultural Produc-
tivity Growth,” but ultimately made the difficult decision to cancel due to 
the pandemic. The topic of productivity growth, and the papers that were 
written in anticipation of the 2020 symposium, remain relevant.  

For that reason, we are publishing these papers to help inform fu-
ture discussions. The papers explore historical factors driving agricultural 
productivity growth, the role of technology adoption, connections to 
other segments of the agricultural supply chain, and the influence of en-
vironmental factors. As circumstances connected to this year’s pandemic 
continue to evolve, it is my hope that these papers will provide a useful 
foundation for understanding how agricultural productivity may deter-
mine longer-term prospects in the agricultural sector of our economy.
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Over the past 100 years, productivity growth in U.S. agriculture 
radically reshaped the country’s farm sector and its role in the 
national economy. In 1900, agricultural output constituted 

15.5 percent of U.S. GDP, and it took 5.7 million U.S. farms and 37.9 
percent of the national labor force to feed and clothe 76 million U.S. 
consumers: a consumer-to-farmer ratio of 13:1. By 2017, agriculture 
had shrunk to 0.9 percent of GDP and the farm labor force to 1.1 
percent of the national total. While the number of U.S. consumers had 
grown to 325 million, the number of farms had shrunk to just 2.0 mil-
lion, increasing the consumer-to-farmer ratio to 159:1. 

U.S. agricultural output increased, in aggregate, 4.6-fold from 
1910 to 2007.1 The mixture of inputs changed dramatically. U.S. farms 
now use greater quantities of purchased inputs (such as seed, energy, 
and chemicals) than they did a century ago and much less labor: la-
bor use in agriculture fell by 80 percent. With these opposing trends  
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balancing each other, aggregate input use overall increased little (Alston 
and Pardey 2020). Hence, multifactor productivity (MFP)—the  
aggregate output relative to the aggregate of measured inputs—in-
creased 3.5-fold, growing on average by 1.42 percent per year from 
1910 to 2007.

How can U.S. agriculture now produce so much more output per 
year with little overall change in the measured use of inputs? The story is 
complicated. Fundamentally, major labor- and land-saving innovations 
and the associated structural transformation of agriculture were facili-
tated by public and private investments in research and development 
(R&D) and incentivized by changes in the broader economy. But these 
processes involved complex cause-and-effect relationships that are hard 
to disentangle. 

Our account of the drivers of long-term productivity growth in 
U.S. agriculture focuses first on the direct role of R&D-driven growth 
through the stock of scientific knowledge.2 We then turn to the roles 
of technological innovation and the structural transformation of ag-
riculture—farm size, specialization, what crops are grown where and 
when, how resources are used, and the roles of off-farm employment 
and part-time farming. We highlight the uneven evolving time path of 
U.S. agricultural productivity—in particular, a significant midcentury 
surge followed by a slowdown—which helps us as we try to identify 
the relative roles of different drivers at different times. We conclude the 
paper by considering the prospects for U.S. farm productivity growth in 
the face of emerging economic and environmental headwinds.

I. The Long-Run Pattern of MFP Growth
From 1910 to 2007, the index of the aggregate quantity of output 

(Q) grew at an average rate of 1.58 percent per year. Meanwhile, the 
index of the aggregate quantity of inputs (X) used in U.S. agriculture 
grew by just 0.16 percent per year, reflecting some increases in inputs 
of capital and materials that offset the reductions in the use of land 
(after the late 1970s) and especially labor. Consequently, the measure of 
MFP (MFP = Q/X) grew at a long-run average rate of 1.42 percent per 
year (Chart 1). This implies that U.S. agriculture produced 4.6 times 
as much aggregate output in 2007 as in 1910, without appreciably in-
creasing the quantity of aggregate input.  
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The long-run path was not always smooth—secular changes in pro-
ductivity growth are confounded with year-to-year variations related 
to weather and other transitory factors. Table 1 shows growth rates in 
U.S. MFP by decade for the period 1910–2007. Rates of MFP growth 
have varied considerably from decade to decade, with relatively high 
rates of growth during the period 1950–80—when the rate of growth 
of aggregate output was also relatively high—and relatively slow rates 
of growth since then. 

Using essentially the same data, Andersen and others (2018) es-
timate various trend models and strongly reject the hypothesis of a 
constant growth rate. Their results support the view that U.S. farm 
productivity growth has slowed in recent decades, but they also suggest 
that this slowdown came after a period of unusually rapid productivity 
growth. MFP grew by 1.42 percent per year for 1910–2007, but this 
long-term average reflected a period of below-average growth at 0.83 
percent per year for 1910–50, above-average growth at 2.12 percent per 
year for 1950–90, and again below-average growth at 1.16 percent per 
year for 1990–2007. 

Using state-specific and regional data for the period 1949–2007, 
Table 2 reveals that higher-than-average rates of output growth in some 
regions (for example, the Pacific and Northern Plains regions) were 
associated with correspondingly higher-than-average growth rates of 

Chart 1
Quantity Indexes of Output, Input, and MFP, U.S. Agriculture, 1910–2007
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Table 1
Annual Average U.S. Farm and Nonfarm Private Business MFP Growth Rates, 
1910–2007

 Private business sector 
MFP growth Agricultural GDP 

as a share of GDP
Farm labor share 

of totalPeriod Nonfarm Farm
(percent per year) (percent)   (percent)

1910–20 1.61 0.21 15.8 27.4
1920–30 1.56 −0.07 9.9 23.1

1930–40 2.52 1.71 7.5 22.9
1940–50 2.05 1.47 7.3 15.9
1950–60 1.31 2.25 4.8 10.8
1960–70 1.76 1.69 2.8 6.6
1970–80 0.88 2.46 2.5 4.1
1980–90 0.55 2.08 1.7 2.7
1990–2000 0.97 1.25 1.3 1.7
2000–07 1.39 1.03 1.0 1.4

1910–50 1.93 0.83 10.2 22.3
1950–2007 1.13 1.83 2.4 4.8

1910–2007 1.46 1.42  5.6  12.0

Notes: All MFP growth rates represent averages of annual (year-over-year) rates for the respective periods calculated 
by the log-difference method. Labor includes the number of full-time equivalent employees plus the number of 
self-employed persons and unpaid family workers. Shading indicates the decades with growth rates above the long-
term (1910–2007) average. 
Source: Abridged version of Table 2 in Pardey and Alston (forthcoming). 

input use. The Pacific, Northern Plains, and Southern Plains regions 
recorded somewhat higher regional productivity growth rates; the Cen-
tral, Mountain, and Northeast regions somewhat lower. However, each 
region experienced solid productivity growth on average during the pe-
riod 1949–2007—average annual productivity growth ranged between 
1.54 and 2.05 percent per year among regions—and a slowdown.  

The regions and states within them are quite diverse in relevant 
respects. In the Northeast, input use shrank considerably while out-
put grew comparatively little. For the Southeast, Central, and Southern 
Plains regions, aggregate input use also declined against solid output 
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growth (albeit much less than in the Northeast). In the other regions 
both inputs and outputs grew, and for the Pacific region MFP growth 
reflected greater-than-average input growth but even greater output 
growth. The timing of the surge in MFP growth varied among regions. 
In the Northeast and Southern Plains regions, MFP growth peaked a 
decade or two ahead of the national peak in the 1970s, shared with 
the Pacific, Central, and Southeast regions; in the Northern Plains, it 
peaked a decade later, in the 1980s. 

Agricultural and economy-wide MFP growth 

During the first half of the twentieth century, relatively rapid 
growth of the nonfarm sector came partly at the expense of the farm 
sector—especially by attracting labor away from farms—with implica-
tions both for labor-saving innovations on farms and the growth rate 
of farm productivity as well as for the farm share of the total economy 
(Kendrick and Jones 1951). In the early 1900s, agriculture employed 
more than one-third of the national workforce: rural-urban migration 
mattered, and changes in agricultural productivity had meaningful ef-
fects on national productivity measures. By the early 2000s, agricul-
ture’s share of the economy had shrunk to the extent that changes in 
agriculture had little consequence for economy-wide measures of eco-
nomic performance.3   

These connections are reflected in the measures of U.S. farm and 
nonfarm private business MFP growth reported in Table 1. The long-
term (1910–2007) annual average MFP growth rate for the farm sector 
was 1.42 percent per year. However, during the period 1910–50, MFP 
grew in the nonfarm sector by 1.93 percent per year on average, more 
than twice the rate for the farm sector, 0.83 percent per year. And for 
1950–2007, these roles were reversed: MFP grew by 1.83 percent per year 
in the farm sector but just 1.13 percent per year in the nonfarm sector. 

Table 1 shows that U.S. nonfarm productivity growth accelerated 
in the 1910s and 1920s, peaked in the 1930s and 1940s, and began to 
slow appreciably in the 1950s, with a sharp drop in the 1970s. Hence, 
for the nonfarm sector, annual average MFP growth rates exceeded 
the long-term (1910–2007) average for the 1910s through the 1940s 
and in the 1960s, and they have been below the long-term average 
from the 1970s on. Farm productivity followed a similar pattern two  
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decades later, with above-average productivity growth rates for the 
1930s through the 1980s. Combining these two elements, and noting 
the further decline of the farm share of the total economy, helps ac-
count for the surge in national MFP growth during the 1920s through 
the 1960s. Farm productivity growth rates remained high into the 
1970s and 1980s, well above their nonfarm sector counterparts, but 
by then the farm share of the economy had shrunk to just a few per-
cent—too little to be of much consequence in sustaining the national 
productivity growth rate.4 

At the start of the twentieth century, agriculture accounted for 
one-sixth of U.S. GDP, while employing a much larger share of the 
national labor force—more than one-third. Over the course of the 
twentieth century, the rest of the economy grew much faster, and ag-
riculture’s share of GDP shrank by a factor of 15: from 15 percent in 
1900–10 to 1 percent in 2000–07. Agriculture’s contribution to GDP 
grew in real terms, though its share was shrinking. The farm-sector 
share of the total labor force fell by a factor of 24: from 34 percent in 
1900–10 to 1.4 percent in 2000–07. The shrinking of farm labor as 
a share of the total labor force reflects a decline in the total labor use 
in agriculture. Total private employment of labor increased fourfold, 
while employment of labor on farms shrank sixfold.  

II.  The Radically Changed Realities of U.S Agricultural R&D
The U.S. agricultural R&D landscape has undergone seismic shifts 

in recent decades. The balance of R&D spending has moved away 
from agriculture, away from the public sector, and even away from the 
United States itself. Critically, public investments in agricultural R&D 
are now on the decline (in both nominal and inflation-adjusted terms), 
with a dramatic downsizing in the share of that spending directed to-
ward preserving or promoting agricultural productivity gains.5  

In 1960, the United States accounted for 20 percent of global in-
vestments in public agricultural R&D, most of which were carried out 
by agencies such as the U.S. Department of Agriculture (USDA) and 
the Land Grant Universities (Pardey and others 2016a, 2016b). Fast-
forward to 2015—the latest year of available global data—and the pic-
ture is very different. The U.S. share of the global public-sector total 
has fallen to 8.9 percent, now second to the 14.5 percent (purchasing 
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power parity) share contributed by China. In 1996, China, India, and 
Brazil—three agriculturally large, middle-income countries—collective-
ly overtook the United States in public agricultural R&D spending, and 
by 2015, together they spent an estimated $3.16 on public agricultural  
R&D for every $1.00 invested in U.S. public agricultural R&D. 

How did this happen? Since at least the middle of the twentieth 
century, real (inflation-adjusted) spending on U.S. public agricultural 
R&D grew at an ever-declining rate (Chart 2). Even more critically, 
starting around 2002, the United States began cutting back, not just 
slowing down, the rate of growth of spending on public agricultural 
R&D investments. By 2015, aggregate U.S. spending on agricultural 
(net of forestry) R&D had retreated to the inflation-adjusted levels that 
prevailed in 1972. In marked contrast to the U.S. retreat from invest-
ments in public agricultural R&D, Brazil, India, and especially China 
have been ramping up their investments in public agricultural R&D, 
especially in the decades since 1990. 

Chart 3 reveals several other notable features of the changing R&D 
realities facing U.S. agriculture. First, the growth in private investments 
in agricultural and food R&D has consistently outpaced the growth 
in public spending since the 1950s, such that the public share of U.S 
agricultural and food R&D shrunk from 65.1 percent of the public 
and private total in 1950 to just 31.3 percent in 2017. Second, like 
public spending on agricultural and food R&D, private spending on 
agricultural and food R&D by mainly publicly listed firms has ratch-
eted down, slipping into negative terms in the past decade. Third, to-
tal (public and private) R&D spending for food and agriculture grew 
at a slower rate than overall R&D spending, thus shrinking the food 
and agricultural share of total U.S. R&D spending from 3.5 percent in 
1950 to 2.3 percent in 2017.  

Who foots the public agricultural R&D bill?

USDA agencies have long relied on federal funding allocated by way 
of the Farm Bill to carry out research. However, over time, funds from 
USDA agencies have shrunk as a share of the total pool of public funds 
directed to agricultural R&D. The State Agricultural Experiment Sta-
tions (SAESs)—typically co-located on the campuses of the Land Grant  
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Chart 2
Whittling Away Investments in U.S. Agricultural R&D, 1950–2017

Chart 3
Trends in Public and Private Investments in U.S. Agricultural R&D, 1950–2018
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Universities—conduct the majority of U.S. public agricultural R&D: 73.4 
percent in 2017, up from 61.4 percent in 1950 (Chart 4). 

The sources of financial support for SAES research are more diver-
sified and have changed dramatically over time. The state government 
share of funding for SAES research fell dramatically; from 69.3 per-
cent in 1970 to just 35.2 percent in 2018 (Chart 4). Federal funding 
picked up much of the shortfall and now accounts for 42.7 percent of 
overall SAES funding, more than double its share in 1970. Subtly, but 
importantly, Farm Bill funding made available to the SAESs by way 
of the USDA fell markedly as a share of total federal funding to the 
SAESs over the past several decades: from around three-quarters in the 
mid-1970s to two-thirds in 2018. The increase in federal funding to 
the SAESs—from 27.7 percent of total SAES funding in 1975 to 42.7 
percent in 2018—stemmed from an increase in mainly competitive, 
grant-allocated funds coming from agencies such as the National Insti-
tutes of Health, National Science Foundation, Department of Energy, 
Department of Defense, and the U.S. Agency for International Devel-
opment. Notably, the share of SAES funding from a variety of other 
sources (including earned income, private sources, and other nonfed-
eral sources) has risen steadily since the 1960s and now constitutes 22.1 
percent of total SAES funding.  

Chart 4
Shifting SAES Funding Sources, 1950–2018
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A reduction in productivity-oriented research

Along with the reduction in state government- and USDA-sourced 
federal funding, SAES research priorities have also shifted—most nota-
bly, to reduce research aimed at preserving or promoting farm produc-
tivity. A little over one-half of SAES research spending (53.3 percent) 
in 2018 was directed to agricultural productivity pursuits, down from 
the almost two-thirds (64.6 percent) share in 1976. The SAES research 
agenda has increasingly focused on food safety, food security, and envi-
ronmental concerns, programs of research that have little if any effect 
on enhancing or maintaining farm-level productivity. No doubt these 
other areas of research have social value, but their expansion has been at 
the expense of, not in addition to, productivity-oriented R&D.

The reduction in emphasis on productivity-oriented R&D has been 
pervasive throughout the SAES system. In 1976, 37 of the 48 con-
tiguous states directed at least 60 percent of their agricultural R&D 
spending to productivity-related issues. By 2018, only 10 of those 48 
states exceeded the 60 percent productivity threshold, with 14 of them 
directing less than 45 percent of their agricultural research effort to 
productivity-related topics. 

III. Farm Productivity Drivers
What accounts for the twentieth-century surge and slowdown in 

U.S. farm productivity? In a recent study, we present a range of evidence 
related to potential drivers of U.S. farm productivity patterns (Pardey 
and Alston, forthcoming). We suggest that innovations on farms and 
the associated structural changes are the proximal causes, while public 
and private investments in agricultural R&D are a more fundamental 
source of innovation on farms. We conclude that agricultural R&D 
spending patterns could account for the more recent slowdown, but 
not the midcentury surge. We posit that the sluggish adjustment associ-
ated with the “farm problem” could account for the mismatched tim-
ing between the adoption of innovations and the resulting productivity 
surge.6 We find a strong temporal concordance between changes in the 
structure of farming and patterns of productivity growth. 
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Agricultural R&D and knowledge stocks

In conventional and widely applied models, current agricultural 
productivity depends on an agricultural R&D knowledge stock created 
from investments in agricultural R&D over many years. As described 
and documented by Alston, Craig, and Pardey (1998), Alston and others 
(2010, 2011) and Huffman and Evenson (1993, 2006), among others, it 
takes a long time for agricultural R&D to influence production (the lags 
in the creation of new knowledge and adoption of technology are long), 
and then it can affect production for a long time. However, the effective 
stock of agricultural knowledge becomes obsolete as new technologies 
embodying new knowledge are developed, or the stock depreciates be-
cause of changes in the economic and environmental circumstances in 
which that knowledge or technology is used—attributable to coevolving 
pests and diseases and changes in climate or relative prices. 

Using widely applied models that link agricultural R&D and pro-
ductivity, we create measures of knowledge stocks arising from U.S. 
public agricultural R&D (Alston and others 2010; Huffman and 
Evenson 2006; Pardey and Alston, forthcoming). We show that these 
knowledge stocks grew, but at a monotonically declining rate through-
out the relevant historical period. This pattern is consistent with the 
recent slowdown but not with the earlier surge in agricultural produc-
tivity, which would have required an R&D funding pattern that caused 
a commensurate surge in the growth of the stock of knowledge.

Along with the consequences of a decades-prior slowdown in agri-
cultural research investments, a slowdown in agricultural productivity 
growth might also reflect a change in the effectiveness of those invest-
ments. The decline in the productivity share of agricultural R&D, de-
scribed above, is equivalent to a 20 percent reduction in the effective 
quantity of productivity-oriented R&D spending for a given total ex-
penditure. Although this is a relevant consideration, most of this shift 
has been relatively recent and too late to have contributed much to a 
productivity slowdown beginning a decade or two earlier, once we al-
low for R&D lags.

A second possibility is decreasing returns to agricultural R&D. It 
may be increasingly difficult to generate a further proportional gain in 
productivity on top of past productivity gains for several reasons. First, 
we may be getting closer to the biological potential of plants and animals 
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(see, for example, Fischer, Byerlee, and Edmeades 2014). Second, we 
might have to spend a larger share of the research resources maintain-
ing past gains (see, for example, Ruttan 1982). Third, as discussed by 
Pardey and Alston (forthcoming), some suggest the easy problems have 
already been solved. However, studies of the rate of return to research 
investments provide direct evidence contradicting the pessimistic view. 
Rao, Hurley, and Pardey (2019) report the results from a meta-analysis 
encompassing 492 studies published since 1958 that collectively re-
ported 3,426 estimates of rates of return to agricultural R&D. They 
conclude that “the contemporary returns to agricultural R&D invest-
ments appear as high as ever” (Rao, Hurley, and Pardey 2019, p. 37). 
Improvements in the technology of science and in the human capital of 
scientific researchers have made research more productive, and it seems 
these gains in research productivity have been sufficient to offset any 
decline caused by other factors. 

Adoption of farm technologies

One plausible idea is that—like Gordon’s (2000) assessment of 
the “big wave” surge in U.S. MFP—perhaps we could account for the 
“big wave” surge in the rate of agricultural output and MFP growth in 
terms of the timing of waves of adoption for several major classes of 
agricultural innovations (Chart 5). A series of mechanical innovations 
transformed U.S. agriculture, including tractors, mechanical reapers, 
combines, and related bulk-handling equipment, which progressively 
replaced horses and other draught animals and much human labor. 
These innovations were particularly pronounced in the early decades 
of the twentieth century. As well as these on-farm changes, farmers 
benefited from improved technology for long-distance transportation 
of farm output (including refrigeration and preservation technologies), 
coupled with investment in roads, railroads, and other public infra-
structure (such as those related to rural electrification, telephone ser-
vice, and irrigation projects). 

Biological innovations, in particular improved crop varieties that 
were responsive to chemical fertilizers, took center stage a little later, 
as illustrated by hybrid corn. In parallel with these genetic changes was 
the development of modern agricultural chemicals, including various 
fertilizers, pesticides, herbicides, antibiotics, and hormones, many of 
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Chart 5
Waves of Adoption of U.S. Farming Innovation, 1920–2018

Panel A: Mechanical, chemical, and genetic improvement technologies

Panel B: Modern genetics and precision agriculture technologies
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which came after World War II. These were largely private innovations 
and interlinked with private and public investment in complementary 
varietal innovations (for example, herbicide-tolerant crop varieties). 
More recently, much agricultural innovation has emphasized informa-
tion technologies, including various applications of computer technol-
ogies, geographic information systems and related precision production 
systems, and satellites and various remote- and ground-sensing tech-
nologies. Adoption processes for these digital farming technologies are 
still in their early and slow stages, apart from relatively simple technolo-
gies—such as GPS-based remote-sensing and guidance systems—that 
involve neither large investments in specialized equipment or human 
capital, nor major changes in farming systems and practices (see Alston 
and Pardey 2020). 

We use data on adoption rates (shares of farmers or farm area 
adopting) for major examples of each of the categories of innovation 
to compare the time path of innovation with the time path of MFP 
(Pardey and Alston, forthcoming). We conclude that the timing of the 
adoption processes is consistent with our story about a slowdown in 
the rate of adoption of innovations contributing to a slowdown in pro-
ductivity, but it does not clearly concord with a surge in the middle 
tercile of the twentieth century (1940–80). However, the productivity-
enhancing consequences of innovation might lag considerably behind 
the evidence on initial adoption. Just as there is a lag between invest-
ing in research and developing technology, there is a lag between the 
release and initial adoption of technology and its ultimate impact on 
productivity, with due allowance for the role of adaptation of technol-
ogy to better match particular contexts. During the in-between time in 
the middle of the twentieth century, while some farmers had adopted 
innovations and flourished, many others lagged and fell behind. Those 
who were slow to adjust and exit agriculture contributed to what be-
came known as the “farm problem.”

Structural transformation

The farm problem—excess capacity in agriculture, especially 
too many farmers—was eventually resolved through consolidation 
of farms into more economic-sized units, specialized in particular  
outputs. This consolidation was enabled and promoted by the adoption 
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of innovative technologies, especially labor-saving machines, that en-
abled considerable economies of size with respect to land and required 
much less labor to efficiently operate a larger farm area. It took time 
for the farm sector to absorb these changes and capitalize on the as-
sociated efficiencies such that, during the decades following the first 
introduction of those innovations, American agriculture faced a seri-
ous adjustment problem: how to move resources out from agriculture, 
especially labor, that were earning very low returns in farm production 
where they were “stuck.”

Much of the measured productivity gains, especially in the earlier 
period, can be attributed to labor-saving innovations that facilitated the 
consolidation of farms into fewer and larger units. Using newly com-
piled national- and state-level data on the number and size distribution 
of farms, we show that much of the agricultural transition took place in 
the middle of the century, between 1930 and 1970 (Pardey and Alston, 
forthcoming). This transition was accompanied by an acceleration in 
farm productivity growth, associated with an acceleration in the rate 
of farmers exiting the industry, enabling a consolidation of farms into 
larger operations (see also MacDonald, Hoppe, and Newton 2018 and 
MacDonald 2020). More recently, the pace of farm consolidation has 
since returned to what seems to be a more normal, long-term rate com-
mensurate with long-term productivity growth in the economy more 
generally. Using his measure based on the midpoint of the farm size 
distribution, applied to U.S. data for 1987–2017, MacDonald (2020) 
shows that the rate of farm consolidation has been fairly constant over 
time and across industry sectors for the past 30 years. 

Farm size, specialization, and location

As farm size increased, farming also became more specialized. In 
addition, where that farming occurred also shifted. Both these special-
ization and spatial movement processes had—and continue to have—
considerable consequences for agricultural productivity. 

Increasing specialization in U.S. agriculture is evident at both the 
farm and state levels. Macdonald, Hoppe, and Newton (2018, p. iv) 
note that, “While few farms specialize in a single crop, field crop opera-
tions increasingly grow just 2 or 3 crops, versus 4–6 crops previously. 
Livestock production continues to shift toward farms that produce no 
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crops, and instead rely on purchased feed.” Analyzing state-level special-
ization trends over the period 1949 to 2006, Alston and others (2010) 
note that only three states increased the number of agricultural outputs 
produced, while seven states produced 10 fewer outputs toward the end 
compared with the beginning of the period. In fact, the majority of the 
states produced fewer outputs in more recent years, particularly in the 
Northeast, Pacific, and Mountain regions. 

Agriculture involves a large physical footprint, occupying 44 per-
cent of total land area in the United States in 2017. Agricultural pro-
duction also involves biological processes that make it especially sensi-
tive to the spatial variation in natural or environmental factors (such 
as soil and sunlight) that are intensively used by the sector. Hence, our 
measures of productivity can reflect changes in the context in which 
agricultural production takes place either because of changes in the en-
vironment in a given location (changing pests, diseases, or climate, for 
example) or because of changes in the location of production. 

Beddow and Pardey (2015) show that the centroid of U.S. corn 
crop production moved 279 kilometers north and 342 kilometers west 
over the period 1879–2007. Changing the location of the crop changes 
the climate relevant for that crop. In addition, the use of shorter-du-
ration corn varieties (an embodied form of technical change) not only 
enabled this spatial movement, but also gave farmers greater flexibility 
in their planting date decisions at any given location. Using pheno-
logical measures of climate (specifically temperature and soil moisture) 
that reflect changes in both the location and timing of corn production 
throughout the twentieth century, Beddow, Pardey, and Hurley (2014) 
show that the sensitivity of corn yields to unfavorable weather has de-
clined over time. In this instance, embodied and unembodied techno-
logical changes have muted the detrimental productivity consequences 
of the variability of weather over time.

Physical and regulatory environments

Environmental factors could have contributed to the surge and 
slowdown in measured productivity growth. In terms of the physical 
environment, climate change, invasive pests and diseases, evolving pes-
ticide resistance, and declining natural resource stocks could all have 
contributed to a more challenging physical and economic environment 
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for agricultural production, adding to the demands for maintenance 
research just to keep yields from falling and costs from rising.7 In addi-
tion, the economic environment for producers—including regulations 
governing production practices on farms—has become more difficult 
in some ways that may help account for the observed productivity pat-
terns. The story reflects both environmental externalities that are not 
reflected in our MFP measures and the effects of policies that address 
those externalities.

Pesticides illustrate the main ideas here. The surge of farm pro-
ductivity growth immediately following World War II was associated 
with a surge in the use of agricultural chemicals, especially synthetic 
fertilizers and pesticides (Pardey and Alston, forthcoming). Conven-
tional measures of productivity growth do not account for the negative 
externalities associated with these agricultural chemicals, and in this 
sense, our measures overstate the true gains in productivity. The past 
50 years have seen increasing public concern over the environmental 
consequences of agricultural pesticide use and greater environmen-
tal regulation of agricultural production. Many pesticides have been 
banned. A direct consequence of these regulations has been to reduce 
agricultural productivity—both measured and actual. Similar thinking 
applies to the development of intensive livestock production systems 
and the progressive, increasingly stringent regulation of the use of an-
tibiotics, hormones, and other veterinary medicines, and the regula-
tion of other production practices. Together, these aspects might have 
contributed both to the measured surge (reflecting unmeasured exter-
nalities or unmeasured consumption of poorly priced natural resource 
stocks that contributed to overestimated productivity growth) and to 
the subsequent slowdown (reflecting the consequences of regulations 
that internalized some of those costs). It is not easy to guess at the em-
pirical importance of these aspects, but they are surely part of the story.

IV. Looking Forward
In the current agricultural environment, demands for private in-

vestments in innovation are being influenced by government through 
the prospect of new regulations (or taxes) applied to agricultural pro-
duction—including technological regulations and environmental regu-
lations to reduce greenhouse gas emissions and other spillovers from  
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agriculture—and through the influence of policy on the supply of farming 
inputs (especially labor and water) and on the markets for farm products.  

This paper documents a significant downsizing of public support 
for agricultural R&D and a major decline in the share of that research 
devoted to preserving or promoting productivity growth. This shift in 
support for public sector R&D (in terms of both total investment and 
the balance of investments) reflects a changing role of scientific evi-
dence in policy and shifting public preferences (Alston, forthcoming). 
Agricultural R&D investments are being scaled down even though me-
ta-evidence shows that past U.S. investments in R&D have yielded very 
favorable returns: median reported benefit-cost ratios are in the range of 
8:1. Sustained U.S. investment and innovation will be required to pre-
serve past productivity gains in the face of climate change, coevolving 
pests and diseases, and changing technological regulations—let alone 
increase productivity. Great potential exists for innovation in crop and 
livestock genetics and digital farming technologies to generate new 
products and production processes, but innovators have to overcome 
increasingly strong headwinds from social and political forces that seek 
to dictate technology choices. 
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Endnotes
1The year 2007 is the latest year in our consistent series of data on input, 

output, and productivity.
2More complete descriptions of the ideas and information summarized in 

this paper can be found in Alston and Pardey (2020), Pardey and others (2016a, 
2016b), and Pardey and Alston (forthcoming).

3As Pardey and Alston (forthcoming) show, national MFP growth is equal to 
the sector-input-share weighted average of farm and nonfarm MFP growth.

4Pardey and Alston (forthcoming) confirm these informal impressions by fit-
ting a cubic polynomial trend model in logarithms to each of the MFP data series 
summarized in Table 1 for the period 1910–2007. In each case, the model fits the 
data fairly well (R2 values of at least 0.98), and we can strongly reject the nested 
special case of a linear model with a constant exponential growth rate against the 
alternative of a cubic model that implies a surge and a slowdown.

5Throughout this paper, unless we state otherwise, “agricultural R&D” refers 
to the aggregate of R&D related to food and agriculture. 

6Sumner, Alston, and Glauber (2010) provide a concise review and cite sev-
eral notable economists who have written on the issue, including Houthakker 
(1967, p. 5) who wrote, “The Farm Problem, it will be argued here, is primarily 
a problem of economic growth. To put it briefly: … economic growth requires a 
steady shift of labor and other resources from agriculture to other sectors. Since 
there is resistance to this shift, there are usually too many people in farming and 
as a result per capita farm income is depressed.” See also Gardner (1992, 2002).  

7Many expect the variation in climate (or pest and disease) pressures to pick 
up pace and increase in the decades ahead, implying an increase in demand for 
maintenance research.
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Digital agriculture and the utilization of technology on the farm 
has garnered increased attention in recent years. Farmers, 
lenders, advisors, and researchers frequently ask whether addi-

tional technology can increase productivity and the resulting profitabil-
ity of the farm operation, and lenders and marketers ask whether they 
should focus on the demographics of their customers differently—con-
sidering, for example, how different generations respond to or adopt 
new technology. This paper looks at the adoption of various precision 
agriculture technologies by Kansas farms and breaks the adoption down 
by sole proprietor and multiple-operator farms. We find that adoption 
indeed varies across generations as well as by generation mix for multi-
ple-generation farms. We also predict that the current younger genera-
tion will control the majority of farm operations at an older age than 
previous generations.  

The economics of digital agriculture have been evaluated since the 
advent of global navigation satellite systems (GNSS), but the consensus 
has been that the economics are site-specific—analogous to a high-tech 
version of “it depends” (Griffin and others 2004; Lowenberg-DeBoer 
and Swinton 2015). The profitability of precision agriculture, including 
reduced input usage, has been reported at the national level based on 
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data from the U.S. Department of Agriculture (USDA) Agricultur-
al Resource Management Survey (Schimmelpfennig and Ebel 2016; 
Schimmelpfennig and Lowenberg-DeBoer 2020; Schimmelpfennig 
2016, 2018). In their study of farmers’ adoption of precision agricul-
ture technologies, Ofori, Griffin, and Yeager (2020) report that the 
farm debt-to-asset ratio was an important factor in predicting farms’ 
adoption of technology, and that younger, more profitable farmers 
were more likely to make capital investments for digital agricultural 
technologies. Generation, or birth year, of farm operators was also im-
portant in describing the adoption path of technology, emphasizing 
that younger farmers tend to favor technology. Younger operators were 
also more likely to embrace farm data, such as yield monitor data and 
soil maps, as an intangible resource (Ofori, Griffin, and Yeager 2020). 

Numerous studies have shown that the utilization of precision ag-
riculture technology can increase productivity and profitability. The 
presence of yield maps and soil maps has been shown to increase tech-
nical efficiency marginal effects by 1.1 to 7.2 percent and 0.4 to 2.3 
percent, respectively (McFadden 2017). Yield monitors with variable 
rate technology have been associated with a 4 percent reduction in 
fertilizer costs (Schimmelpfennig 2018). Farms fully utilizing auto-
mated guidance could increase farm size from 3,000 to 3,335 acres us-
ing the same equipment and still complete field operations in a timely 
manner, thus reducing fixed per-acre equipment expenses (Griffin, 
Lowenberg-DeBoer, and Lambert 2005). Adopters of soil testing with 
variable rate application had 33 percent higher nitrogen productivity 
than non-adopters on below-average soils (Khanna 2001). It is gener-
ally expected that data-endowed farmland will command higher rental 
rates once the “Big Data” system in agriculture is operational (Griffin 
and others 2016). Researchers predict similar relationships for farm-
land with adequate wireless broadband connectivity.

The profitability of farm data has been relatively more elusive to 
quantify than the digital technology generating that farm data (Coble 
and others 2018). Network externalities (the demand for a good or 
service being a function of the number of users of that good or service) 
complicate the valuation of farm data, especially when considering 
perspectives of only one agent—for example, farmer, data platform, 
or society (Griffin and others 2016). Farm data valuation is further 
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complicated by ownership, access, and permissions to control, share, 
and access data arising from digital agriculture technologies (Ellixson 
and others 2019). Although a market for farm data has yet to develop, 
utilization of farm data by the agricultural industry is not likely to be 
a temporary phenomenon but an enduring segment of how farmers 
interact with suppliers, customers, and peers (Griffin and others 2016; 
Ferrell and Griffin 2018). The complexities of farm data valuation iso-
lated for use by the farmer within the farm gate, as opposed to within an 
aggregated community for use by other agents in the agricultural com-
munity, remain a problem to be solved (Ferrell and Griffin 2018). Simi-
lar to digital technology, farm data favor larger-acreage farms that can 
spread out associated fixed costs. 

Long-term trends indicate that the consolidation of farm acreage 
will likely continue, and the additional acreage requires farmers to ei-
ther devote more labor hours, or human capital, to working the land or 
adopt technologies to decrease the workload. Decades of evidence sug-
gest nearly constant acreages of farmland are being managed by fewer 
operators each year (MacDonald and others 2018). Average acreage 
on midwestern Corn Belt farms was relatively stable until the 1950s, 
when consolidation began to occur presumably in conjunction with the 
mechanization of row crop agriculture (Hart 2003). The total number 
of farm operations in the United States fell from nearly 7 million in 
1940 to 2 million in 1980 (MacDonald and others 2018). Farm con-
solidation has been documented with each USDA Census of Agricul-
ture since 1982. Lin and others (1980) forecast that the consolidation 
of farms and acreage being controlled by fewer farm operators would 
continue for the foreseeable future. Over the last 20 years, average crop 
acreage on Kansas farms has steadily increased from 1,100 acres to over 
1,700 acres (Chart 1). 

The adoption of labor-saving technologies has contributed to con-
solidation (MacDonald and others 2018). Digital agricultural technol-
ogy may not only favor larger-acreage farms due to the fixed costs of 
adoption but may be most beneficial for farm operators prepared to add 
new tracts of farmland to their existing acreage (Hart 2003). Skilled op-
erators willing to devote human capital are more likely to expand their 
operations by utilizing technology (Langemeier and Shockley 2019).  
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Full utilization of digital agricultural technologies and farm data 
are not simply a matter of farm-level adoption decisions. One lead-
ing barrier to realizing the benefits of digital agriculture is the lack of 
sufficient wireless broadband connectivity, especially in regions where 
agricultural commodities are produced (Whitacre, Mark, and Grif-
fin 2014). In addition to the policy implications for connecting rural 
schools, hospitals, libraries, and residences, substantial market pressures 
exist for farm equipment to be wirelessly connected via the “internet of 
things” (Köksal and Tekinerdogan 2019). Farmland without adequate 
wireless connectivity may suffer lower land values and rental rates due 
to operators not being able to fully enjoy telematics capabilities. 

In addition to highlighting that the economics of digital agricul-
ture are site-specific, the proportion of cohort farms’ acreage and lo-
cal wireless connectivity are important determinants used in farm data 
valuation. Wirelessly connecting to mobile devices empowers farm op-
erators to take more control of digital agriculture and participate in 
networks of farm-data utilization. Although the aforementioned digital 
technologies were developed before the advent of modern smartphones,  
connected devices have increasingly facilitated digital agriculture with-
in and beyond the farm gate due to ever-increasing capabilities and  

Chart 1
Average Crop Acreage of Kansas Farm Management Association Member Farms

Source: Kansas Farm Management Association.
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flexibility. The United Soybean Board (2019) reports that nine in 10 
farm operators use smartphones. At the American Farm Bureau Federa-
tion’s 2020 Annual Convention, 86.5 percent of participants reported 
connected technologies with applications (mobile apps) as essential. By 
2018, 70 percent of farmers had downloaded agricultural apps to their 
smartphones (Farm Journal 2018). The Purdue/CropLife survey of ag-
ricultural service providers reports the increased prevalence of telematic 
utilization by service provider, from a low of 7 percent in 2011 to 37 
percent by 2020 (Erickson and Lowenberg-DeBoer 2020). How will 
the agricultural industry interact with, market to, and service wirelessly 
connected farm operators in the next generation? To contribute to this 
discussion, we evaluate the demographics of Kansas farmers with re-
spect to their technology adoption. 

I.  Farm Demographic Data and Analysis
Information on farmers’ age and experience has long been of in-

terest to the agricultural community. The USDA National Agricultural 
Statistics Service (NASS) Census of Agriculture reports the average age 
of farmers every five years. The most recent nationwide statistics report 
the average age of farmers as 57.5 in 2017, up by 1.2 years from 2012 
(USDA 2019). The average age of farmers reported by NASS has consis-
tently increased at similar rates for several decades (Chart 2). The annual 
increase in average age of farmers reasonably parallels life expectancy.

With respect to technology adoption and utilization, the age and 
experience (measured in number of years farming) of farm operators 
have been the focus of marketing efforts by manufacturers and educa-
tional programming by the Land Grant University System. Data from 
the Kansas Farm Management Association (KFMA) were analyzed to 
provide detailed insights into age and experience as related to digital 
agriculture technology adoption. The KFMA maintains databases of 
financial, production, and technology data for farmer members in Kan-
sas. The KFMA data provide the opportunity for detailed analyses of 
age and experience as related to the adoption of digital agriculture tech-
nology. Since 2015, KFMA economists have collected and annually 
updated technology utilization (Ofori, Griffin, and Yeager 2020). 
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Current farm operator demographics and summary statistics of  
technology adoption

We applied generational attributes as defined by the Pew Research 
Service to the KFMA data (Dimock 2019). Birth year ranges and pro-
portion of KFMA farms in single-operator sole proprietorship and 
multiple-operator farms are presented in Table 1. The generational  
proportions were similar for sole proprietors and multiple-operator 
farms. Nearly half of farmers on multiple-operator farms and sole pro-
prietors were Baby Boomers (48.5 percent and 51.2 percent, respective-
ly). In 2018, Millennials were 11.8 percent of multiple operators and 
9.8 percent of sole proprietors. The Silent Generation and Generation 
X were similar to each other at 18 to 21 percent for both categories.  

Assuming the linear trend lines presented in Chart 3 persist into 
the future, Silent Generation operators will have exited management 
of farms by 2029, when their youngest member will be 84 years old. 
One-third of farm operators are expected to be Millennials by 2041, 
when these operators will be 45 to 60 years old. As farm operators age, 
the agricultural industry must learn to market products and services to 
middle-age Millennials and Generation Z rather than Baby Boomers 
and Generation X (Griffin and Traywick, forthcoming). 

Chart 2
Life Expectancy for General U.S. Population versus Average Age of Farmers

Sources: World Bank and USDA Census of Agriculture.
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Table 1
Kansas Farm Operators across Generations in 2018

Source: Kansas Farm Management Association.

Source: Griffin and others (2019).

Generation Birth year
Multiple operators 

(percent)
Single operator 

(percent)
Silent Generation Before 1945 18.2 20.4
Baby Boomer 1946–64 48.5 51.2
Generation X 1965–80 21.2 18.3
Millennial 1981–96 11.8 9.8

Chart 3
Proportion of Kansas Farm Operators by Generation
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By January 2019, 84 percent of KFMA farmer members reported 
having used at least one of eight precision technologies, while the re-
mainder reported having “never used” any technology. The eight tech-
nologies evaluated included GNSS-equipped yield monitors, yield 
monitors without GNSS, variable rate fertility, variable rate seeding, 
precision soil sampling, lightbar, automated guidance, and automated 
section control. Chart 4 shows the percentage of KFMA farms adopting 
each technology by year. 
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Chart 4
Percent of Farms with Agricultural Technology 

Source: Griffin and Yeager (2019).
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Defining innovators and early adopters among Kansas farm operators

We assessed characteristics of farms at different points along the 
adoption path, placing assumptions on the shape of expected adoption 
curves; specifically, we evaluated the age and experience for “innovators,” 
“early adopters,” and “early majority” (Rogers 2003). Rogers (2003)  
defines diffusion of innovations by percent adopted. “Innovators” are 
the first 2.5 percent, “early adopters” are the next 13.5 percent, and 
“early majority” the next 34 percent. This study reports age and experi-
ence demographics for each agricultural technology for these categories. 

Age and experience of technology adopters were calculated for 2018 
based on birth year and the year they commenced farming. The average 
age of adopters was 59.6, substantially younger than 62.7, the average 
age of non-adopters. The average age of technology adopters and non-
adopters in Kansas was higher than the 57.5-year-old average age of all 
farmers reported by the USDA NASS Census of Agriculture. The aver-
age experience of non-adopters in 2018 was 39.7 years, 2.6 years lon-
ger than adopters. Tables 2 and 3 show the distribution of technology  
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Table 2
Average Age of Innovation Group by Technology

Table 3
Average Farm Experience of Innovation Group by Technology 

Technology Innovators Early adopters Early majority
Automated guidance 49.2 47.5 51.9
Automated section control 47.0 48.6 –
Yield mapping 45.8 47.0 –
Yield monitor 40.0 49.5 –
Grid soil sampling 47.5 52.0 –
Lightbar 45.0 44.9 –
Variable rate fertility 49.9 51.9 –
Variable rate seeding 53.8 58.3 –

Technology Innovators Early adopters Early majority
Automated guidance 27.2 25.3 29.3
Automated section control 24.5 26.1 –
Yield mapping 20.9 24.2 –
Yield monitor 18.1 27.1 –
Grid soil sampling 22.7 30.3 –
Lightbar 20.0 22.6 –
Variable rate fertility 25.4 30.6 –
Variable rate seeding 31.2 36.5 –

Source: Kansas Farm Management Association.

Source: Kansas Farm Management Association.

adoption status by age and experience, respectively. Although differ-
ences exist, similar patterns were observed for both age and experience.

Our tests indicated that age and experience were statistically dif-
ferent from adopters to non-adopters. The null hypotheses that age 
or experience of adopters were no different from non-adopters were 
rejected at any conventional significance level when all technologies 
were evaluated together. We conducted multiple means comparisons 
to evaluate if average age and experience differed across technologies. 



38 Federal Reserve Bank of Kansas City

Technology by average age and adoption status

We evaluated the average age of adopters and non-adopters of tech-
nology, finding that the average age of adopters was younger than non-
adopters for all eight technologies. This supports the finding from other 
studies that younger generations are more willing to adopt new technol-
ogy. We compared the age of adopters pairwise across all technologies. 
Adopters of lightbar were statistically older than adopters of automated 
guidance, automated section control, grid soil sampling variable rate 
fertility, and variable rate seeding. The age of adopters of automated 
guidance only differed for lightbar. Adopters of variable rate seeding 
were statistically different from adopters of yield monitor with GNSS, 
yield monitor without GNSS, and lightbar. 

Using innovation categories suggested by Rogers (2003), we evalu-
ated the average age and experience of farms for innovators, early adopt-
ers, and early majority (where possible). Innovators and early adopters 
were assessed for all eight technologies. The most readily adopted tech-
nology in 2018, automated guidance, is currently being adopted by the 
late majority. Descriptive statistics for innovators, early adopters, and 
early majority are provided for all eight technologies.

Automated guidance was the only technology with more than 50 
percent of farms adopting, achieving innovator status by 2000, early-
adopter status by 2006, and early-majority status in 2012. Automated 
section control met innovator and early-adopter status in 2005 and 
2009, respectively. Combines equipped with GNSS-enabled yield 
monitors met innovator status by 1997 and early-adopter status by 
2009 (Table 4).  

Information-intensive technologies took longer to go from in-
novator to early-adopter status than embodied-knowledge tech-
nologies (Griffin and others 2004). The three information-intensive  
technologies took longer to achieve early-adopter status than the other 
five technologies. The three embodied-knowledge technologies achieved 
early-adopter status relatively quickly. 

Age and farming experience characteristics of technology adopters

Based on the year that status was achieved, we determined the aver-
age age for each innovation phase for all eight digital agricultural tech-
nologies. The average age of innovators and early adopters of variable 
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Table 4
Year Innovation Status Achieved Relative to Commercialization Date  
by Technology

Note: As of 2018, automated guidance was the only technology to surpass a 50 percent adoption rate.
Source: Kansas Farm Management Association.

Technology
Date 

available
Innovator 

(2.5 percent)
Early adopter 
(16 percent)

Early majority 
(50 percent)

Automated guidance 2000 2000 2006 2011
Automated section      
     control

2004 2004 2009 –

Yield mapping 1994 1997 2009 –
Yield monitor 1992 1995 2009 –
Grid soil sampling 1994 1997 2011 –
Lightbar 1995 1995 2003 –
Variable rate fertility 1996 2003 2013 –
Variable rate seeding 2006 2008 2018 –

rate fertility was 49.9 and 51.9, respectively. Innovators were consistently 
younger than early adopters across all eight technologies (Table 2). 

Innovators were generally less experienced than early adopters 
across the agricultural technologies evaluated. Innovators of seven of 
the eight technologies were younger than the early adopters. The ex-
ception was automated guidance. The experience for adopters of auto-
mated guidance was nearly the same for innovators and early adopters 
at 27.2 and 25.3, respectively. However, it should be noted that the 
innovators averaged more than 20 years of experience, such that they 
were not considered inexperienced (Table 3). 

Automated guidance reached early majority in 2011, when 50 
percent of Kansas farms adopted the technology (Table 4). The early 
majority averaged 51.9 years old, ranging from 20 to 82 years old (stan-
dard deviation of 12.2) (Table 2). Operators meeting early majority sta-
tus for automated guidance had 29.3 years of experience ranging from 
zero to 63 years (standard deviation of 13.5) (Table 3). 

II.  Farm Data Valuation 
The utilization of digital technologies has generated a large volume 

of site-specific data. Spatial data analysis requires specialized skills and 
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human capital investment, so it is not a core competency of most agri-
culturalists. One solution to this problem has been the development of a 
potential market for farm data analytics. Analysis is often provided in the 
form of field-level prescriptions, yield and variable rate mapping, or farm 
management recommendations collectively referred to as “Small Data.”

Small Data within the farm gates

Little is known about the marginal benefits and costs that accrue to 
the economic agents (farmers, retailers, analytics platforms, or manu-
facturers of crop protection chemicals, seed, and equipment) for par-
ticipating. The theory of economic networks suggests, however, that 
as more farms provide data in such a market, the analysis offered by 
the community analytics platform, or “Big Data,” becomes more valu-
able to each individual farmer. Uncertainty exists regarding the number 
of farmers and data platforms providing analytics participating in the 
market. Currently, there are a large number of platforms offering servic-
es and vying for farmers to contribute data, with no firm prevailing over 
others, and a relatively small share of farms participating in the market. 

Participation in digital services provides benefits for farm man-
agement, especially agricultural lenders. Secondary benefits exist with 
automated tracking of input application, specifically automatically 
populated financial statements built from connecting to planning tools 
provided by farm management information systems. When seed or 
fertilizer are purchased and applied with automated controllers such 
as variable rate, as-applied maps are created that provide details that 
populate enterprise budgets, but with detail sufficient to create a budget 
for every acre on the farm. The cost half of cash flow statements could  
easily be updated in real time as rates and prices change and with elec-
tronic permissions set to be shared with agricultural lenders. 

Big Data beyond the farm gates

An analysis of data from a single farm commingled with data from 
thousands of farms can provide benefits for every participant. This “be-
yond the farm gate” data analysis has been referred to as “Big Data” 
(Coble and others 2018). If data service analyzes observational planter 
and yield monitor data from thousands of farms coupled with infor-
mation about the management practices of those farms, “G × E × M” 
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(genetics × environment × management) analysis could be conducted 
to determine how factors work together to influence crop performance 
(Ferrell and Griffin 2018). The resulting information could help con-
sultants provide better insights and recommendations to their farmer 
clients about how to optimize their operations. Scouting and soil sam-
ple data collected across geographic regions could provide important 
information about the potential for nutrient runoff to pollute nearby 
water bodies or provide advance warnings of pest or disease outbreaks 
that could prevent many farms from experiencing any productivity loss 
at all. Analyzing the data of many farms can create products that pro-
vide value to individual farms and also provide value to a “community” 
of data-sharing farms. 

Data aggregators and analysts will likely command a share of that 
value and may create value completely separate from that of the farm 
operator. With enough data, analysts may be able to provide agricul-
tural retailers with an abundance of asymmetric information to allow 
targeted laser marketing efforts to the farmer. Although this might 
benefit some farmers by helping identify products that are a best fit 
for their operation, asymmetry may lead to pricing practices that are 
disadvantageous to the farmer. Knowledge of how bundles of products 
perform in a specific region empowers manufacturers and retailers to 
improve supply chain management and lower their costs. With enough 
information from aggregated data, aggregators and analysts may derive 
insights important to commodity markets before government reporting 
agencies and obtain an advantage in commodities trading.   

III.  Future Farm Operators
The age and length of farm experience continues to be associ-

ated with technology adoption. Younger, less experienced farm op-
erators tend to adopt technology more readily than their older, more  
experienced counterparts. In fact, these characteristics are such strong 
indicators of predicted adoption that manufacturers may use this infor-
mation to target specific individuals. Educational programming on the 
returns of adopting individual technologies may be aimed at specific 
age groups.
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In our sample, multiple-operator farms tended to adopt more tech-
nology than sole-proprietor farms. For single-operator farms, Millenni-
als adopted less technology than Baby Boomer or Generation X, most 
likely due to less financial ability (Table 5). Millennials on multiple-
operator farms adopted much more technology than Millennials on 
sole-proprietor farms (Table 6). Having a Baby Boomer or Generation 
X on multiple-operator farms providing financial stability may explain 
the influence Millennials had on investment decisions. The Millennials 
on multiple-operator farms may have also received additional educa-
tion, training, or knowledge of digital agriculture technologies before 
joining the farm operation.

Even though the most recently available agriculture technology has 
been utilized for 14 years, the low percentage of farmer usage could 
be because not all current farmers are likely candidates for agriculture 
technology (Ofori, Griffin, and Yeager 2020). In general terms, Baby 
Boomers’ technology lags behind that of younger generations for mul-
tiple reasons. Baby Boomers are less accustomed to technology than 
younger cohorts, and remaining current with new technology requires 
human capital expenditures, so they tend to be late adopters  (Kamin, 
Lang, and Beyer 2017; Van Volkom, Stapley, and Malter 2013; Shen 
2020). Although it is unlikely that Baby Boomers, the generation cur-
rently comprising the majority of farm operators, will ever adopt a 
complete bundle of technologies without the influence of younger op-
erators, nearly all acreage is expected to be managed with some sort of 
precision technology after a sufficient number of farm consolidations 
occur. In the future, technologies such as variable rate fertilizer applica-
tion are likely to be ubiquitous, especially if site-specific decisions are 
passed to the operator. 

Less discussed is the mental capacity needed for adaptation to tech-
nology. Adopting technology necessitates sensory, cognitive, and motor 
resource investment, and physiological or cognitive decline, more than 
age itself, has been shown to determine rates of adoption of technology 
(Lindenberger and others 2008; Shen 2020). The physiological declines 
associated with aging could be offset by aging farm operators adopting 
labor-saving technologies, such as automated guidance; however, the 
cognitive decline associated with aging would lend itself to not adopting 
data-intensive technology such as variable rate technology (Feder, Just, 
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Table 5
Proportion of Single-Operator Farms with Technology by Generation

Table 6
Proportion of Operators from Multiple-Operator Farms with Technology  
by Generation 

Technology Silent Baby Boomer Generation X Millennial
Yield mapping 4.7 14.0 16.3 8.8
Yield monitor 8.1 14.8 15.5 7.5
Automated guidance 12.8 24.2 24.4 13.1
Automated section control 7.4 16.1 18.7 10.0
Lightbar 10.8 22.2 18.7 10.0
Grid soil sampling 7.1 14.1 13.8 7.5
Variable rate fertility 2.0 9.1 9.9 6.2
Variable rate seeding 1.4 5.5 5.7 1.9

Note: As of 2018, automated guidance was the only technology to surpass a 50 percent adoption rate.
Source: Kansas Farm Management Association.

Source: Kansas Farm Management Association.

 Technology Silent Baby Boomer Generation X Millennial
Yield mapping 14.7 36.2 26.9 14.9
Yield monitor 25.3 38.3 25.7 12.8
Automated guidance 40.0 62.8 40.4 22.3
Automated section control 23.2 41.7 31.0 17.0
Lightbar 33.7 57.6 31.0 17.0
Grid soil sampling 22.1 36.6 22.8 12.8
Variable rate fertility 6.3 23.4 16.4 10.6
Variable rate seeding 4.2 14.1 9.4 3.2

and Zilberman 1985). The perceived ease of use, or learning curve, of 
the technology must be weighed with the perceived usefulness or ben-
efits. If the learning curve seems too steep, it may hinder technology 
adoption for older farmers, especially before these technologies become 
sufficiently passive to the user or equipment operator.

Older farmers may not be able to devote necessary human capital 
or may be unwilling to accept the profitability risks of unproven tech-
nology. However, one subset of farm operators who are likely to adopt 
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technology include those belonging to the younger, experienced, more 
educated, higher-farm-acreage demographic. Farm operators with these 
characteristics are generally Millennials or members of Generation Z.

Millennials, in general, are technologically savvy, readily look for 
new technological advances, value their family time, lack job loyalty, 
and are environmentally and socially conscious (Barroso and others 
2020; Howe and others 2000; Suh and Hargis 2016). Millennials may 
see agricultural technology as less intimidating than their older coun-
terparts, a way to protect the environment by preventing fertilizer over-
use and possible runoff, and time-saving—providing more family time. 

Future technologies are expected to reduce the reliance on hu-
man capital necessary to make technology work. These expectations 
are especially true for Generation Z, who value cutting-edge products 
over industry status quo. If the product or service does not perform 
as anticipated, farm operators of Generation Z are expected to move 
on to the next technology (Johnson and Sveen 2020). Another insight 
that the agricultural industry must anticipate is how future generations 
may express loyalty differently than previous generations. Commodity 
produced, education level, and age have been associated with farmers’ 
perceived brand loyalty (Harbor, Martin, and Akridge 2008). Millen-
nials already in the workforce tend to change jobs every few years and 
do not hold the same brand loyalty as members of the Silent and Baby 
Boomer generations (Suh and Hargis 2016). 

A counterargument to the generational divide is how people of a 
certain age behave similarly to previous generations at that same age. 
Although Millennial and Generation Z farm operators are younger, 
with greater interest in technology, at some point in the future they 
may behave similarly to how operators born in the Baby Boomer gen-
eration behave (Pitt-Catsouphes and others 2012). However, Millen-
nials and members of Generation Z were born during an era with the 
internet, which has influenced their thought processes, trust, and risk 
aversion levels. 

Discerning farm operators (Millennials and Generation Z) who 
place less value on loyalty than previous generations are unlikely 
to readily trust site-specific prescription recommendations from  
retailers profiting from increased sales of inputs (Gurau 2012). Mem-
bers of Generation Z have already differentiated themselves from  
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Millennials with respect to media preferences; they are known to ac-
tively block advertisements. Separation of input sales (fertilizer, for 
example) from custom applications and site-specific prescription rec-
ommendations may be necessary before younger farm operators trust 
variable rate technology services. 

As a whole, members of Generation Z are also technologically savvy, 
as they have grown up with smartphones and other gaming devices, but 
they also seek financial value in their choices, are interested in finding 
practical ways to complete tasks well, and desire individualizing experi-
ences for themselves (Johnson and Sveen 2020). With these character-
istics, it is possible that they will accept agriculture technology for its 
potential financial value, its practicality, and its ability to allow the farm 
operator to maximize individualization to specific needs. Variable rate 
fertilization is a prime example of individualization, where fertilizer is 
applied only where needed and not across the whole field. The same need 
for individualization may be seen when purchasing other forms of farm 
technology. It is predicted that Generation Z operators will not be con-
tent with technologies that come standard as original equipment, but 
will desire to customize which technologies they use and to what extent.    

Moving forward, manufacturers of agriculture technology must 
consider how Millennials and Generation Z behave with respect to 
technology adoption rather than expecting similar adoption paths 
as the Silent and Baby Boomer generations. While there is scarce lit-
erature on the family farm inheritance skipping generations, there are 
many business and tax reasons for transferring farm ownership to the  
grandchild instead of the child. Unlike other family-owned businesses, 
with farming, much of the wealth is in equity, not cash, and the physical 
demands and long hours are very different from traditional desk jobs. 
Thus, skipping a generation for farm inheritance may include the factor 
of age along with financial factors. The average age of farmers is increas-
ing at a higher rate than the life expectancy in the United States (Chart 
2). While the average retirement age in the United States is 62, 49 per-
cent of Kansas farm operators are beyond retirement age, and 69 percent 
of all non-operator agricultural landlords are age 65 or older (Mather, 
Jacobsen, and Pollard 2015; Bigelow, Borchers, and Hubbs 2016). It 
makes sense to turn farm operations over to a grandchild in midlife rath-
er than a child at retirement age when the farmer finally retires. With this  
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foreseeable trend ahead, the decision makers of tomorrow may not fol-
low a traditional pathway through the generations. 

IV.  Conclusions and Future Research
The generational cohort farmers belong to may have more influ-

ence on their adoption of farm technologies than many other factors 
previously studied. When looking at the profitability of technologies, 
the farmer considers more than just financial gain; human capital, so-
cial ties, and environmental stewardship all play a role in adoption rates. 
To market farm technologies successfully, the age or generation of the 
farmer—more than the crop—should inform the advertising message.     

We find that the adoption of precision agriculture has varied across 
generations as well as by generational mix for multiple-generation 
farms. While discussions of operator age, experience, and technology 
adoption are of interest on their own, policymakers are likely to con-
sider generational attributes of current farm operators and those who 
will be making the majority of farm decisions in five or 10 years, as well 
as how farm data, or Big Data, influences decisions within the farm 
gate and in a community of aggregated agricultural data. Agricultural 
lenders are leaning more on insights provided by farm data in addition 
to general customer attributes to reduce loan risks. 
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Total factor productivity (TFP) has long been recognized as a 
major engine of growth for U.S. agriculture in the post-war pe-
riod, despite the methodological differences in the approaches 

used to calculate it.1 Furthermore, TFP growth in the farm sector com-
pares very favorably to similar measures of productivity growth in other 
sectors of the U.S. economy (Kendrick and Grossman 1980; Jorgenson, 
Gollop, and Fraumeni 1987; Jorgenson and Schreyer 2013; Jorgenson, 
Ho, and Samuels 2014; Garner and others 2019). In particular, Jorgen-
son, Ho, and Samuels (2014) find that although the farm sector ranked 
15th out of 65 industries in its contribution to national value-added 
from 1947 to 2010, it ranked fifth in its contribution to national pro-
ductivity growth, accounting for 7.5 percent of total U.S. TFP growth 
over the same period. Using a different data set, Garner and others 
(2019) find that the farm sector ranked fourth in TFP growth across 63 
industries in the United States from 1987 to 2016.2 

Prior agricultural economics research has contributed to policy 
discussions on how to increase food, fiber, and, more recently, biofuel 
output using fewer inputs mostly by identifying endogenous drivers of 
agricultural productivity—and, to a lesser extent, by decomposing TFP 
changes into more meaningful economic terms that can be addressed 
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through alternative policy instruments.3 Agricultural economics re-
searchers have extensively evaluated the effects of knowledge spillovers 
from other sciences into agriculture as well as the effects of knowledge 
spill-ins from agricultural research and development (R&D) conducted 
in other jurisdictions on agricultural productivity (Coe and Helpman 
1995; Schimmelpfennig and Thirtle 1999; Huffman and others 2002; 
Alston and others 2010; Plastina and Fulginiti 2011).4 However, none 
have yet analyzed productivity spillovers between the agricultural sector 
and other economic sectors. This issue is important because knowing 
the ways in which agricultural productivity affects, and is affected by, 
productivity in other sectors of the economy seems critical in designing 
better policies aimed at enhancing growth.

In this article, we identify productivity linkages between the agri-
cultural sector and 62 other sectors of the U.S. economy and measure 
short- and long-run productivity spillovers from and to the agricultural 
sector. Our results highlight how positive spillovers (synergies) across 
sectors can be exploited to optimize the cost efficiency of policy inter-
ventions to foster economic growth. Our results also highlight the need 
to abate negative intersectoral spillovers to avoid promoting produc-
tivity growth in one sector at the expense of others. These results are 
particularly relevant given the challenging decisions that U.S. policy-
makers face in reactivating the domestic economy in the aftermath of 
the coronavirus pandemic.

I. Estimation Methods
We investigate productivity spillovers along the agricultural supply 

chain by analyzing the historical pairwise association between a pro-
ductivity measure in the agricultural sector and the same productivity 
measure for each of N non-agricultural sectors of the economy. The 
specific productivity measures employed in the present study are the 
logarithms of the historical time series for TFP and the partial produc-
tivities of labor (LPP) and capital (KPP). That is, using subscripts a 
to designate the agricultural sector, n to represent the non-agricultural 
sector, and t to denote time, our focus of attention are the productivity 
pairs {TFPa,t, TFPn,t}, {LPPa,t, LPPn,t}, and {KPPa,t, KPPn,t} for each of the 
N non-agricultural sectors.
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The appropriate way to model the pairwise association between 
productivity in the agricultural sector and productivity in the nth non-
agricultural sector (for example, {TFPa,t, TFPn,t}) depends on whether 
the productivity series are characterized by unit roots. Therefore, the 
first step of the proposed approach is testing the null hypothesis of a 
unit root for each of the series. We use the method advocated by Elliott, 
Rothenberg, and Stock (1996), which they show to be more powerful 
than the standard Augmented Dickey-Fuller unit-root test (Dickey and 
Fuller 1979, 1981). To impose as few restrictions as possible, we allow 
for both a constant and a trend in the deterministic model used for 
detrending (which is required by the test). As explained in the “Results 
and Discussion” section, the null of a unit root cannot be rejected at 
standard levels of significance for the vast majority of the productivity 
series. In contrast, the unit-root null is strongly rejected for most series 
when tested using their first differences. Hence, we proceed under the 
assumption that all productivity series have a unit root but are station-
ary when first-differenced.

Given the aforementioned assumption about the time-series prop-
erties of the productivity data, in the second step, we estimate a vector 
autoregression (VAR) in levels (as opposed to first differences) for each 
pair of productivities (for example, {TFPa,t, TFPn,t}) to determine the 
appropriate number of lagged terms to include in the pairwise analysis 
(Pfaff 2008b). The estimated VARs include both a constant and a trend 
as deterministic regressors. The optimal number of lags is determined 
according to the Akaike information criterion (AIC) (Akaike 1974).

In the third step, we estimate a vector error-correction model 
(VECM) for each agricultural/non-agricultural productivity pair (for 
example, {TFPa,t, TFPn,t}), setting the number of lagged terms equal 
to the corresponding number of lags identified in the second step. The 
purpose of fitting this VECM is to test whether the productivity series 
in each pair are cointegrated. More specifically, for each productivity 
pair, we perform the Johansen cointegration trace test (Johansen 1995). 
Following the recommendations by Franses (2001), we allow for both a 
constant term and a trend in the cointegration relationship. For exam-
ple, TFP in the agricultural sector and TFP in the nth non-agricultural 
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sector are cointegrated if a coefficient b exists such that the series ean,t, 
defined as:

ean ,t ≡TFPa ,t – βTFPn ,t –α0 –α1t  (1)

is stationary. In the above expression, a0 and a1 are coefficients, and t 
denotes time. Thus defined, cointegration between TFPa,t and TFPn,t 
means that TFP in agriculture and the nth non-agricultural sectors tend 
to move together toward the equilibrium value of (a0 + a1t), where 
the equilibrium value may be different from zero (if α0 ≠ 0 or α1 ≠ 0)  
and may have a deterministic trend (if α1 ≠ 0) . The relevance of the 
cointegration analysis is that the existence of cointegration indicates a 
long-term relationship between the two series involved. That is, find-
ing that productivity in agriculture and the non-agricultural sector are 
cointegrated allows us to conclude that they tend to move together in 
the long run.

Failure to find evidence of cointegration between two series charac-
terized by unit roots suggests that they do not tend to move together in 
the long run. However, they may nevertheless exhibit joint short-term 
dynamics. If the null hypothesis of no cointegration is not rejected for 
a particular productivity pair, we investigate the existence of joint short-
term dynamics by setting up a VAR in first differences and testing for 
Granger causality and instantaneous causality (Granger 1969; Lütke-
pohl 2006). For example, the first-difference VAR corresponding to the 
TFPs in agriculture and in the nth sector is:

ΔTFPa,t= φa ,kk =1

K∑ ΔTFPa,t-k+ φn ,kk =1

K∑ ΔTFPn,t-k+φa,0+φa,trendt+ua,t ,

ΔTFPn,t= θn ,kk =1

K∑ ΔTFPn,t-k+ θa ,kk =1

K∑ ΔTFPa,t-k+ θn,0+ θn,trendt+un,t ,  
(2)

where ΔTFPt ≡TFPt –TFPt-1 , φs and θs are coefficients, and the residuals ua,t 
and un,t have variances of σ a

2  and σ n
2  and covariance of sa,n. In this in-

stance, TFP in the nth sector does not Granger cause TFP in agriculture 
if and only if fn,1 = … = fn,K = 0. Analogously, TFP in agriculture does 
not Granger cause TFP in the nth sector if and only if θa,1 = … = θa,K = 
0. Instantaneous causality exists if sa,n ≠ 0. The optimal number of lags 
K in the first-difference VAR (2) is based on the AIC (Akaike 1974).

The cointegration test alone does not allow us to tell whether pro-
ductivity shocks in each of the two sectors have permanent effects on 
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both sectors, or whether a productivity shock in one sector affects the 
other sector’s productivity permanently without the reverse being true. 
Furthermore, productivities in agriculture and in the nth non-agricul-
tural sector may exhibit joint short-term relationships even if they are 
not cointegrated. In this instance, a productivity shock in one sector 
will have a short-term effect on the other sector’s productivity that fades 
away over time. To analyze the nature of the short- and long-term re-
lationships between each pair of productivities (for example, {TFPa,t, 
TFPn,t}), in the fourth and final step, we compute the impulse response 
function (IRF) for each productivity pair. IRFs are constructed based 
on the productivity pair’s best-fitting VECM if the two series are coin-
tegrated at the 5 percent significance level and on the best-fitting first-
difference VAR (2) otherwise. 

Estimation is performed in the R version 3.6.1 programming lan-
guage and software environment. We use the package urca version 1.3-0 
to test for unit roots and cointegration, and the package vars version 1.5-
3 to select the optimum number of lags in the VARs, test for causality, 
and compute the IRFs (Pfaff 2008a, 2008b).

II. Data
Our main data set is the analytical KLEMS-type data used by Jor-

genson, Ho, and Samuels (2017), henceforth “the JHS data.”5 Suc-
cinctly, the data contain the annual amounts of output, capital, labor, 
and materials in both nominal and real terms for each of the 65 indus-
tries in the U.S. National Income and Product Accounts from 1947 
through 2014. This long time span is desirable, as it allows us to apply 
the proposed time series methods, many of which rely on asymptotic 
results for a large number of time series observations. Another desirable 
property of the data is that, being KLEMS-type, they are computed 
using harmonized definitions and aggregation procedures across indus-
tries—that is, individual series are comparable across industries because 
they are based on the same or similar definitions.

The JHS data set defines the agricultural sector as the “farms” in-
dustry. To allow for the possibility of stronger spillovers between agri-
culture and closely related sectors, we classify non-agricultural sectors 
into “ag-related” and “non-ag-related” sectors. Ag-related sectors com-
prise the following 10 industries: forestry, fishing and related activities; 
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wood products; furniture and related products; food and beverage and 
tobacco products; textile mills and textile product mills; apparel and 
leather and allied products; paper products; rail transportation; truck 
transportation; and food services and drinking places. Non-ag-related 
sectors comprise the 52 other industries excluding farms, federal gen-
eral government, and state and local general government.6

The JHS data set does not report productivity measures per se. 
However, it allows us to construct TFP, LPP, and KPP indexes in a 
straightforward manner. We calculate the TFP index as the ratio of 
real output to real input, where real input is the Törnqvist input index 
obtained from the capital, labor, and intermediate input series in the 
database. We calculate the LPP index as the ratio of real output to real 
labor; similarly, we construct the KPP index as the ratio of real output 
to real capital. For all three indexes, we set the base year to 2010.

Although the JHS data set has several desirable properties for our 
analysis, the most widely used productivity series for agriculture are 
constructed by the U.S. Department of Agriculture (USDA 2020). 
The USDA series are available from 1948 to 2017, which overlaps al-
most entirely with the period for the JHS series. Hence, as a robustness 
check, we also analyze the pairwise association between productivities 
in agriculture and the 62 non-agricultural sectors using the USDA 
agricultural series, instead of the “farm” series from the JHS data set.

III. Results and Discussion
Table 1 summarizes the results from the unit root tests. Panel A 

shows that all of the agricultural productivity series fail to reject the 
null hypothesis of a unit root except for the TFP series from the JHS 
data. In contrast, all of the first-differenced agricultural productivity 
series strongly reject the unit root null, regardless of the productivity 
measure or the data set under consideration. Similarly, Panel B shows 
that the vast majority of non-agricultural productivity series cannot 
reject the unit root null, but do reject the null when first-differenced.7 
Overall, the results in Table 1 provide strong support for the assump-
tion that productivity series are characterized by a unit root, and that 
the first-differenced series are stationary. Thus, we adopt this assump-
tion for the remainder of the analysis.8 
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Productivity Series

Test statistics Critical values at 10, 5, and 1  
percent significance levels

JHS USDA 10 percent 5 percent 1 percent

TFP Level −3.77 −2.33 −2.74 −3.03 −3.58

LPP Level −0.18 −0.96 −2.74 −3.03 −3.58

KPP Level −1.56 −1.09 −2.74 −3.03 −3.58

TFP First-differenced −4.86 −5.03 −2.74 −3.03 −3.58

LPP First-differenced −5.42 −5.44 −2.74  −3.03 −3.58

KPP First-differenced −4.69 −3.77 −2.74 −3.03 −3.58

Table 1
Results of Unit-Root Tests Using the Elliott, Rothenberg, and Stock (1996) Method
Panel A: Results for Agricultural Productivities

Panel B: Results for Non-Agricultural JHS Productivities

 
Productivity Series

Percentage of sectors (count/total) for which unit-root null is 
rejected at 10, 5, and 1 percent significance levels

Ag-related Non-ag-related

10  
percent

5  
percent

1  
percent

10  
percent

5  
percent

1  
percent

TFP Level 0.0
(0/10)

0.0 
(0/10)

0.0 
(0/10)

1.9 
(1/52)

0.0 
(0/52)

0.0 
(0/52)

LPP Level 10.0 
(1/10)

10.0 
(1/10)

10.0 
(1/10)

5.8 
(3/52)

3.8 
(2/52)

0.0 
(0/52)

KPP Level 10.0 
(1/10)

10.0 
(1/10)

0.0 
(0/10)

5.8  
(3/52)

0.0  
(0/52)

0.0  
(0/52)

TFP First- 
differenced

90.0 
(9/10)

90.0 
(9/10)

60.0 
(6/10)

86.5 
(45/52)

78.8  
(41/52)

63.5 
(33/52)

LPP First- 
differenced

60.0 
(6/10)

30.0 
(3/10)

30.0 
(3/10)

82.7 
(43/52)

71.2  
(37/52)

44.2  
(23/52)

KPP First- 
differenced

70.0 
(7/10)

50.0 
(5/10)

50.0 
(5/10)

82.7 
(43/52)

73.1 
(38/52)

51.9 
(27/52)

Notes: The deterministic model to detrend the series includes a constant and a trend. The estimated models include two 
lagged differences for the series in levels, and one lagged difference for the first-differenced series.
Sources: Jorgenson, Ho, and Samuels (2017) and USDA (2020).
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Given the large number of pairwise productivity relationships we 
estimate, it is not practical to provide a detailed report or analysis by 
individual sectors. Thus, in the following subsections, we focus on the 
results that tend to apply to most sectors.

Total factor productivity

Table 2 reports the results of the cointegration tests. The first row 
reveals that agricultural TFP (measured using the JHS data set) is coin-
tegrated with TFP in each of the 10 ag-related sectors at the 5 percent 
significance level over the 1947–2014 period. This result would seem 
to suggest strong long-term TFP spillovers between agriculture and 
ag-related sectors. However, the table also shows that agricultural TFP 
is cointegrated with TFP in all but one of the non-ag-related sectors at 
the 5 percent significance level over the same period. Together, these 
findings suggest that agricultural TFP tends to co-move with the TFPs 
of all sectors in the long run whether they are related to agriculture or 
not. In other words, the cointegration tests suggest that a sector’s prox-
imity to agriculture makes no difference to its TFP spillovers. 

Charts 1 and 2 provide a graphic summary of the IRFs for the 
pairwise TFP relationships between agriculture and the other sectors. 
The pairwise relationships involving ag-related sectors are grouped on 
the left side of the solid vertical line, whereas those corresponding to 
the non-ag-related sectors are grouped on the right side. Within each 
group, a vertical dashed line separates sectors cointegrated with agri-
culture (left side) from sectors not cointegrated with agriculture (right 
side).9 Sectors are listed in alphabetical order within subgroups.

The top two thirds of Chart 1 depict the 95 percent confidence 
intervals (CIs) for the one- and 10-year responses of non-agricultural 
TFPs to a shock to agricultural TFP. In contrast, the top two thirds of 
Chart 2 show the 95 percent CIs for the one- and 10-year responses 
of agricultural TFP to shocks in non-agricultural TFPs. The bottom 
third of Charts 1 and 2 show the number of years it takes to achieve 90 
percent of the respective 10-year response. Below both charts are three 
rows of circles: the first row shows filled circles for sectors cointegrated 
with agriculture and empty circles otherwise. Filled and empty circles 
in the second and third rows denote whether the respective VECMs 
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(if cointegrated) or first-difference VARs (if not cointegrated) contain 
two or three lags.

Comparing the top two thirds of Chart 1 shows that the significant 
one-year responses are fewer and smaller in magnitude than their 10-
year counterparts. According to the bottom third, typically no more 
than five years elapse to achieve 90 percent of the 10-year response. 
However, given the large percentage of sectors cointegrated with agri-
culture, the most striking finding from this chart is the small number of 
sectors that exhibit significant 10-year TFP responses to an agricultural 
TFP shock. Only four of the 10 ag-related sectors, or 40 percent, show 
a significant response to an agricultural TFP shock after 10 years. The 
share of non-ag-related sectors with a significant 10-year response is 
even lower (eight out of 52 sectors, or 15.4 percent). Among the signifi-
cant 10-year responses, nine out of the 12 are positive, which suggests a 
tendency for significant 10-year responses to be positive.

Table 2
Sectors Exhibiting Pairwise Cointegrating Relationships with Agriculture

Productivity Database

Percentage of sectors (count/total) exhibiting pairwise  
cointegrating relationships with agriculture at 5 percent  

significance level

Ag-related Non-ag-related

Entire 
period

First 
half

Second 
half

Entire 
period

First 
half

Second 
half

TFP JHS 100.0 
(10/10)

40.0 
(4/10)

50.0
(5/10)

98.2 
(51/52)

48.1 
(25/52)

46.2 
(24/52)

LPP JHS 80.0 
(8/10)

10.0 
(1/10)

20.0 
(2/10)

28.8 
(15/52)

15.4 
(8/52)

11.5 
(6/52)

KPP JHS 40.0 
(4/10)

60.0 
(6/10)

60.0 
(6/10)

15.4
(8/52)

48.1 
(25/52)

67.3 
(35/52)

TFP USDA 90.0 
(9/10)

40.0 
(4/10)

40.0 
(4/10)

88.5
(46/52)

36.5 
(19/52)

48.1 
(25/52)

LPP USDA 50.0 
(5/10)

0.0 
(0/10)

50.0 
(5/10)

21.2
(11/52)

28.8 
(15/52)

73.1 
(38/52)

KPP USDA 30.0 
(3/10)

90.0 
(9/10)

40.0 
(4/10)

17.3 
(9/52)

63.5 
(33/52)

40.4 
(21/52)

Note: “Entire period” is 1947–2014 for JHS and 1948–2014 for USDA; “first half ” is 1947–80 for JHS and 
1948–80 for USDA; and “second half ” is 1981–2014 for both JHS and USDA.
Sources: Jorgenson, Ho, and Samuels (2017) and USDA (2020).
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Chart 1 
Response of Non-agricultural Sectors’ TFP to Shocks in Agricultural TFP
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Chart 2 
Response of Agricultural TFP to Shocks in Non-agricultural Sectors’ TFP
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Similar to Chart 1, the top two thirds of Chart 2 show that the 
significant one-year responses of agricultural TFP to non-agricultural 
TFP shocks are fewer and smaller in magnitude than the significant 
10-year responses. As in Chart 1, Chart 2 reveals a major difference be-
tween the percentage of sectors cointegrated with agriculture (almost 
100 percent) and the percentage of sectors whose shocks have a signifi-
cant effect on agriculture after 10 years (less than 20 percent). Unlike 
Chart 1, however, Chart 2 shows a tendency for the significant 10-year 
responses to be negative, as seven out of nine bear a negative sign.

The first row of Table 3 shows that the only TFP pair with no evi-
dence of cointegration does not exhibit Granger causality in either direc-
tion. Furthermore, the non-cointegrated TFP pair does not appear to be 
characterized by instantaneous causality, either. Both of these results are 
consistent with the shock responses depicted in Charts 1 and 2.

Overall, despite the strong evidence of pairwise TFP cointegra-
tion between agriculture and essentially all sectors reported in Table 
2, Charts 1 and 2 demonstrate that TFP shocks in agriculture have 
a significant long-term effect on a relatively small number of sectors, 
and that in the long-term, agricultural TFP responds significantly to 
TFP shocks in only a handful of sectors. The significant long-term 
responses to agricultural TFP shocks have a slight tendency to be posi-
tive, whereas the opposite is true of the significant long-term responses 
of agriculture to TFP shocks in other sectors.

Partial productivity of labor

The second row of Table 2 shows that for LPP, 80 percent of ag-
related sectors are cointegrated with agriculture at the 5 percent sig-
nificance level over the 1947–2014 period compared with only 28.8 
percent of non-ag-related sectors. The difference in the frequency of 
cointegration across the two groups is statistically significant, suggest-
ing stronger LPP spillovers between agriculture and ag-related sectors 
than between agriculture and non-ag-related sectors.10

Remarkably, even though eight of the 10 ag-related sectors are 
cointegrated with agriculture, none of their LPPs have significant  
one- or 10-year responses to an agricultural LPP shock (Chart 3). 
Chart 4 shows an almost identical result for ag-related sectors’ LPP 
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shocks: agricultural LPP has no significant one-year responses to these 
sectors’ shocks, and only one significant 10-year response. 

Charts 3 and 4 demonstrate a noticeable, albeit less stark, contrast 
between the 28.8 percent of non-ag-related sectors cointegrated with 
agriculture and the much smaller percentages with significant one- and 
10-year effects (see Table 2). An agricultural LPP shock yields a sig-
nificant response at the one- and 10-year marks in only one of the 15 
cointegrated non-ag-related sectors (see Chart 3). Similarly, LPP shocks 
in just three of the 15 cointegrated non-ag-related sectors have a signifi-
cant effect on agricultural LPP after 10 years, and none have a signifi-
cant effect at the one-year mark (see Chart 4).

The LPPs of non-cointegrated sectors—two of which are ag-related 
and 37 of which are non-ag-related—appear to be unrelated to agri-
cultural LPP in the short term.11 According to Chart 3, shocks to ag-
ricultural LPP yield a significant one-year response to LPP in only one 
non-cointegrated sector. Likewise, Chart 4 shows that shocks to LPP in 
only two non-cointegrated sectors yield a significant one-year response 
to agriculture LPP. The second row of Table 3 confirms these results, 
reporting a negligible percentage of pairs characterized by Granger cau-
sality or instantaneous causality.

Overall, few sectors have significant LPP responses to agricultural 
LPP shocks. The same can be said about the number of sectors whose 
LPP shocks significantly affect agricultural LPP. In fact, the small fre-
quency of significant responses is consistent with what could be ex-
pected by pure chance. Thus, the significant responses we find may be 
an artifact of chance rather than meaningful economic relationships.

Partial productivity of capital

Out of the three productivities under examination, KPP has the 
fewest pairwise cointegrations from 1947 to 2014. According to the 
third row of Table 2, 40 percent of ag-related sectors and 15.4 percent 
of non-ag-related sectors exhibit KPP cointegration with agriculture, 
about half the shares observed for LPP. Although our results for KPP 
suggest that ag-related sectors are more likely to be cointegrated with 
agriculture than non-ag-related sectors, the difference is not significant 
at the 5 percent level.12
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Chart 3 
Response of Non-agricultural Sectors’ LPP to Shocks in Agricultural LPP
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Chart 4 
Response of Agricultural LPP to Shocks in Non-agricultural Sectors’ LPP
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Chart 5 depicts the responses of ag-related and non-ag-related sectors’ 
KPP to KPP shocks in agriculture. Only two ag-related sectors and one 
non-ag-related sector respond significantly after 10 years. Furthermore, 
only one sector, in the ag-related group, has a significant one-year response.

Chart 6 presents similar results for the responses of agriculture’s 
KPP to KPP shocks in ag- and non-ag-related sectors. KPP shocks in 
only one ag-related sector exert a significant 10-year effect on agricul-
tural KPP, and none exert a significant one-year effect. Likewise, KPP 
shocks in only one non-ag-related sector have a significant effect on 
agricultural KPP after both one and 10 years.

Strikingly, Charts 5 and 6 reveal that none of the non-cointegrated 
sectors (six ag-related and 44 non-ag-related) have statistically signifi-
cant KPP relationships with agriculture after one year. The third row in 
Table 3 provides additional evidence regarding the lack of short-term 
pairwise KPP relationships between agriculture and other sectors. The 
number of non-cointegrated pairs characterized by Granger causality or 
instantaneous causality is zero for the ag-related group and negligible 
for the non-ag-related group. 

In summary, the evidence for KPP suggests very few, if any, signifi-
cant short- or long-term spillovers from agriculture to other sectors, or 
vice-versa. 

IV. Have Agricultural Productivity Spillovers Changed over Time? 
Thus far, our empirical analysis has assumed that the pairwise pro-

ductivity relationships between agriculture and other sectors remained 
constant over the 1947 to 2014 period covered by the JHS data. How-
ever, this period was characterized by substantial changes in technology, 
demography, regulations, and policies that all likely influenced the eco-
nomic structure of the sectors under analysis. Thus, it is reasonable to 
hypothesize that the pairwise productivity relationship between agricul-
ture and a particular sector may have shifted over time, rendering our 
previous analysis too restrictive. For this reason, we also conduct sepa-
rate empirical analyses for two subperiods: 1947–80 and 1981–2014.

Table 2 reveals that for both TFP and LPP, estimations over sub-
periods yield fewer significantly cointegrated pairs. In the case of TFP, 
only about half of the cointegration relationships that are significant 
over the entire period are also significant in the individual subperiods 
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Chart 5 
Response of Non-agricultural Sectors’ KPP to Shocks in Agricultural KPP

10
−3

−2
−1

0
1

2
−1

.5
−1

.0
−0

.5
0.

0
0.

5
1.

0
1.

5
8

0
2

4
6

Model selection
Cointegrated

With two lags

With three lags

Ag-related sectors        Non-ag-related sectors

Fo
od

 p
ro

du
ct

s

Ap
pa

re
l a

nd
 le

at
he

r

C
he

m
ic

al 
pr

od
uc

ts

U
til

iti
es

So
ci

al 
as

sis
ta

nc
e

Re
al 

es
ta

te

O
il 

an
d 

ga
s e

xt
ra

ct
io

n
N

on
m

et
all

ic
 m

in
er

al 
pr

od
uc

ts
M

ot
io

n 
pi

ct
ur

e a
nd

 so
un

d 
re

c.

C
om

pu
te

r a
nd

 el
ec

. p
ro

du
ct

s

Ac
co

m
m

od
at

io
n

Fo
re

str
y 

an
d 

fis
hi

ng
Fu

rn
itu

re
Ra

il 
tra

ns
po

rta
tio

n
T

ex
til

es

T
ru

ck
 tr

an
sp

or
ta

tio
n

W
oo

d 
pr

od
uc

ts

Fo
od

 se
rv

ic
es

Pa
pe

r p
ro

du
ct

s

Ad
m

in
. a

nd
 su

pp
or

t s
er

vi
ce

s
Ai

r t
ra

ns
po

rta
tio

n

C
on

str
uc

tio
n

Ed
uc

at
io

n 
se

rv
ic

es
El

ec
. e

qu
ip

. a
pp

l. 
an

d 
co

m
p.

Fe
de

ra
l g

ov
er

nm
en

t e
nt

er
pr

ise
s

In
su

ra
nc

e c
ar

rie
rs

 an
d 

re
l. 

ac
t.

O
th

er
 se

rv
ic

es
 (e

xc
l. 

gv
m

t.)

Pe
tro

leu
m

 an
d 

co
al 

pr
od

uc
ts

Pe
rfo

rm
in

g 
ar

ts,
 sp

or
ts,

 an
d 

re
l. 

ac
t.

Pi
pe

lin
e t

ra
ns

po
rta

tio
n

Pl
as

tic
s a

nd
 ru

bb
er

 p
ro

du
ct

s
Pr

im
ar

y 
m

et
al 

pr
od

uc
ts

Su
pp

or
t a

ct
iv

iti
es

 fo
r m

in
in

g

Am
b.

 h
ea

lth
 ca

re
 se

rv
ic

es

Am
us

, g
am

bl
in

g 
an

d 
re

c.l
 in

du
str

ies

Br
oa

dc
as

tin
g 

an
d 

te
lec

om

C
om

p.
 sy

s. 
de

s. 
an

d 
re

l. 
se

rv
ic

es

D
at

a p
ro

ce
ssi

ng
 an

d 
ot

he
r s

er
vi

ce
s

Fa
br

ic
at

ed
 m

et
al 

pr
od

uc
ts

Fe
de

ra
l r

es
er

ve
 b

an
ks

 an
d 

re
l. 

ac
t.

Fu
nd

s, 
tru

sts
, a

nd
 o

th
er

H
os

pi
ta

l, 
nu

rs
in

g 
an

d 
re

s. 
ca

re
 fa

c.

Le
ga

l s
er

vi
ce

s
M

ac
hi

ne
ry

M
gm

t. 
co

m
pa

ni
es

 an
d 

en
te

rp
.

M
in

in
g 

(e
xc

l. 
oi

l a
nd

 g
as

)

M
isc

. m
an

uf
ac

tu
rin

g

M
isc

. p
rf.

 sc
i a

nd
 te

ch
. s

er
vi

ce
s

O
th

er
 tr

an
sp

or
ta

tio
n 

eq
ui

pm
en

t
O

th
er

 tr
an

sp
or

ta
tio

n

Pr
in

tin
g 

an
d 

re
lat

ed
 ac

tiv
iti

es
Pu

bl
ish

in
g 

in
du

str
ies

 (e
xc

l. 
in

t. 
in

. s
ft.

)

Re
nt

al 
an

d 
lea

sin
g 

se
rv

ic
es

Re
ta

il 
tra

de
St

at
e a

nd
 lo

ca
l g

ov
. e

nt
er

pr
ise

s
Se

c. 
co

m
m

. c
on

tr.
 an

d 
in

v.

T
ra

ns
it 

an
d 

gr
ou

nd
 p

as
s. 

tra
ns

po
rta

tio
n

T
ra

ns
po

rta
tio

n 
eq

ui
pm

en
t

W
ar

eh
ou

sin
g 

an
d 

sto
ra

ge
W

as
te

 m
an

ag
em

en
t a

nd
 re

m
. s

er
vi

ce
s

W
at

er
 tr

an
sp

or
ta

tio
n

W
ho

les
ale

 tr
ad

e

Significant 10-year only Significant one-year onlySignificant one-year and 10-year Not significant one-year and 10-year

O
ne

-y
ea

r r
es

po
ns

e
Ye

ar
s t

o 
90

 p
er

ce
nt

 
of

 1
0-

ye
ar

10
-y

ea
r r

es
po

ns
e



An Empirical Investigation of Productivity Spillovers   
along the Agricultural Supply Chain 69

Chart 6 
Response of Agricultural KPP to Shocks in Non-agricultural Sectors’ KPP
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1947–80 or 1981–2020. The number of significant LPP relationships 
between agriculture and non-ag-related sectors also drops by about half 
after breaking down the sample into two subperiods, and the drop is 
even more pronounced for LPP relationships between agriculture and 
ag-related sectors. These results for TFP and LPP are consistent with 
relatively stable but not particularly strong cointegrating relationships 
over the entire 1947–2014 period: cutting the number of observations 
in half for the subperiod analysis reduces the precision of the estimates, 
thereby weakening the evidence against the null hypothesis of no coin-
tegration to the point where it may no longer be rejected. 

In contrast, many more pairwise KPP relationships are significant-
ly cointegrated over the 1947–1980 or 1981–2014 subperiods than 
over the full 1947–2014 sample (see Table 2). The greater number of 
cointegrated KPP relationships in the subperiods than the full sample 
implies that KPP relationships changed substantially over time. Rela-
tionships over the subperiods must have been relatively strong to reject 
the null of no cointegration, because subperiod estimates rely on fewer 
observations and are, all else equal, less precise than the full-period 
estimates. If such strong relationships had been sustained over time, 
they would have led to even stronger rejections of the no-cointegration 
null when using the entire sample; instead, the full-sample estimates 
weakened the evidence of cointegration.

In the interest of space, the subperiod equivalents of Charts 1 
through 6 and Table 3 are omitted, as they do not provide valuable ad-
ditional insights. To summarize, the productivity data suggest that the 
relationship between agriculture and other sectors was not particularly 
strong and remained relatively stable over the full period analyzed for 
TFP and LPP. For KPP, however, evidence suggests that the relation-
ship between agriculture and other sectors experienced major shifts 
between 1947 and 2014.
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V. Robustness Check: Pairwise Relationships Using USDA Agricultural 
Productivity Data

Shumway and others (2017) compare agricultural TFP measures 
from an earlier version of the JHS database with the 2014 version of the 
official TFP series published by the USDA. They find that, despite the 
methodological differences, the series are remarkably similar in terms of 
the average growth rates of agricultural TFP over 1948–2010 and the 
four selected subperiods (1948–73; 1973–95; 1995–2005; 2005–10). 
In this section, we extend the comparison period and assess TFP, KPP, 
and LPP spillovers between agriculture and the other sectors of the 
economy from 1948 to 2014. 

Johansen cointegration tests over the entire 1948–2014 period 
show that the USDA and JHS data are similar for agricultural TFP 
but different for KPP. For the TFP series, the tests reject the null of no 
cointegration at the 1 percent significance level. For the LPP series, the 
evidence of cointegration is somewhat weaker: the tests reject the null 
of no cointegration at the 5 percent (but not 1 percent) significance 
level. In contrast, the KPP series shows no evidence of cointegration 
between the JHS and USDA data over the 1948–2014 period: the tests 
do not reject the no-cointegration null even at the 10 percent signifi-
cance level. Overall, these cointegration results suggest that inferences 
drawn from the USDA data will be most similar to those drawn from 
the JHS data for TFP and most different for KPP.

The results from the pairwise cointegration tests in Table 2 indi-
cate that the USDA database yields similar cointegration patterns for 
1948–2014 to those in the JHS agricultural productivity data. That is, 
regardless of whether one relies on the JHS or the USDA data, TFP 
has the largest number of cointegrated pairs, while KPP has the few-
est. However, for the non-ag-related group, the USDA data yield fewer 
cointegrated pairs than the JHS data in all instances other than KPP.

In the interest of space, graphs analogous to Charts 1 through 6 
are included in the Appendix, as they exhibit similar patterns. Table 3 
demonstrates that the non-cointegrated pairs for the USDA data show 
short-term causal relationships similar to those already described for 
the baseline data set. Overall, the USDA agricultural productivity data 
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reinforce the results obtained using the JHS agricultural productivity 
data over the entire overlapping period.

Breaking down the sample period into halves suggests that the JHS 
and USDA series for TFP and LPP maintain a stable but not particu-
larly strong relationship from 1948 to 2014. In both cases, tests reject 
the null of no cointegration for the entire overlapping period, but can-
not reject the null even at the 10 percent significance level for one of 
the subperiods. Contrastingly, the relationship between the JHS and 
USDA series for KPP appears to have changed significantly over time. 
Although tests do not reject the null hypothesis of no cointegration 
over the entire 1948–2014 period at standard levels of significance, 
they do reject the null for each of the subperiods. 

According to Table 2, the subperiod estimation using the USDA 
agricultural productivity data yields similar results to the subperiod 
estimation using JHS data for TFP and KPP. Specifically, when com-
pared with the full period estimation, both subperiod estimations yield 
fewer significantly cointegrated pairs for TFP and more significantly 
cointegrated pairs for KPP. For LPP in non-ag-related sectors, how-
ever, the results differ. Specifically, the subperiod estimation using the 
USDA series yields more significantly cointegrated pairs than the es-
timation using the JHS data. In short, the subperiod analysis based 
on the USDA data provides additional support for two conclusions 
drawn earlier from the JHS data: first, that TFP was characterized by 
relatively stable but not strong cointegrating relationships over the full 
sample period; and second, that KPP relationships underwent substan-
tial changes over time. However, the subperiod analysis using USDA 
data yields a finding for LPP that conflicts with the analysis using JHS 
data: the USDA data suggest major shifts in LPP relationships between 
1948 and 2014, but the JHS data suggest steady but not strong rela-
tionships over time.

VI. Conclusion
The present study is the first to explore the linkages between the 

agricultural sector and 62 other sectors of the U.S. economy from a 
productivity perspective from 1947 to 2014. Applying widely adopted 
time series methods to productivity measures derived from JHS, our 
analysis suggests that increasing (reducing) TFP in agriculture above 
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(below) trend would negatively (positively) affect the TFP of three sec-
tors and positively (negatively) affect the TFP of five sectors after one 
year, but generate long-lasting increases (reductions) in the TFP of nine 
sectors and lasting reductions (increases) in the TFP of three sectors. 
Shocks in the TFP of two sectors would spill over into the agricultural 
sector after one year (one with same sign, and the other with the oppo-
site sign), and shocks in the TFP of nine sectors would have significant 
spillover effects into the agricultural sector after 10 years (two with the 
same sign, and seven with the opposite sign). Our results also suggest 
that the few significant LPP and KPP spillovers across sectors may be 
an artifact of chance, and that labor and capital productivity in the agri-
cultural sector are unrelated to their counterparts in the rest of the U.S. 
economy. 

Comparing the results obtained over the entire sample period 
against those from the 1947–80 and 1981–2014 subperiods reveals that 
the relationship between agriculture and other sectors was stable but not 
particularly strong for TFP and LPP. For KPP, however, the relationship 
between agriculture and other sectors changed substantially between 
1947 and 2014. In any case, it is important to note that partial produc-
tivity measures like LPP and KPP might be highly sensitive to shifts in 
input mixes over time and therefore provide less reliable information on 
productivity change than TFP.

Our findings can help policymakers exploit intersectoral synergies 
and mitigate negative intersectoral spillovers to revive economic growth 
in the U.S. agricultural sector over the next decade. Furthermore, our 
approach can be applied to estimate the economy-wide effects of a spe-
cific policy designed to foster productivity growth in one sector of the 
economy. For example, our approach allows for the incorporation of 
spillover effects beyond the agricultural sector into the calculation of 
the social rate of return to public investments in agricultural R&D (and 
other productivity-enhancing public goods). Following Coe and Help-
man (1995), our estimates can be used as weights in the calculation 
of an aggregate economic return in the rest of the economy stemming 
from the initial investment in the agricultural sector.

Our qualitative results are robust to the use of the USDA TFP series 
instead of the JHS TFP series for the agricultural sector, reinforcing 
the conclusion from Shumway and others (2017) that, despite meth-
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odological differences, TFP growth estimates from the two databases 
are remarkably similar. Qualitative results for LPP and KPP are also 
similar when using the USDA data instead of the JHS series. However, 
in the case of LPP, the analysis based on the USDA series suggests that 
the relationships changed over time, contradicting the stable but not 
strong relationships implied by the JHS data.

Although our analysis was not designed to measure the degree of 
convergence in productivity changes across sectors, our results tan-
gentially inform such discussion by evaluating the cointegration in 
productivity series across sectors. In particular, we find no significant 
cointegrating vectors across agriculture and 50 other sectors in KPP, 39 
other sectors in LPP, and one other sector in TFP, suggesting that those 
pairs of productivity series do not converge in time series (Bernard 
and Durlauf 1995). However, further analysis is required to evaluate 
whether two cointegrated productivity measures imply convergence 
in time series (depending on the significance of the coefficient a1 in 
equation (1)).

A major limitation of our empirical investigation resides in the 
top-down approach of the sectoral productivity comparisons. A future 
bottom-up study on the micro fundamentals for the sectors displaying 
significant productivity spillovers from and to agriculture is warranted 
to provide insights on the microeconomic foundation of the observed 
sectoral relationships. Another major limitation is the level of aggrega-
tion of the JHS data at the national level, which prevents richer state- 
or region-specific analyses. 
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Chart A-1 
Response of JHS Non-agricultural Sectors’ TFP to Shocks in USDA’s Agricultural TFP
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Chart A-2 
Response of USDA’s Agricultural TFP to Shocks in JHS Non-agricultural Sectors’ TFP
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Chart A-4
Response of USDA’s Agricultural LPP to Shocks in JHS Non-agricultural Sectors’ LPP
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Chart A-6 
Response of USDA’s Agricultural KPP to Shocks in JHS Non-agricultural Sectors’ KPP
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Endnotes

1TFP has been shown to be a major source of agriculture growth in both state 
and national level data sets. On the state level, for example, see Craig and Pardey 
(1990a, 1990b); Huffman and Evenson (1989, 1993); Alston and Pardey (1996); 
Ball and others (1999); Acquaye, Alston, and Pardey (2003); O’Donnell (2012); 
Njuki, Bravo-Ureta, and O’Donnell (2018); Plastina and Lence (2018); Cham-
bers and Pieralli (2020). On the national level, see USDA (1981); Ball (1985); 
Hauver (1989); Jorgenson and Gollop (1992); Ball and others (1997); Wang and 
others (2015).

2Garner and others (2019) use the concept of multifactor productivity in-
stead of TFP in their analysis. 

3The studies that disaggregate TFP in U.S. agriculture into technological 
changes; productive, allocative, and scale efficiencies; as well as price effects include 
Capalbo (1988); Morrison Paul and Nehring (2005); Andersen, Alston, and Pardey 
(2012); O’Donnell (2012, 2014); Plastina and Lence (2018); Njuki, Bravo-Ure-
ta, and O’Donnell (2018); and Chambers and Pieralli (2020). Wang and others 
(2015), Fuglie and others (2017), Alston (2018), and Baldos and others (2019) 
provide recent reviews of the literature on research and development, extension ser-
vices, knowledge spillovers, and communication and transportation infrastructure 
as major drivers of agricultural productivity. Earlier comprehensive literature reviews 
on the returns to productivity-enhancing investments in U.S. agriculture include 
Alston and others (2000); Huffman and Evenson (2006); Fuglie and Heisey (2007); 
Alston and others (2010); and Hurley, Rao, and Pardey (2014).

4Studies on knowledge spillovers from other sciences into agriculture include 
Huffman and Evenson (2006); Shoemaker and others (2001); and Wang, Xia, 
and Buccola (2009). Studies on knowledge spill-ins to agricultural productivity 
from agricultural R&D conducted in other jurisdictions include Coe and Help-
man (1995); Schimmelpfennig and Thirtle (1999); Huffman and others (2002); 
Alston and others (2010); and Plastina and Fulginiti (2011).

5 The acronym KLEMS stands for capital (K), labor (L), energy (E), ma-
terials (M), and services (S). Analytical KLEMS-type data are constructed by 
researchers in the WORLD KLEMS consortium; they have harmonized defi-
nitions and aggregation procedures so as to obtain industry-level productivity 
measures that are comparable across countries. The data are available online at  
http://www.worldklems.net/data.htm 

6We exclude the federal general government and state and local general gov-
ernment industries from the analysis because their TFPs are constant for the entire 
period, yielding nonsensical regression estimates.

7Although the Elliott, Rothenberg, and Stock (1996) test is more powerful 
than the standard augmented Dickey-Fuller unit-root test, unit-root tests have 
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low power in general (that is, they have a low probability of correctly rejecting the 
null hypothesis of a unit root when in fact the series is stationary) (Enders 2014). 

8Cointegration between two series requires that each of them be characterized 
by a unit root. Hence, if JHS’s agriculture TFP series is assumed to be stationary, 
one should immediately conclude that it is not cointegrated with any of the non-
agricultural sectors’ TFPs. 

9There is no dashed line within the ag-related group in Charts 1 and 2 because 
all ag-related sectors are cointegrated with agriculture in the case of TFP. In contrast, 
Charts 3 through 6 depict dashed lines within the ag-related group because not all of 
its sectors have partial productivities cointegrated with agriculture’s.

10We use the exact test from Fisher (1954) to assess whether the probability 
of cointegration is the same for ag-related as for non-ag-related groups. For the 
test, we use the 2 x 2 contingency table consisting of eight cointegrated pairs and 
two non-cointegrated pairs for the ag-related group, and 15 cointegrated pairs and 
37 non-cointegrated pairs for the non-ag-related group. The test rejects the null 
hypothesis of equal probabilities at the 0.4 percent significance level. 

11These sectors cannot have long-term relationships with agricultural LPP 
because they are not cointegrated.

12Given the 2 x 2 contingency table consisting of four cointegrated pairs and 
six non-cointegrated pairs for the ag-related group and eight cointegrated pairs 
and 44 non-cointegrated pairs for the non-ag-related group, the exact test from 
Fisher (1954) rejects the null hypothesis of equal probabilities at the 9.1 percent 
significance level. 
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Agricultural productivity has risen sharply since World War 
II. Corn yields, for example, fluctuated around a fairly stable  
 average between 1866, the first year for which the National 

Agricultural Statistics Service (NASS) provides data, and about 1940. 
Since 1940, however, corn yields have trended steadily upward. 

Chart 1 shows average annual U.S. corn yields as well as their trend. 
From 1940 to 1980, yields grew exponentially, as shown by the linear 
increase in the blue solid line—that is, there was a linear trend in log 
yields. This finding is consistent with Jorgenson and Gollop (1992), 
who examine total factor productivity growth (TFP) in U.S. agriculture 
over the 1947–1985 period. They find that although employment in 
the agricultural sector decreased by 1.8 percent per year over that pe-
riod, output increased. They conclude that “there is little doubt that the 
role of productivity growth in agriculture is quite different than in the 
rest of the economy. … agriculture’s average annual rate of TFP growth 
has been nearly four times as large as the corresponding rate in the rest 
of the economy.” This exponential increase seems to be leveling off: 
starting around 1980, absolute corn yields have been growing linearly 
(orange solid line), while the trend in log yields is starting to decrease. 

Despite tremendous gains in agricultural productivity, the sector re-
mains as vulnerable to environmental factors as ever. The dashed blue 
line in Chart 1 shows that the deviations from the log trend seem to 
have rather constant variance over time. In other words, the year-to-year 
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swings in yields are constant in percent terms. As average yields have 
increased, so, too, has the standard deviation of the fluctuations around 
them. Most of the fluctuations around the trend are caused by envi-
ronmental factors such as weather, air pollution, or pest outbreaks. The 
constant percent variation around the mean implies that agriculture is 
as dependent on environmental factors today as it has been historically. 

In this paper, I document agriculture’s dependence on two specif-
ic environmental factors: weather—in particular, extreme heat—and 
ozone air pollution. As I will show in Section I, in both cases, it is cru-
cial to look not just at the average outcomes but also at extremes, which 
have a large measurable effect on observed yields. Section II highlights 
recent trends in these environmental factors over the last 40 years as 
well as how they contributed to the observed yield trend. Extreme heat 
is predicted to increase in future years, although the observed time  
series does not yet bear this out. An increase in extreme heat would like-
ly depress future yield growth. Peak ozone pollution has been almost 
entirely phased out over the sample period, contributing significantly 
to the observed yield trend. However, because peak ozone pollution has 
been eliminated, no further reductions with beneficial effects on future 
yield growth are feasible. Finally, Section III outlines the socioeconomic 
spillovers from productivity growth on rural areas, documenting how 

Chart 1
United States Average Corn Yields, 1866–2019

Notes: Dashed lines denote year-to-year fluctuations, while solid lines denote trends. Trends are estimated using 
restricted cubic splines with five knots between 1966 and 2019. 
Sources: USDA NASS, NOAA, and author’s calculations.
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past episodes of productivity shocks have led to outmigration from rural 
to urban areas. 

I.  Effect of Weather and Ozone on Corn Yields
Corn is the crop with the largest growing area in the United States. 

This section demonstrates the importance of two environmental ef-
fects on corn yields: weather and ozone pollution. The weather variable 
specification and implementation follow Schlenker and Roberts (2008), 
while the ozone variables follow Boone, Schlenker, and Siikamäki 
(2019). Both analyses focus on the importance of nonlinear effects: be-
cause averaging over time or space can dilute such nonlinear effects, the 
micro-level data are constructed on a roughly 2.5 x 2.5 mile grid. 

Map 1 displays the average corn area from the cropland data layer 
from 2010 to 2018 aggregated to the same 2.5 x 2.5 mile grid (1/24th 
degree latitude and longitude) as the weather data. The green coloring 
within each grid cell is proportional to the corn growing area in that cell:  
if 50 percent of the grid area grows corn, half of the square is colored 
green. The Corn Belt is clearly visible, but corn is also grown in most of 
the remaining counties in the United States—though sometimes only 
in a small subarea. County boundaries are delineated in black. 

All weather and pollution variables are first derived for each grid 
before they are averaged over a county. If the underlying relationship 
is nonlinear, it is important to first derive the nonlinear transformation 
on a fine temporal and spatial scale before aggregating the data, as two 
days (or two points) with similar average temperature (or pollution) can 
have very different maximums and minimums. For example, consider 
two counties that both have an average ozone pollution level of 70 parts 
per billion (ppb). If the first county has a pollution level of 70 ppb in 
all of its grid points, it would never exceed the critical value of 70 ppb 
that is harmful for crops and thus the pollution would not result in any 
damage to the corn crop in a county. On the other hand, if the second 
county has an ozone pollution of 40 ppb in half of its grid points and 
100 ppb in the other half—with a county average of 70 ppb—a sub-
stantial portion of the country would be above the threshold of 70 ppb, 
resulting in a yield reduction in that area that should show up in the 
aggregate county statistic.



90 Federal Reserve Bank of Kansas City

Hourly air pollution data are available from the Environmental 
Protection Agency (EPA) Ambient Air Quality Monitoring Program 
and Data starting in 1980.1 Following Boone, Schlenker, and Siikamäki 
(2019), missing hourly values are filled in by cross-interpolation and 
then interpolated to the above 2.5 x 2.5 mile grid before being averaged 
over all grids in a county using the average corn area in the cropland 
data layer for the years 2010–18. The area weights are purposefully kept 
constant across years to not confound the analysis with possibly en-
dogenous changes in where crops are grown. Similarly, minimum and 
maximum temperatures, as well as degree days, are derived for each grid 
and day following Schlenker and Roberts (2008) before being aggre-
gated to the county level. Weather variables keep the set of weather sta-
tions constant to derive year-to-year weather shocks that are not driven 
by compositional changes. As Dell, Jones, and Olken (2014) point out, 
such year-to-year weather shocks are exogenous and hence form the 
ideal right-hand-side variable.

The analysis matches pollution and weather data with county-level 
corn yields from NASS for counties east of the 100-degree meridian 
excluding Florida from 1980 to 2019. Only counties that report corn 
yields in at least 20 of the 40 years of the sample are included, which 
includes all major production areas. The exact specification uses a  
panel analysis relating log corn yields in a county and year to two  

Map 1
Average Corn Area, 2010 –18

Sources: USDA NASS Cropland Data Layer and author’s calculations.
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temperature variables, two precipitation variables, and one measure of 
ozone pollution in the same year aggregated over the 183-day period 
from April 1 to September 30.

The specification also includes county fixed effects to allow for dif-
ferences in average productivity, year fixed effects to absorb common 
price shocks, and county-specific quadratic time trends to allow for the 
fact that yields have been trending upward differently over the sample 
period. Errors are clustered at the state to allow for spatial correlation. 
Chart 2 shows the results. The vertical axis shows the effect on annual 
log yields multiplied times 100, so that each number roughly repre-
sents percent effects. I discuss each of the five environmental variables 
in turn. 

The first two variables are for precipitation. The blue line shows 
point estimates for the quadratic in season-total precipitation. Both the 
linear and quadratic term are significant at the 1 percent level. The re-
lationship peaks around 71 centimeters, or 28 inches. If precipitation 
is cut by one-third, from the optimum 28 inches to 19 inches, annual 
yields are predicted to decline by 4 percent. 

The next two variables are for the effects of temperature. The or-
ange line in Chart 2 displays the effect of a 24-hour exposure to various 
temperatures. Since there are 183 days between April 1 and September 
30, the cumulative effect of temperature exposure dwarfs the effect of 
precipitation. Unlike precipitation, which used a quadratic specifica-
tion that is symmetric around the optimum, the effect of temperature 
is highly asymmetric. As a result, I rely on two piecewise linear approxi-
mations. The upward slope of the orange line shows that yields increase 
in temperatures between 50 and 86 degrees Fahrenheit. 

This linear increase is captured by the concept of degree days, which 
measure how much and for how long temperatures exceed a thresh-
old. For example, degree days 50–86 measure how much temperatures 
exceed the lower threshold of 50 degrees Fahrenheit up to 86 degrees 
Fahrenheit. A temperature of 60 degrees Fahrenheit would result in 
10 degree days, while a temperature of 86 degrees Fahrenheit or above 
would result in 36 degree days. The regression incorporates the entire 
distribution of daily temperatures between the minimum and maxi-
mum temperature (Snyder 1985). These daily outcomes are summed 
over the 183-day April to September growing season to yield one  
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variable—the annual total of degree days between 50 and 86 degrees 
Fahrenheit. While the annual total omits the sequencing of tempera-
tures within the months, it has been shown to work well as a predictor 
of yields. For example, corn varieties are often classified by the degree 
days they need to mature. 

The second temperature variable measures degree days above 86 
degrees Fahrenheit. Chart 2 shows a highly asymmetric relationship: 
degree days above 86 degrees Fahrenheit are highly detrimental for corn 
yields. The downward slope of the orange line above 86 degrees Fahren-
heit is an order of magnitude steeper than the increasing slope below 86 
degrees Fahrenheit. For example, each 10 additional degree days above 
86 degrees Fahrenheit (one day at 96 degrees Fahrenheit rather than 
86 degrees Fahrenheit or 10 days at 87 degrees Fahrenheit rather than 
86 degrees Fahrenheit) reduces annual corn yields by 2.9 percent. On 
the other hand, 10 additional degree days between 50 and 86 degrees 
Fahrenheit only increase corn yields by 0.1 percent.

The ideal weather outcome would be to have a temperature of 86 
degrees Fahrenheit throughout the growing season, which is not fea-
sible given temperature fluctuations throughout the year. However, 
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Relationship between Temperature, Precipitation, Ozone  
Pollution, and Corn Yields

Note: Shaded areas denote 95 percent confidence bands.
Sources: USDA NASS, NOAA, and author’s calculations.
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the yield penalty of being above the 86 degrees Fahrenheit threshold 
is much larger than the penalty of falling below it. This asymmetric 
penalty again illustrates why a spatially and temporally disaggregated 
analysis is crucial. A day with a constant temperature of 86 degrees 
Fahrenheit has the same average temperature as a day with a minimum 
temperature of 72 degrees Fahrenheit and a maximum temperature of 
100 degrees Fahrenheit; however, the latter would have a much greater 
effect on yields, as half of the day is spent in a temperature range that is 
highly harmful to yields.

Extreme heat—as measured by degree days above 86 degrees Fahr-
enheit—is the single best predictor of year-to-year fluctuations in ag-
gregate corn yields (Schlenker and Roberts 2008).2 A reasonable ques-
tion is whether modern varieties of corn are less susceptible to extreme 
heat episodes. The year 2012 was one of the hottest on record (only 
surpassed by 1988 and the Dust Bowl years in the 1930s), with 101 
degree days above 86 degrees Fahrenheit when weather is averaged over 
the corn-growing area in the United States. However, yields did not 
fare any better than in previous years of extreme heat. Yields dropped 
sharply in 2012 (see Chart 1), and the drop even slightly exceeded 
the estimate from the statistical model using data from 1950 to 2011 
(D’Agostino and Schlenker 2016). In other words, there is no evidence 
that corn varieties have gotten better at withstanding extreme heat in 
the last decade.

The fifth environmental variable measures exposure to ozone pollu-
tion above 70 ppb. Ozone pollution has a strong threshold effect: that 
is, it has a very limited effect below a threshold, but reduces corn yields 
linearly above it (Boone, Schlenker, and Siikamäki 2019). The thresh-
old of 70 ppb used in this paper is motivated by the U.S. ambient air 
quality standard of 70 ppb. Although this threshold differs slightly from 
the one used by Boone, Schlenker, and Siikamäki (2019), the results 
are very similar. The ozone standard in the United States is derived in 
a two-step process: first, by calculating the highest average ozone value 
for any consecutive eight-hour period for each day—for example, 11 
a.m. to 7 p.m. on July 23—and second, by comparing the fourth-high-
est of these daily maximums to the threshold of 70 ppb. If the fourth-
highest of the daily maximums exceeds 70 ppb, a county is deemed in  
nonattainment. While this is a fairly complex summary statistic, the 
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standard is certainly met if every hourly observation is below 70 ppb. 
Ozone exposure above 70 ppb adds how much each hourly ozone read-
ing is above 70 ppb, summed over all hourly readings between April and 
September. The concept is the same as for degree days discussed above. 
The green line in Chart 2 shows the resulting point estimate. Exposure 
to 840 ppb-hours (24 hours at 105 ppb rather than 70 ppb—that is, 
24 × 35) reduces annual corn yields by 5 percent. Peak ozone pollution 
in the United States repeatedly exceeded 3,300 ppb-hours in the 1980s, 
which reduced annual corn yields by 20 percent. Eliminating this peak 
pollution level has strong effects on yield and productivity trends.

This section has empirically linked five environmental variables to 
county-level corn yields for the last 40 years. While precipitation has 
some effect on yields, extreme heat and ozone pollution have led to the 
largest yield reductions—in some years, more than 20 percent. The next 
section examines in further detail how these variables have been trending 
and how they are predicted to trend over the rest of the century. 

II.  Recent Trends in Peak Temperatures and Ozone Pollution
Temperatures in the United States have been trending mostly up-

ward since 1980, but there is strong spatial heterogeneity even within 
states (Burke and Emerick 2016). Since 2001, the Chicago Mercantile 
Exchange has offered weather derivatives, whose payout directly depends 
on daily average temperatures at eight U.S. airports. The price of these 
derivatives has been trending upward in close alignment with climate 
model projections made under the fifth phase of the Coupled Model 
Intercomparison Project (CMIP5) (Schlenker and Taylor, forthcoming). 

The maps that follow present trends over the areas and months in 
which corn is grown. Specifically, the maps are constructed by using 
the same weather data set on a 2.5 x 2.5 mile grid for the contiguous 
United States for the April–September growing season and merging 
it with the average corn growing area in the years 2010–18 from the 
cropland data layer in Map 1. Map 2 shows the cumulative change in 
average temperature by county from 1980 to 2019, averaged over the 
corn area in that county. For predominantly agricultural areas such as 
Iowa, the map displays the county average, while in more marginally 
agricultural areas such as the Rocky Mountains, the weather is averaged 
over a very small subset of the county. Areas with an increasing trend in  
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average temperature are shaded green through red, with areas experienc-
ing the largest warming trend in dark red. Areas with a decreasing trend 
in average temperatures are shaded in blue, with areas experiencing the 
largest cooling trend in dark blue. The majority of the United States has 
seen warming, with some areas warming more than 3 degrees Fahren-
heit over the 40-year period. However, the northern United States has 
seen cooling over this period, including South Dakota, some areas in 
the western edges of the Corn Belt in Nebraska, and some areas in Iowa. 

Given the influence of extreme temperatures on agricultural pro-
ductivity, Map 3 shows trends in the number of degree days above 
86 degrees Fahrenheit, again over the average corn area in 2010–19 
summed over the April–September growing season. The trends in Map 
3 look markedly different from the trends in average temperatures in 
Map 2. Specifically, areas in the southern Corn Belt and east of the 
Corn Belt have seen decreases in extremely hot temperatures despite an 
increase in their average temperatures. One possible explanation for this 
discrepancy could be an increase in the minimum temperature rather 
than the maximum temperature during the peak summer months. An-
other explanation could be an increase in temperatures in the early or 
late parts of the growing season, when temperatures do not typically 

Map 2
Trends in Average Temperature by County

Sources: USDA NASS, NOAA, and author’s calculations.
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exceed 86 degrees Fahrenheit. However, the cause of this discrepancy is 
still debated. Some authors have speculated that agricultural intensifi-
cation has led to a cooling effect on maximum temperatures (Mueller 
and others 2016). For example, increased irrigation when temperatures 
spike will increase evapotranspiration, potentially cooling downwind 
areas. This would suggest a negative feedback loop in which warm-
ing leads to counteracting adaptive behaviors on behalf of farmers that 
limits further warming. This kind of feedback loop is generally not in-
cluded in climate model forecasts. Although by no means definitive or 
causal, the close correlation between the corn area in Map 1 and the 
area experiencing a reduction in extreme heat in Map 3 suggests such a 
feedback loop may indeed be at play, calling for further study. 

Chart 3 constructs observed average temperatures and degree days 
above 86 degrees Fahrenheit for the entire United States. The orange 
and blue dashed lines show observed outcomes over time, where the 
annual average is the average of the county-level outcomes used in the 
regression in Section I and the weights equal the average corn growing 
area in each county in 2010–18 in the cropland data layer. As before, 
the area is fixed and held constant over time, so changes in weather do 
not reflect changes in where crops are grown. The solid dark blue and 

Map 3
Trends in Degree Days above 86 Degrees Fahrenheit by County

Sources: USDA NASS, NOAA, and author’s calculations.
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orange lines show smoothed trends from the locally weighted regression 
(lowess in STATA). 

During the Dust Bowl years in the 1930s, average temperatures 
and extreme heat (degree days above 86 degrees Fahrenheit) are not 
necessarily perfectly aligned: the year 1936 saw the most extreme heat, 
with 177 degree days but an average temperature of only 68.4 degrees 
Fahrenheit. For comparison, the year 1955 had the same average tem-
perature of 68.4 degrees Fahrenheit but only 100 degree days. Because 
each additional 10 degree days reduces yields by 2.9 percent, the extra 
77 degree days in 1936 imply a further 22 percent reduction in yields 
relative to 1955. The correlation between the two variables is 0.7. The 
other years with large exposure to extreme heat, 1988 and 2012, are 
added as grey dashed lines.

The lighter shade of orange and blue lines on the right-hand side of 
Chart 3 show the average of climate predictions under the 21 climate 
models in the NASA Global Daily Downscaled Predictions (GDDP), 
which provides daily model output for minimum and maximum tem-
peratures on a common 0.5 degree grid that are bias-corrected. Bias cor-
rection implies that temperatures in the baseline period (1950–2005) 
are matched to the observed temperatures over the grid. Because the cli-
mate grid is much coarser (half a degree) than the previously used grid 
(one twenty-fourths of a degree), the two series in Chart 3 do not neces-

Chart 3
Temperature and Degree Days above 86 Degrees  
Fahrenheit, 1900–2100

Note: Dashed lines denote year-to-year fluctuations, while solid lines denote trends.
Sources: USDA NASS cropland layer, NOAA NEX-GDDP, and author’s calculations.
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sarily have to align perfectly; nevertheless, the average of the trend lines 
for 1950–2005 is very close. The average temperature in the observed 
station data in 1950–2005 is 65.5 degrees Fahrenheit, compared with 
65.9 degrees Fahrenheit in the NEX-GDDP data. 

Comparing the two series reveals one striking difference: the pre-
dicted uptick starting in 1980 in both average temperatures and ex-
treme heat has not materialized. While average temperatures over the 
recent corn growing area and season (orange solid line) are fairly flat 
with a small uptick at the end, the observed exposure to extreme heat 
(blue solid line) is actually trending down. 

Climate model forecasts in NEX-GDDP use two representative 
concentration pathways (RCP) scenarios: the RCP 4.5 scenario results 
in an additional 4.5 Watts per square meter and is considered an inter-
mediate warming scenario, while the RCP 8.5 scenario is considered 
the worst possible warming scenario. Note that the RCP 8.5 scenario 
results in the average temperature increasing by 12 degrees Fahrenheit 
by the end of the century. This is consistent with the Intergovern-
mental Panel on Climate Change (IPCC) figure of a global average 
warming of 3.7 degrees Celsius by the end of the century. Average U.S. 
warming in the RCP 8.5 scenario appears to exceed this global aver-
age for two reasons: first, due to the conversion from Celsius to Fahr-
enheit (times 1.8); and second, because higher latitudes warm more 
than lower latitudes (another factor of roughly 1.8). Extreme heat, as 
measured by degree days above 86 degrees Fahrenheit, is predicted to 
increase sharply from fewer than 50 degree days per growing season 
before 1980 to more than 450 per growing season by the end of the 
twenty-first century. This eclipses by far the worst extreme heat the 
United States has historically seen—the 177 degree days in 1936 when 
land was abandoned during the Dust Bowl. 

This prediction also cautions against the assumption that the cool-
ing effect of agricultural intensification will offset extreme heat in the 
future. While this cooling mechanism is still debated in the literature, 
assume for now that it has been at work over the last four decades. If 
the RCP 8.5 scenario materializes, the implied warming would be so 
large that land would be abandoned and any offsetting effect would 
cease, leading to a reversal to the predicted trend line. A similar mech-
anism was at work when people discussed the “warming hiatus” or 
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“global warming plateau” in the early 2000s. Such decadal phenom-
ena can be linked to ocean circulations that have strong influences on 
decadal weather patterns. The increasing trend in temperature due to 
increasing CO2 concentrations is offset by a decadal weather pattern in 
the opposite direction—that is, a phase of cooling. However, once the 
decadal weather pattern reverses its phase from cool to hot and both 
trends align, the hiatus is followed by a phase of accelerated warming, as 
was observed in the latter half of the 2010s. In other words, agricultural 
intensification might lead to a negative feedback loop that temporar-
ily limits the upward trend of maximum temperatures; however, under 
continued warming that makes the large-scale production of a basic 
commodity like corn unproductive, the eventual reduction in growing 
area would lead to a reversion to the trend line.

The right-hand side of Chart 3 also shows the effects of various 
policy choices. Under the less-severe RCP 4.5 scenario, average tem-
peratures are only predicted to increase by half as much (roughly 6 
degrees Fahrenheit) as under the RCP 8.5 scenario, and extreme heat 
is predicted to increase by about 39 percent by the end of the cen-
tury. Extreme heat would on average equal the worst observation on 
record from 1936, which is still sizable: an increase of 120 degree days 
compared with the historic average from 1900 to 2019. The associated 
decline in yields would be 35 percent. Granted, if agricultural intensi-
fication limits the increase in extreme heat, some of this yield decline 
may not materialize. Nonetheless, warming trends are predicted to be a 
major drag on future productivity growth in the United States.

Chart 4 displays the evolution of ozone pollution over the last four 
decades. The orange line shows average pollution based on the daily 
maximum eight-hour average concentration—that is, the consecutive 
eight-hour period with the largest average pollution among the hourly 
pollution readings. Although the EPA standard is based on the fourth 
highest daily value, averaged over three years, the graph shows the aver-
age of the daily eight-hour maximum concentrations to better reflect 
the average pollution level during the April 1–September 30 growing 
season. Peak ozone concentrations are shown in blue by the cumulative 
exposure to ozone above 70 ppb—that is, the sum of how much hourly 
ozone readings exceeded 70 ppb over the growing season. This value is 
constructed for each 2.5 x 2.5 mile grid and then aggregated over the 
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United States using the average corn area in each grid cell. The year 
1988, which had an especially high number of extremely hot days (see 
Chart 3), also had very high ozone pollution. Since ozone formation 
increases with sunlight and temperature, it is important to jointly ac-
count for both extreme heat and ozone. 

Chart 4 also shows the United States’ tremendous success in im-
proving air quality, at least as averaged over the corn growing area. Al-
though average pollution (orange line) decreased by a modest 10 per-
cent from 1980 to 2019, almost all peak ozone pollution (blue line) was 
eliminated. Under a threshold model, which was empirically validated 
for corn, eliminating peak pollution is all that matters.3 Log yields, as 
shown in Chart 1, increased by 46 log points from 4.62 in 1980 to 5.08 
in 2019. At the same time, ozone decreased from 2,680 ppb-hours in 
1980 to effectively zero in 2019. Without peak ozone pollution, yields 
in 1980 would have been 15 log points higher. About one-third of the 
increase in corn yields from 1980 to 2019 is attributable to the elimi-
nation of peak ozone. However, now that peak ozone has been driven 
down to zero, no future yield boost is possible from further reductions 
in ozone, putting another damper on future yield growth and, accord-
ingly, productivity growth.

Chart 4
Average and Peak Ozone 1980–2019

Note: Dashed lines denote year-to-year fluctuations, while solid lines denote trends.
Sources: USDA NASS cropland layer, NOAA NEX-GDDP, and author’s calculations.
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III.  Socioeconomic Spillovers from Changes in Environmental  
Productivity Drivers

The previous sections highlighted the importance of two environ-
mental inputs for corn yields: extreme heat and peak ozone pollution. 
The former is predicted to increase significantly over the remainder of 
the twenty-first century, while the latter has been reduced to almost zero 
with no scope for further reductions to boost yields. Taken together, the 
outlook suggests reduced yield growth in the future. While this article 
has focused on corn yields, temperature extremes are also important for 
other crops, such as soybeans, cotton, rice, and wheat (Schlenker and 
Roberts 2008; Welch and others 2010; Tack, Barkley, and Nalley 2015). 
In general, agricultural productivity in the United States is likely to de-
crease under climate change. 

The productivity of agricultural workers is also negatively affect-
ed by both heat and pollution. Graff Zivin and Neidell (2012) show 
that picking rates decrease with ozone pollution and temperature. In 
a competitive market equilibrium, farm workers should be paid their 
marginal product. If environmental factors reduce overall productivity, 
wages in the agricultural sector will decline, as will the return to capital. 
If environmental factors affect the marginal product of capital and labor 
differently, there will be substitution toward inputs that are less nega-
tively (or more positively) affected. Production of commodity crops in 
the United States is already highly mechanized, unlike specialty crops, 
such as fruits, which often need to be picked manually. 

The first effect of reduced agricultural productivity due to climate 
change will be on adaptation measures, which will increase capital in-
vestments, especially in new irrigation equipment. Haqiqi and others 
(2020) add a measure of soil moisture to the statistical model of Section 
I. Soil moisture is a dynamic state variable that depends on precipi-
tation and evapotranspiration requirements from previous days. Once 
soil moisture is included in the regression, precipitation becomes in-
significant, as soil moisture now captures the effect of water availabil-
ity. Moreover, the breakpoint that separates yield-enhancing moderate  
degree days and damaging extreme degree days (86 degrees Fahrenheit 
in the preceding analysis) depends on soil moisture. The model can be 
used to derive the value of irrigation, which reduces the yield penalty 
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when soil moisture is low or the breakpoint becomes lower. Because 
the value of irrigation increases with warming, irrigation is likely to in-
crease, subject to water availability. As noted in Section II, there might 
be even a positive feedback loop in which further irrigation will limit 
the increase in extreme heat, at least initially.

The second effect of reduced agricultural productivity due to cli-
mate change will be on migration. In the past, negative productivity 
shocks have operated through both a change in overall productivity 
and in labor-specific productivity shocks. The 1930s provide a salient 
example. The years 1934 and 1936 were especially hot, with 1936 
holding the record for extreme heat observed over the corn-growing 
area in the United States to date. Such hot temperatures usually go 
hand-in-hand with dry conditions, as wet soil would leave to evapora-
tive cooling that limits exposure to extreme heat. Hornbeck (2012) 
compares changes in land values in eroded versus non-eroded counties 
following the Dust Bowl in the 1930s. He finds that both revenue and 
land values persistently declined in more eroded counties. Comparing 
the immediate decline in revenues, which persisted, to the immediate 
decline in land values implies that less than one-quarter of the initial 
difference in agricultural cost could be recovered in more eroded coun-
ties through adaptive measures. The main adjustment mechanism was 
outmigration, primarily of young people, from affected areas as overall 
productivity declined. Again, recall that climate change is predicted 
to make the historic record the new normal: the average amount of 
extreme heat will equal the historic record under the immediate warm-
ing scenario RCP 4.5 and almost triple under the fast warming sce-
nario RCP 8.5. Hornbeck and Naidu (2014) provide another example 
of migration in response to environmental conditions. After the great 
Mississippi River flood of 1927, flooded areas saw an immediate out-
migration of black farm workers that persisted. Although landowners 
tried to restrict this outmigration, as they benefited from the labor-in-
tensive agriculture, they were forced to substitute labor for capital. This 
substitution implied that flooded areas saw an increase in moderniza-
tion compared with non-flooded areas. Both Hornbeck (2012) and 
Hornbeck and Naidu (2014) examine environmental shocks a century 
ago. Will the current system be more prone to withstand shocks?
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This leads to the third predicted effect of reduced agricultural pro-
ductivity due to climate change: sectoral reallocation. Other countries 
have seen such reallocation in the recent past. For example, Colmer 
(forthcoming) uses micro-level data from India to show that tem-
perature-driven reductions in demand for agricultural labor result in 
workers looking for new employment opportunities in nonagricultural 
sectors—specifically, the manufacturing sector. This form of adapta-
tion is important, as labor moves to other sectors that offer higher pay. 
Colmer estimates that without labor reallocation, the economic cost 
from reduced agricultural labor demand would be 69 percent higher. 
In the context of the United States, a natural question is whether labor 
reallocation is possible within the same geographic area, or whether 
people will migrate to other areas to seek new opportunities. The mi-
gration literature emphasizes that two countervailing effects are usually 
at work. First, the decision to migrate increases along with the wage 
differential between the destination and home area. If the home area 
suffers a negative shock, more people are predicted to migrate as the 
difference increases. Feng, Krueger, and Oppenheimer (2010) find that 
weather-induced yield shocks in Mexico influence migration patterns 
to the United States. When yields in a given area are below average, 
outmigration is above average, confirming that a deterioration in con-
ditions at home increases outmigration. Second, workers often have to 
overcome considerable obstacles to migrate, such as cost, lost social net-
works, or legal constraints in international migration. Especially poor 
workers might not be able to overcome these costs. If the home area 
suffers a negative shock, fewer people are predicted to migrate, as the 
number of people for whom the migration cost is binding increases. 
This mechanism was also observed in Mexico: when Progressa, a large 
conditional cash transfer program, made people richer, outmigration to 
the United States increased (Angelucci 2015).

Movement within the United States is much simpler than across 
countries, as the migration costs are lower (common language, no legal 
obstacles). However, even within the United States, some factors limit 
mobility. Recent decades have seen an increase in urban-rural inequal-
ity, only part of which can be explained by the high-skill wage premium  
(Diamond 2016). This inequality coincided with spatial sorting in which 
high-skill jobs agglomerated in dense urban areas that saw a concurrent 
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increase in amenities (reduction in pollution and crime, greater access to 
restaurants and museums). As a result, wages and living costs in urban 
areas have been increasing drastically, making rural-to-urban migration 
more costly. Moretti (2013) similarly emphasizes agglomeration effects 
and discusses why booming tech hubs attract new talent despite extreme-
ly high living expenses in these areas. Whether the recent COVID-19 
pandemic will reduce some of the amenity premium of cities is an open 
question as of this writing. In a different context, Walker (2013) exam-
ines the effect of environmental regulation on workers’ wages and finds 
that stricter regulation reduced wages more for workers who stayed in 
the same county and switched to a different sector than for workers who 
moved to a different county but stayed in the same sector. This suggests 
that workers are willing to accept a lower wage to stay in their home area, 
a sign of the cost of migration.

Productivity shocks within the United States could accelerate re-
cent rural-to-urban migration patterns, with implications for rural in-
frastructure (such as schools), especially if it is primarily younger people 
who leave. Feng, Oppenheimer, and Schlenker (2012) link shocks to 
U.S. county-level corn yields over five-year periods to outmigration 
rates and find that if yields are lower than average, outmigration in-
creases significantly for rural counties with 100,000 or fewer inhabit-
ants—the vast majority of U.S. counties. The semi-elasticity is −0.2, 
which means a 20 percent reduction in yields would lead 4 percent 
of the county’s population to migrate elsewhere. Where exactly these 
people are going is subject to ongoing research. The Internal Revenue 
Service (IRS) has made available migration data based on the address 
where a W-2 was filed—these data may help answer the question of 
whether people who leave a rural county go to other rural areas or ur-
ban areas either within the same state or another state.

The fourth predicted effect of reduced agricultural productivity due 
to climate change is general equilibrium price feedback. This is an issue 
that is generally not addressed in partial-equilibrium empirical studies 
that assume all other factors remain fixed. Most studies rely on county-
level yield shocks in a one or five-year period. Some counties experience 
lower-than-average yields in a given year, while others see above-average 
yields. In contrast, climate change is predicted to decrease yields in all 
U.S. counties as temperatures increase. Prices will adjust accordingly. 
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The United States is the major producer of basic calories, with four 
staple crops: corn, wheat, rice, and soybeans. Together, these crops ac-
count for 75 percent of all calories that humans consume, either di-
rectly or indirectly through their use as feed for livestock. The U.S. 
share in this market has been around one-quarter, much larger than 
Saudi Arabia’s share in the global oil market (Roberts and Schlenker 
2013). Anything that influences U.S. yields will also have a strong in-
fluence on global agricultural markets. If climate change were to reduce 
U.S. agricultural productivity, global commodity prices would increase. 
These price increases would offset some of the productivity losses farm-
ers are predicted to incur. Given the highly inelastic supply elasticity of 
0.11 and demand elasticity of −0.05 in Roberts and Schlenker (2013), 
the required price increase to balance global supply and demand would 
be substantial. Climate change would, in effect, do what the U.S. gov-
ernment has tried to for decades: limit supply to drive up the price of 
agricultural commodities. 

The general equilibrium effect, therefore, is more refined than the 
partial equilibrium effect. Farmland in currently hot areas will become 
so unproductive that it will be abandoned, similar to what was seen 
during the Dust Bowl. On the other hand, farmland in moderate cli-
mates, such as the northern edge of the United States and Canada, will 
see an increase in farmland values as lower productivity is more than 
offset by an increase in prices. The result is a regional reshuffling of the 
growing area. Although a price increase will benefit producers, it will 
of course hurt consumers who have to pay more to meet their dietary 
needs. There are additional caveats to this prediction, as global food 
prices will further depend on what happens to yields in the rest of the 
world—for example, whether the rest of the world will also suffer a loss 
in productivity due to climate change, or whether Africa will be able 
to reduce its yield gap (that is, increase yields to levels that should be 
feasible due to its climate).

IV.  Conclusions
This article emphasizes the importance of two environmental fac-

tors that are crucial inputs into the agricultural production function: 
extreme heat and peak ozone pollution. Climate change is predicted to 
significantly increase the occurrence of extreme heat by the end of the 
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century, although this trend has not materialized over agricultural areas 
during the last four decades. The success of the Clean Air Act implies 
that almost all peak ozone pollution above 70 ppb has been eliminated 
over agricultural areas, and no further yield-enhancing reductions are 
possible. Taken together, these findings suggest that corn yields, which 
increased exponentially from 1940 to 1980 but more slowly since, will 
likely see a further slowing in the growth rate going forward. 

Similar projections hold for other commodity crops. While agri-
cultural practices might initially reduce the increase in extreme heat 
through a negative feedback loop, the projected increase in extreme heat 
by the end of the century is so large that even under the intermediate 
warming scenario, the hottest year on record (during the Dust Bowl) 
will be just an average year. Even the widespread adoption of irrigation 
will not be able to substantially limit the occurrence of extreme heat 
through evaporative cooling at this level of warming. Although irriga-
tion will help mitigate the damaging effects of extreme heat on crops, 
the cost to do so for commodity crops such as corn is very high. A less 
costly adaptation is moving growing areas north. Northern areas are 
somewhat protected from a decrease in yields through a likely accom-
panying offsetting increase in commodity prices, given the dominant 
market share of U.S. commodities. Finally, the climate-change-related 
decline in agricultural productivity is also projected to accelerate rural 
to urban migration, especially from agricultural areas that are already 
hot to begin with. 
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Endnotes

1Data were downloaded from https://aqs.epa.gov/aqsweb/airdata/download_
files.html#Raw 

2Schlenker and Roberts (2008) find crop-specific break points of 29 degrees 
Celsius (84.2 degrees Fahrenheit) for corn, 30 degrees Celsius (86 degrees Fahr-
enheit) for soybeans, and 32 degrees Celsius (89.6 degrees Fahrenheit) for cotton. 
For simplicity, this paper uses 86 degrees Fahrenheit when discussing all crop 
yields and for showing trends.

3The United States has two ozone standards: a primary standard designed to 
address human health and a secondary standard for all other factors, including 
crop yields. As an aside, epidemiological evidence suggests that ozone fluctuations 
below the 70 ppb standard still influence human health.



108 Federal Reserve Bank of Kansas City

References

Angelucci, Manuela. 2015. “Migration and Financial Constraints: Evidence from 
Mexico.” Review of Economics and Statistics, vol. 97, no. 1, pp. 224–228. 
Available at https://doi.org/10.1162/REST_a_00487 

Boone, Christopher D. A., Wolfram Schlenker, and Juha Siikamäki. 2019. 
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	How can U.S. agriculture now produce so much more output per year with little overall change in the measured use of inputs? The story is complicated.Fundamentally, major labor- and land-saving innovations and the associated structural transformation of agriculture were facilitated by public and private investments in research and development (R&D) and incentivized by changes in the broader economy. But these processes involved complex cause-and-effect relationships that are hard to disentangle. 
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	I. The Long-Run Pattern of MFP Growth
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	-

	The long-run path was not always smooth—secular changes in productivity growth are confounded with year-to-year variations related to weather and other transitory factors. Table 1 shows growth rates in U.S. MFP by decade for the period 1910–2007. Rates of MFP growth have varied considerably from decade to decade, with relatively high rates of growth during the period 1950–80—when the rate of growth of aggregate output was also relatively high—and relatively slow rates of growth since then. 
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	Using state-specific and regional data for the period 1949–2007, Table 2 reveals that higher-than-average rates of output growth in some regions (for example, the Pacific and Northern Plains regions) were associated with correspondingly higher-than-average growth rates of input use. The Pacific, Northern Plains, and Southern Plains regions recorded somewhat higher regional productivity growth rates; the Central, Mountain, and Northeast regions somewhat lower. However, each region experienced solid productiv
	-
	-

	The regions and states within them are quite diverse in relevant respects. In the Northeast, input use shrank considerably while output grew comparatively little. For the Southeast, Central, and Southern Plains regions, aggregate input use also declined against solid output growth (albeit much less than in the Northeast). In the other regions both inputs and outputs grew, and for the Pacific region MFP growth reflected greater-than-average input growth but even greater output growth. The timing of the surge
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	During the first half of the twentieth century, relatively rapid growth of the nonfarm sector came partly at the expense of the farm sector—especially by attracting labor away from farms—with implications both for labor-saving innovations on farms and the growth rate of farm productivity as well as for the farm share of the total economy (Kendrick and Jones 1951). In the early 1900s, agriculture employed more than one-third of the national workforce: rural-urban migration mattered, and changes in agricultur
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	These connections are reflected in the measures of U.S. farm and nonfarm private business MFP growth reported in Table 1. The long-term (1910–2007) annual average MFP growth rate for the farm sector was 1.42 percent per year. However, during the period 1910–50, MFP grew in the nonfarm sector by 1.93 percent per year on average, more than twice the rate for the farm sector, 0.83 percent per year. And for 1950–2007, these roles were reversed: MFP grew by 1.83 percent per year in the farm sector but just 1.13 
	Table 1 shows that U.S. nonfarm productivity growth accelerated in the 1910s and 1920s, peaked in the 1930s and 1940s, and began to slow appreciably in the 1950s, with a sharp drop in the 1970s. Hence, for the nonfarm sector, annual average MFP growth rates exceeded the long-term (1910–2007) average for the 1910s through the 1940s and in the 1960s, and they have been below the long-term average from the 1970s on. Farm productivity followed a similar pattern two decades later, with above-average productivity
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	At the start of the twentieth century, agriculture accounted for one-sixth of U.S. GDP, while employing a much larger share of the national labor force—more than one-third. Over the course of the twentieth century, the rest of the economy grew much faster, and agriculture’s share of GDP shrank by a factor of 15: from 15 percent in 1900–10 to 1 percent in 2000–07. Agriculture’s contribution to GDP grew in real terms, though its share was shrinking. The farm-sector share of the total labor force fell by a fac
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	II.  The Radically Changed Realities of U.S Agricultural R&D
	The U.S. agricultural R&D landscape has undergone seismic shifts in recent decades. The balance of R&D spending has moved away from agriculture, away from the public sector, and even away from the United States itself. Critically, public investments in agricultural R&D are now on the decline (in both nominal and inflation-adjusted terms), with a dramatic downsizing in the share of that spending directed toward preserving or promoting agricultural productivity gains.  
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	In 1960, the United States accounted for 20 percent of global investments in public agricultural R&D, most of which were carried out by agencies such as the U.S. Department of Agriculture (USDA) and the Land Grant Universities (Pardey and others 2016a, 2016b). Fast-forward to 2015—the latest year of available global data—and the picture is very different. The U.S. share of the global public-sector total has fallen to 8.9 percent, now second to the 14.5 percent (purchasing power parity) share contributed by 
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	How did this happen? Since at least the middle of the twentieth century, real (inflation-adjusted) spending on U.S. public agricultural R&D grew at an ever-declining rate (Chart 2). Even more critically, starting around 2002, the United States began cutting back, not just slowing down, the rate of growth of spending on public agricultural R&D investments. By 2015, aggregate U.S. spending on agricultural (net of forestry) R&D had retreated to the inflation-adjusted levels that prevailed in 1972. In marked co
	-

	Chart 3 reveals several other notable features of the changing R&D realities facing U.S. agriculture. First, the growth in private investments in agricultural and food R&D has consistently outpaced the growth in public spending since the 1950s, such that the public share of U.S agricultural and food R&D shrunk from 65.1 percent of the public and private total in 1950 to just 31.3 percent in 2017. Second, like public spending on agricultural and food R&D, private spending on agricultural and food R&D by main
	-
	-

	Who foots the public agricultural R&D bill?
	USDA agencies have long relied on federal funding allocated by way of the Farm Bill to carry out research. However, over time, funds from USDA agencies have shrunk as a share of the total pool of public funds directed to agricultural R&D. The State Agricultural Experiment Stations (SAESs)—typically co-located on the campuses of the Land Grant Universities—conduct the majority of U.S. public agricultural R&D: 73.4 percent in 2017, up from 61.4 percent in 1950 (Chart 4). 
	-
	 

	The sources of financial support for SAES research are more diversified and have changed dramatically over time. The state government share of funding for SAES research fell dramatically; from 69.3 percent in 1970 to just 35.2 percent in 2018 (Chart 4). Federal funding picked up much of the shortfall and now accounts for 42.7 percent of overall SAES funding, more than double its share in 1970. Subtly, but importantly, Farm Bill funding made available to the SAESs by way of the USDA fell markedly as a share 
	-
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	A reduction in productivity-oriented research
	Along with the reduction in state government- and USDA-sourced federal funding, SAES research priorities have also shifted—most notably, to reduce research aimed at preserving or promoting farm productivity. A little over one-half of SAES research spending (53.3 percent) in 2018 was directed to agricultural productivity pursuits, down from the almost two-thirds (64.6 percent) share in 1976. The SAES research agenda has increasingly focused on food safety, food security, and environmental concerns, programs 
	-
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	The reduction in emphasis on productivity-oriented R&D has been pervasive throughout the SAES system. In 1976, 37 of the 48 contiguous states directed at least 60 percent of their agricultural R&D spending to productivity-related issues. By 2018, only 10 of those 48 states exceeded the 60 percent productivity threshold, with 14 of them directing less than 45 percent of their agricultural research effort to productivity-related topics. 
	-

	III. Farm Productivity Drivers
	What accounts for the twentieth-century surge and slowdown in U.S. farm productivity? In a recent study, we present a range of evidence related to potential drivers of U.S. farm productivity patterns (Pardey and Alston, forthcoming). We suggest that innovations on farms and the associated structural changes are the proximal causes, while public and private investments in agricultural R&D are a more fundamental source of innovation on farms. We conclude that agricultural R&D spending patterns could account f
	-
	-
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	Agricultural R&D and knowledge stocks
	In conventional and widely applied models, current agricultural productivity depends on an agricultural R&D knowledge stock created from investments in agricultural R&D over many years. As described and documented by Alston, Craig, and Pardey (1998), Alston and others (2010, 2011) and Huffman and Evenson (1993, 2006), among others, it takes a long time for agricultural R&D to influence production (the lags in the creation of new knowledge and adoption of technology are long), and then it can affect producti
	-

	Using widely applied models that link agricultural R&D and productivity, we create measures of knowledge stocks arising from U.S. public agricultural R&D (Alston and others 2010; Huffman and Evenson 2006; Pardey and Alston, forthcoming). We show that these knowledge stocks grew, but at a monotonically declining rate throughout the relevant historical period. This pattern is consistent with the recent slowdown but not with the earlier surge in agricultural productivity, which would have required an R&D fundi
	-
	-
	-

	Along with the consequences of a decades-prior slowdown in agricultural research investments, a slowdown in agricultural productivity growth might also reflect a change in the effectiveness of those investments. The decline in the productivity share of agricultural R&D, described above, is equivalent to a 20 percent reduction in the effective quantity of productivity-oriented R&D spending for a given total expenditure. Although this is a relevant consideration, most of this shift has been relatively recent 
	-
	-
	-
	-
	-

	A second possibility is decreasing returns to agricultural R&D. It may be increasingly difficult to generate a further proportional gain in productivity on top of past productivity gains for several reasons. First, we may be getting closer to the biological potential of plants and animals (see, for example, Fischer, Byerlee, and Edmeades 2014). Second, we might have to spend a larger share of the research resources maintaining past gains (see, for example, Ruttan 1982). Third, as discussed by Pardey and Als
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	Adoption of farm technologies
	One plausible idea is that—like Gordon’s (2000) assessment of the “big wave” surge in U.S. MFP—perhaps we could account for the “big wave” surge in the rate of agricultural output and MFP growth in terms of the timing of waves of adoption for several major classes of agricultural innovations (Chart 5). A series of mechanical innovations transformed U.S. agriculture, including tractors, mechanical reapers, combines, and related bulk-handling equipment, which progressively replaced horses and other draught an
	-
	-

	Biological innovations, in particular improved crop varieties that were responsive to chemical fertilizers, took center stage a little later, as illustrated by hybrid corn. In parallel with these genetic changes was the development of modern agricultural chemicals, including various fertilizers, pesticides, herbicides, antibiotics, and hormones, many of which came after World War II. These were largely private innovations and interlinked with private and public investment in complementary varietal innovatio
	-
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	We use data on adoption rates (shares of farmers or farm area adopting) for major examples of each of the categories of innovation to compare the time path of innovation with the time path of MFP (Pardey and Alston, forthcoming). We conclude that the timing of the adoption processes is consistent with our story about a slowdown in the rate of adoption of innovations contributing to a slowdown in productivity, but it does not clearly concord with a surge in the middle tercile of the twentieth century (1940–8
	-
	-
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	Structural transformation
	The farm problem—excess capacity in agriculture, especially too many farmers—was eventually resolved through consolidation of farms into more economic-sized units, specialized in particular outputs. This consolidation was enabled and promoted by the adoption of innovative technologies, especially labor-saving machines, that enabled considerable economies of size with respect to land and required much less labor to efficiently operate a larger farm area. It took time for the farm sector to absorb these chang
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	Much of the measured productivity gains, especially in the earlier period, can be attributed to labor-saving innovations that facilitated the consolidation of farms into fewer and larger units. Using newly compiled national- and state-level data on the number and size distribution of farms, we show that much of the agricultural transition took place in the middle of the century, between 1930 and 1970 (Pardey and Alston, forthcoming). This transition was accompanied by an acceleration in farm productivity gr
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	Farm size, specialization, and location
	As farm size increased, farming also became more specialized. In addition, where that farming occurred also shifted. Both these specialization and spatial movement processes had—and continue to have—considerable consequences for agricultural productivity. 
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	Increasing specialization in U.S. agriculture is evident at both the farm and state levels. Macdonald, Hoppe, and Newton (2018, p. iv) note that, “While few farms specialize in a single crop, field crop operations increasingly grow just 2 or 3 crops, versus 4–6 crops previously. Livestock production continues to shift toward farms that produce no crops, and instead rely on purchased feed.” Analyzing state-level specialization trends over the period 1949 to 2006, Alston and others (2010) note that only three
	-
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	Agriculture involves a large physical footprint, occupying 44 percent of total land area in the United States in 2017. Agricultural production also involves biological processes that make it especially sensitive to the spatial variation in natural or environmental factors (such as soil and sunlight) that are intensively used by the sector. Hence, our measures of productivity can reflect changes in the context in which agricultural production takes place either because of changes in the environment in a give
	-
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	Beddow and Pardey (2015) show that the centroid of U.S. corn crop production moved 279 kilometers north and 342 kilometers west over the period 1879–2007. Changing the location of the crop changes the climate relevant for that crop. In addition, the use of shorter-duration corn varieties (an embodied form of technical change) not only enabled this spatial movement, but also gave farmers greater flexibility in their planting date decisions at any given location. Using phenological measures of climate (specif
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	Physical and regulatory environments
	Environmental factors could have contributed to the surge and slowdown in measured productivity growth. In terms of the physical environment, climate change, invasive pests and diseases, evolving pesticide resistance, and declining natural resource stocks could all have contributed to a more challenging physical and economic environment for agricultural production, adding to the demands for maintenance research just to keep yields from falling and costs from rising. In addition, the economic environment for
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	Pesticides illustrate the main ideas here. The surge of farm productivity growth immediately following World War II was associated with a surge in the use of agricultural chemicals, especially synthetic fertilizers and pesticides (Pardey and Alston, forthcoming). Conventional measures of productivity growth do not account for the negative externalities associated with these agricultural chemicals, and in this sense, our measures overstate the true gains in productivity. The past 50 years have seen increasin
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	IV. Looking Forward
	In the current agricultural environment, demands for private investments in innovation are being influenced by government through the prospect of new regulations (or taxes) applied to agricultural production—including technological regulations and environmental regulations to reduce greenhouse gas emissions and other spillovers from agriculture—and through the influence of policy on the supply of farming inputs (especially labor and water) and on the markets for farm products.  
	-
	-
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	This paper documents a significant downsizing of public support for agricultural R&D and a major decline in the share of that research devoted to preserving or promoting productivity growth. This shift in support for public sector R&D (in terms of both total investment and the balance of investments) reflects a changing role of scientific evidence in policy and shifting public preferences (Alston, forthcoming). Agricultural R&D investments are being scaled down even though meta-evidence shows that past U.S.
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	-
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	Annual Average U.S. Farm and Nonfarm Private Business MFP Growth Rates, 1910–2007
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	Agricultural GDP 
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	Farm labor share 
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	Nonfarm
	Nonfarm


	Farm
	Farm
	Farm



	TR
	(percent per year)
	(percent per year)
	(percent per year)


	(percent)
	(percent)
	(percent)


	  (percent)
	  (percent)
	  (percent)



	1910–20
	1910–20
	1910–20
	1910–20


	1.61
	1.61
	1.61


	0.21
	0.21
	0.21


	15.8
	15.8
	15.8


	27.4
	27.4
	27.4



	1920–30
	1920–30
	1920–30
	1920–30


	1.56
	1.56
	1.56


	−0.07
	−0.07
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	Notes: All MFP growth rates represent averages of annual (year-over-year) rates for the respective periods calculated 
	Notes: All MFP growth rates represent averages of annual (year-over-year) rates for the respective periods calculated 
	Notes: All MFP growth rates represent averages of annual (year-over-year) rates for the respective periods calculated 
	by the log-difference method. Labor includes the number of full-time equivalent employees plus the number of 
	self-employed persons and unpaid family workers. Shading indicates the decades with growth rates above the long-
	term (1910–2007) average. 

	Source: Abridged version of Table 2 in Pardey and Alston (forthcoming). 
	Source: Abridged version of Table 2 in Pardey and Alston (forthcoming). 
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	Table 2
	Table 2
	Regional and National Input, Output, and Productivity Growth Rates, 1949–2007 

	Notes: All growth rates represent averages of annual (year-over-year) rates of the respective periods calculated by the log-difference method. Shading indicates the decades when growth rates 
	Notes: All growth rates represent averages of annual (year-over-year) rates of the respective periods calculated by the log-difference method. Shading indicates the decades when growth rates 
	Notes: All growth rates represent averages of annual (year-over-year) rates of the respective periods calculated by the log-difference method. Shading indicates the decades when growth rates 
	peaked. The regions are as follows: Pacific—California, Oregon, Washington; Mountain—Arizona, Colorado, Idaho, Montana, Nevada, New Mexico, Utah, Wyoming; Northern Plains—Kansas, 
	Nebraska, North Dakota, South Dakota; Southern Plains—Arkansas, Louisiana, Mississippi, Oklahoma, Texas; Central—Illinois, Indiana, Iowa, Michigan, Minnesota, Missouri, Ohio, Wisconsin; 
	Southeast—Alabama, Florida, Georgia, Kentucky, North Carolina, South Carolina, Tennessee, Virginia, West Virginia; Northeast—Connecticut, Delaware, Maine, Maryland, Massachusetts, New 
	Hampshire, New Jersey, New York, Pennsylvania, Rhode Island, Vermont. 

	Source: Calculated by the authors using Version 5 of the InSTePP Production Accounts.
	Source: Calculated by the authors using Version 5 of the InSTePP Production Accounts.


	Chart 2
	Chart 2
	Whittling Away Investments in U.S. Agricultural R&D, 1950–2017
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	Notes: Public agricultural R&D includes SAES and USDA intramural spending, excluding forestry research. The 
	Notes: Public agricultural R&D includes SAES and USDA intramural spending, excluding forestry research. The 
	series were deflated using an agricultural R&D deflator from InSTePP. All growth rates represent averages of annual 
	(year-over-year) rates of the respective periods calculated by the log-difference method. Gross domestic expenditure 
	on R&D (GERD) data begin in 1953, so the growth rate for the first period is for 1953–70.

	Sources: Unpublished InSTePP data. The SAES R&D series (excluding forestry) are compiled from unpublished 
	Sources: Unpublished InSTePP data. The SAES R&D series (excluding forestry) are compiled from unpublished 
	USDA Current Research Information System (CRIS) data files. The USDA intramural series for years prior to 
	2001 are also from the USDA sources cited in Alston and others (2010, Appendix III) and the National Science 
	Foundation (NSF) thereafter.
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	Chart 3
	Trends in Public and Private Investments in U.S. Agricultural R&D, 1950–2018
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	Sources: Unpublished InSTePP data. The SAES R&D series (excluding forestry) are compiled from unpublished 
	Sources: Unpublished InSTePP data. The SAES R&D series (excluding forestry) are compiled from unpublished 
	USDA CRIS data files. The USDA intramural series for years prior to 2001 are also from the USDA sources cited 
	in Alston and others (2010, Appendix III) and the NSF (various years) thereafter.
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	Chart 4
	Shifting SAES Funding Sources, 1950–2018

	10203040506070800.51.01.52.02.53.03.54.04.51950196019701980199020002010Billions of 2016 U.S. dollars PercentState sources (L)Federal sources (L)Other sources (L)State government share (R)Federal share (R)Other sources share (R)2018
	Sources: Unpublished InSTePP data. The SAES R&D series (excluding forestry) are compiled from unpublished 
	Sources: Unpublished InSTePP data. The SAES R&D series (excluding forestry) are compiled from unpublished 
	Sources: Unpublished InSTePP data. The SAES R&D series (excluding forestry) are compiled from unpublished 
	USDA CRIS data files. The USDA intramural series for years prior to 2001 are also from the USDA sources cited 
	in Alston and others (2010, Appendix III) and the NSF (various years) thereafter.
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	Chart 5
	Waves of Adoption of U.S. Farming Innovation, 1920–2018
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	Note: Adoption rates represent shares of farms or farm area adopting.
	Note: Adoption rates represent shares of farms or farm area adopting.
	Note: Adoption rates represent shares of farms or farm area adopting.

	Source: Alston and Pardey (2020).
	Source: Alston and Pardey (2020).


	Endnotes
	Endnotes
	Note
	The year 2007 is the latest year in our consistent series of data on input, output, and productivity.
	1


	Note
	More complete descriptions of the ideas and information summarized in this paper can be found in Alston and Pardey (2020), Pardey and others (2016a, 2016b), and Pardey and Alston (forthcoming).
	2


	Note
	As Pardey and Alston (forthcoming) show, national MFP growth is equal to the sector-input-share weighted average of farm and nonfarm MFP growth.
	3


	Note
	Pardey and Alston (forthcoming) confirm these informal impressions by fitting a cubic polynomial trend model in logarithms to each of the MFP data series summarized in Table 1 for the period 1910–2007. In each case, the model fits the data fairly well (R values of at least 0.98), and we can strongly reject the nested special case of a linear model with a constant exponential growth rate against the alternative of a cubic model that implies a surge and a slowdown.
	4
	-
	2


	Note
	Throughout this paper, unless we state otherwise, “agricultural R&D” refers to the aggregate of R&D related to food and agriculture. 
	5


	Note
	Sumner, Alston, and Glauber (2010) provide a concise review and cite several notable economists who have written on the issue, including Houthakker (1967, p. 5) who wrote, “The Farm Problem, it will be argued here, is primarily a problem of economic growth. To put it briefly: … economic growth requires a steady shift of labor and other resources from agriculture to other sectors. Since there is resistance to this shift, there are usually too many people in farming and as a result per capita farm income is d
	6
	-


	Note
	Many expect the variation in climate (or pest and disease) pressures to pick up pace and increase in the decades ahead, implying an increase in demand for maintenance research.
	7
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	igital agriculture and the utilization of technology on the farm has garnered increased attention in recent years. Farmers, lenders, advisors, and researchers frequently ask whether additional technology can increase productivity and the resulting profitability of the farm operation, and lenders and marketers ask whether they should focus on the demographics of their customers differently—considering, for example, how different generations respond to or adopt new technology. This paper looks at the adoption
	igital agriculture and the utilization of technology on the farm has garnered increased attention in recent years. Farmers, lenders, advisors, and researchers frequently ask whether additional technology can increase productivity and the resulting profitability of the farm operation, and lenders and marketers ask whether they should focus on the demographics of their customers differently—considering, for example, how different generations respond to or adopt new technology. This paper looks at the adoption
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	The economics of digital agriculture have been evaluated since the advent of global navigation satellite systems (GNSS), but the consensus has been that the economics are site-specific—analogous to a high-tech version of “it depends” (Griffin and others 2004; Lowenberg-DeBoer and Swinton 2015). The profitability of precision agriculture, including reduced input usage, has been reported at the national level based on data from the U.S. Department of Agriculture (USDA) Agricultural Resource Management Survey 
	-
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	Numerous studies have shown that the utilization of precision agriculture technology can increase productivity and profitability. The presence of yield maps and soil maps has been shown to increase technical efficiency marginal effects by 1.1 to 7.2 percent and 0.4 to 2.3 percent, respectively (McFadden 2017). Yield monitors with variable rate technology have been associated with a 4 percent reduction in fertilizer costs (Schimmelpfennig 2018). Farms fully utilizing automated guidance could increase farm si
	-
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	The profitability of farm data has been relatively more elusive to quantify than the digital technology generating that farm data (Coble and others 2018). Network externalities (the demand for a good or service being a function of the number of users of that good or service) complicate the valuation of farm data, especially when considering perspectives of only one agent—for example, farmer, data platform, or society (Griffin and others 2016). Farm data valuation is further complicated by ownership, access,
	-
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	Long-term trends indicate that the consolidation of farm acreage will likely continue, and the additional acreage requires farmers to either devote more labor hours, or human capital, to working the land or adopt technologies to decrease the workload. Decades of evidence suggest nearly constant acreages of farmland are being managed by fewer operators each year (MacDonald and others 2018). Average acreage on midwestern Corn Belt farms was relatively stable until the 1950s, when consolidation began to occur 
	-
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	The adoption of labor-saving technologies has contributed to consolidation (MacDonald and others 2018). Digital agricultural technology may not only favor larger-acreage farms due to the fixed costs of adoption but may be most beneficial for farm operators prepared to add new tracts of farmland to their existing acreage (Hart 2003). Skilled operators willing to devote human capital are more likely to expand their operations by utilizing technology (Langemeier and Shockley 2019).  
	-
	-
	-

	Full utilization of digital agricultural technologies and farm data are not simply a matter of farm-level adoption decisions. One leading barrier to realizing the benefits of digital agriculture is the lack of sufficient wireless broadband connectivity, especially in regions where agricultural commodities are produced (Whitacre, Mark, and Griffin 2014). In addition to the policy implications for connecting rural schools, hospitals, libraries, and residences, substantial market pressures exist for farm equip
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	In addition to highlighting that the economics of digital agriculture are site-specific, the proportion of cohort farms’ acreage and local wireless connectivity are important determinants used in farm data valuation. Wirelessly connecting to mobile devices empowers farm operators to take more control of digital agriculture and participate in networks of farm-data utilization. Although the aforementioned digital technologies were developed before the advent of modern smartphones, connected devices have incre
	-
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	I.  Farm Demographic Data and Analysis
	Information on farmers’ age and experience has long been of interest to the agricultural community. The USDA National Agricultural Statistics Service (NASS) Census of Agriculture reports the average age of farmers every five years. The most recent nationwide statistics report the average age of farmers as 57.5 in 2017, up by 1.2 years from 2012 (USDA 2019). The average age of farmers reported by NASS has consistently increased at similar rates for several decades (Chart 2). The annual increase in average ag
	-
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	With respect to technology adoption and utilization, the age and experience (measured in number of years farming) of farm operators have been the focus of marketing efforts by manufacturers and educational programming by the Land Grant University System. Data from the Kansas Farm Management Association (KFMA) were analyzed to provide detailed insights into age and experience as related to digital agriculture technology adoption. The KFMA maintains databases of financial, production, and technology data for 
	-
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	Current farm operator demographics and summary statistics of technology adoption
	 

	We applied generational attributes as defined by the Pew Research Service to the KFMA data (Dimock 2019). Birth year ranges and proportion of KFMA farms in single-operator sole proprietorship and multiple-operator farms are presented in Table 1. The generational proportions were similar for sole proprietors and multiple-operator farms. Nearly half of farmers on multiple-operator farms and sole proprietors were Baby Boomers (48.5 percent and 51.2 percent, respectively). In 2018, Millennials were 11.8 percent
	-
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	Assuming the linear trend lines presented in Chart 3 persist into the future, Silent Generation operators will have exited management of farms by 2029, when their youngest member will be 84 years old. One-third of farm operators are expected to be Millennials by 2041, when these operators will be 45 to 60 years old. As farm operators age, the agricultural industry must learn to market products and services to middle-age Millennials and Generation Z rather than Baby Boomers and Generation X (Griffin and Tray
	By January 2019, 84 percent of KFMA farmer members reported having used at least one of eight precision technologies, while the remainder reported having “never used” any technology. The eight technologies evaluated included GNSS-equipped yield monitors, yield monitors without GNSS, variable rate fertility, variable rate seeding, precision soil sampling, lightbar, automated guidance, and automated section control. Chart 4 shows the percentage of KFMA farms adopting each technology by year. 
	-
	-

	Defining innovators and early adopters among Kansas farm operators
	We assessed characteristics of farms at different points along the adoption path, placing assumptions on the shape of expected adoption curves; specifically, we evaluated the age and experience for “innovators,” “early adopters,” and “early majority” (Rogers 2003). Rogers (2003) defines diffusion of innovations by percent adopted. “Innovators” are the first 2.5 percent, “early adopters” are the next 13.5 percent, and “early majority” the next 34 percent. This study reports age and experience demographics fo
	 
	-

	Age and experience of technology adopters were calculated for 2018 based on birth year and the year they commenced farming. The average age of adopters was 59.6, substantially younger than 62.7, the average age of non-adopters. The average age of technology adopters and non-adopters in Kansas was higher than the 57.5-year-old average age of all farmers reported by the USDA NASS Census of Agriculture. The average experience of non-adopters in 2018 was 39.7 years, 2.6 years longer than adopters. Tables 2 and 
	-
	-
	 
	-

	Our tests indicated that age and experience were statistically different from adopters to non-adopters. The null hypotheses that age or experience of adopters were no different from non-adopters were rejected at any conventional significance level when all technologies were evaluated together. We conducted multiple means comparisons to evaluate if average age and experience differed across technologies. 
	-

	Technology by average age and adoption status
	We evaluated the average age of adopters and non-adopters of technology, finding that the average age of adopters was younger than non-adopters for all eight technologies. This supports the finding from other studies that younger generations are more willing to adopt new technology. We compared the age of adopters pairwise across all technologies. Adopters of lightbar were statistically older than adopters of automated guidance, automated section control, grid soil sampling variable rate fertility, and vari
	-
	-

	Using innovation categories suggested by Rogers (2003), we evaluated the average age and experience of farms for innovators, early adopters, and early majority (where possible). Innovators and early adopters were assessed for all eight technologies. The most readily adopted technology in 2018, automated guidance, is currently being adopted by the late majority. Descriptive statistics for innovators, early adopters, and early majority are provided for all eight technologies.
	-
	-
	-

	Automated guidance was the only technology with more than 50 percent of farms adopting, achieving innovator status by 2000, early-adopter status by 2006, and early-majority status in 2012. Automated section control met innovator and early-adopter status in 2005 and 2009, respectively. Combines equipped with GNSS-enabled yield monitors met innovator status by 1997 and early-adopter status by 2009 (Table 4). 
	 

	Information-intensive technologies took longer to go from innovator to early-adopter status than embodied-knowledge technologies (Griffin and others 2004). The three information-intensive technologies took longer to achieve early-adopter status than the other five technologies. The three embodied-knowledge technologies achieved early-adopter status relatively quickly. 
	-
	-
	 

	Age and farming experience characteristics of technology adopters
	Based on the year that status was achieved, we determined the average age for each innovation phase for all eight digital agricultural technologies. The average age of innovators and early adopters of variable rate fertility was 49.9 and 51.9, respectively. Innovators were consistently younger than early adopters across all eight technologies (Table 2). 
	-
	-

	Innovators were generally less experienced than early adopters across the agricultural technologies evaluated. Innovators of seven of the eight technologies were younger than the early adopters. The exception was automated guidance. The experience for adopters of automated guidance was nearly the same for innovators and early adopters at 27.2 and 25.3, respectively. However, it should be noted that the innovators averaged more than 20 years of experience, such that they were not considered inexperienced (Ta
	-
	-

	Automated guidance reached early majority in 2011, when 50 percent of Kansas farms adopted the technology (Table 4). The early majority averaged 51.9 years old, ranging from 20 to 82 years old (standard deviation of 12.2) (Table 2). Operators meeting early majority status for automated guidance had 29.3 years of experience ranging from zero to 63 years (standard deviation of 13.5) (Table 3). 
	-
	-

	II.  Farm Data Valuation 
	The utilization of digital technologies has generated a large volume of site-specific data. Spatial data analysis requires specialized skills and human capital investment, so it is not a core competency of most agriculturalists. One solution to this problem has been the development of a potential market for farm data analytics. Analysis is often provided in the form of field-level prescriptions, yield and variable rate mapping, or farm management recommendations collectively referred to as “Small Data.”
	-

	Small Data within the farm gates
	Little is known about the marginal benefits and costs that accrue to the economic agents (farmers, retailers, analytics platforms, or manufacturers of crop protection chemicals, seed, and equipment) for participating. The theory of economic networks suggests, however, that as more farms provide data in such a market, the analysis offered by the community analytics platform, or “Big Data,” becomes more valuable to each individual farmer. Uncertainty exists regarding the number of farmers and data platforms p
	-
	-
	-
	-

	Participation in digital services provides benefits for farm management, especially agricultural lenders. Secondary benefits exist with automated tracking of input application, specifically automatically populated financial statements built from connecting to planning tools provided by farm management information systems. When seed or fertilizer are purchased and applied with automated controllers such as variable rate, as-applied maps are created that provide details that populate enterprise budgets, but w
	-
	 
	-

	Big Data beyond the farm gates
	An analysis of data from a single farm commingled with data from thousands of farms can provide benefits for every participant. This “beyond the farm gate” data analysis has been referred to as “Big Data” (Coble and others 2018). If data service analyzes observational planter and yield monitor data from thousands of farms coupled with information about the management practices of those farms, “G × E × M” (genetics × environment × management) analysis could be conducted to determine how factors work together
	-
	-
	-
	-
	-

	Data aggregators and analysts will likely command a share of that value and may create value completely separate from that of the farm operator. With enough data, analysts may be able to provide agricultural retailers with an abundance of asymmetric information to allow targeted laser marketing efforts to the farmer. Although this might benefit some farmers by helping identify products that are a best fit for their operation, asymmetry may lead to pricing practices that are disadvantageous to the farmer. Kn
	-

	III.  Future Farm Operators
	The age and length of farm experience continues to be associated with technology adoption. Younger, less experienced farm operators tend to adopt technology more readily than their older, more experienced counterparts. In fact, these characteristics are such strong indicators of predicted adoption that manufacturers may use this information to target specific individuals. Educational programming on the returns of adopting individual technologies may be aimed at specific age groups.
	-
	-
	 
	-

	In our sample, multiple-operator farms tended to adopt more technology than sole-proprietor farms. For single-operator farms, Millennials adopted less technology than Baby Boomer or Generation X, most likely due to less financial ability (Table 5). Millennials on multiple-operator farms adopted much more technology than Millennials on sole-proprietor farms (Table 6). Having a Baby Boomer or Generation X on multiple-operator farms providing financial stability may explain the influence Millennials had on inv
	-
	-
	-

	Even though the most recently available agriculture technology has been utilized for 14 years, the low percentage of farmer usage could be because not all current farmers are likely candidates for agriculture technology (Ofori, Griffin, and Yeager 2020). In general terms, Baby Boomers’ technology lags behind that of younger generations for multiple reasons. Baby Boomers are less accustomed to technology than younger cohorts, and remaining current with new technology requires human capital expenditures, so t
	-
	-
	-
	-

	Less discussed is the mental capacity needed for adaptation to technology. Adopting technology necessitates sensory, cognitive, and motor resource investment, and physiological or cognitive decline, more than age itself, has been shown to determine rates of adoption of technology (Lindenberger and others 2008; Shen 2020). The physiological declines associated with aging could be offset by aging farm operators adopting labor-saving technologies, such as automated guidance; however, the cognitive decline asso
	-
	-

	Older farmers may not be able to devote necessary human capital or may be unwilling to accept the profitability risks of unproven technology. However, one subset of farm operators who are likely to adopt technology include those belonging to the younger, experienced, more educated, higher-farm-acreage demographic. Farm operators with these characteristics are generally Millennials or members of Generation Z.
	-

	Millennials, in general, are technologically savvy, readily look for new technological advances, value their family time, lack job loyalty, and are environmentally and socially conscious (Barroso and others 2020; Howe and others 2000; Suh and Hargis 2016). Millennials may see agricultural technology as less intimidating than their older counterparts, a way to protect the environment by preventing fertilizer overuse and possible runoff, and time-saving—providing more family time. 
	-
	-

	Future technologies are expected to reduce the reliance on human capital necessary to make technology work. These expectations are especially true for Generation Z, who value cutting-edge products over industry status quo. If the product or service does not perform as anticipated, farm operators of Generation Z are expected to move on to the next technology (Johnson and Sveen 2020). Another insight that the agricultural industry must anticipate is how future generations may express loyalty differently than 
	-
	-

	A counterargument to the generational divide is how people of a certain age behave similarly to previous generations at that same age. Although Millennial and Generation Z farm operators are younger, with greater interest in technology, at some point in the future they may behave similarly to how operators born in the Baby Boomer generation behave (Pitt-Catsouphes and others 2012). However, Millennials and members of Generation Z were born during an era with the internet, which has influenced their thought 
	-
	-

	Discerning farm operators (Millennials and Generation Z) who place less value on loyalty than previous generations are unlikely to readily trust site-specific prescription recommendations from retailers profiting from increased sales of inputs (Gurau 2012). Members of Generation Z have already differentiated themselves from Millennials with respect to media preferences; they are known to actively block advertisements. Separation of input sales (fertilizer, for example) from custom applications and site-spec
	 
	-
	 
	-
	-

	As a whole, members of Generation Z are also technologically savvy, as they have grown up with smartphones and other gaming devices, but they also seek financial value in their choices, are interested in finding practical ways to complete tasks well, and desire individualizing experiences for themselves (Johnson and Sveen 2020). With these characteristics, it is possible that they will accept agriculture technology for its potential financial value, its practicality, and its ability to allow the farm operat
	-
	-
	-

	Moving forward, manufacturers of agriculture technology must consider how Millennials and Generation Z behave with respect to technology adoption rather than expecting similar adoption paths as the Silent and Baby Boomer generations. While there is scarce literature on the family farm inheritance skipping generations, there are many business and tax reasons for transferring farm ownership to the grandchild instead of the child. Unlike other family-owned businesses, with farming, much of the wealth is in equ
	-
	 
	-
	-
	-
	 
	-

	IV.  Conclusions and Future Research
	The generational cohort farmers belong to may have more influence on their adoption of farm technologies than many other factors previously studied. When looking at the profitability of technologies, the farmer considers more than just financial gain; human capital, social ties, and environmental stewardship all play a role in adoption rates. To market farm technologies successfully, the age or generation of the farmer—more than the crop—should inform the advertising message.     
	-
	-

	We find that the adoption of precision agriculture has varied across generations as well as by generational mix for multiple-generation farms. While discussions of operator age, experience, and technology adoption are of interest on their own, policymakers are likely to consider generational attributes of current farm operators and those who will be making the majority of farm decisions in five or 10 years, as well as how farm data, or Big Data, influences decisions within the farm gate and in a community o
	-
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	Table 1
	Table 1
	Kansas Farm Operators across Generations in 2018

	Generation
	Generation
	Generation
	Generation
	Generation
	Generation
	Generation


	Birth year
	Birth year
	Birth year


	Multiple operators 
	Multiple operators 
	Multiple operators 
	(percent)


	Single operator 
	Single operator 
	Single operator 
	(percent)



	Silent Generation
	Silent Generation
	Silent Generation
	Silent Generation


	Before 1945
	Before 1945
	Before 1945


	18.2
	18.2
	18.2


	20.4
	20.4
	20.4



	Baby Boomer
	Baby Boomer
	Baby Boomer
	Baby Boomer


	1946–64
	1946–64
	1946–64


	48.5
	48.5
	48.5


	51.2
	51.2
	51.2



	Generation X
	Generation X
	Generation X
	Generation X


	1965–80
	1965–80
	1965–80


	21.2
	21.2
	21.2


	18.3
	18.3
	18.3



	Millennial
	Millennial
	Millennial
	Millennial


	1981–96
	1981–96
	1981–96


	11.8
	11.8
	11.8


	9.8
	9.8
	9.8






	Source: Kansas Farm Management Association.
	Source: Kansas Farm Management Association.
	Source: Kansas Farm Management Association.
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	Proportion of Kansas Farm Operators by Generation

	1020304050602012201320142015201620172018Generation XGeneration ZMillennialSilent GenerationProportion of farm operators (percent)Proportion of farm operators (percent)Baby Boomer102030405060
	Source: Griffin and others (2019).
	Source: Griffin and others (2019).
	Source: Griffin and others (2019).


	Chart 4
	Chart 4
	Percent of Farms with Agricultural Technology 
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	Table 2
	Table 2
	Average Age of Innovation Group by Technology

	Technology
	Technology
	Technology
	Technology
	Technology
	Technology
	Technology


	Innovators
	Innovators
	Innovators


	Early adopters
	Early adopters
	Early adopters


	Early majority
	Early majority
	Early majority



	Automated guidance
	Automated guidance
	Automated guidance
	Automated guidance


	49.2
	49.2
	49.2


	47.5
	47.5
	47.5


	51.9
	51.9
	51.9



	Automated section control
	Automated section control
	Automated section control
	Automated section control


	47.0
	47.0
	47.0


	48.6
	48.6
	48.6


	–
	–
	–



	Yield mapping
	Yield mapping
	Yield mapping
	Yield mapping


	45.8
	45.8
	45.8


	47.0
	47.0
	47.0


	–
	–
	–



	Yield monitor
	Yield monitor
	Yield monitor
	Yield monitor


	40.0
	40.0
	40.0


	49.5
	49.5
	49.5


	–
	–
	–



	Grid soil sampling
	Grid soil sampling
	Grid soil sampling
	Grid soil sampling


	47.5
	47.5
	47.5


	52.0
	52.0
	52.0


	–
	–
	–



	Lightbar
	Lightbar
	Lightbar
	Lightbar


	45.0
	45.0
	45.0


	44.9
	44.9
	44.9


	–
	–
	–



	Variable rate fertility
	Variable rate fertility
	Variable rate fertility
	Variable rate fertility


	49.9
	49.9
	49.9


	51.9
	51.9
	51.9


	–
	–
	–



	Variable rate seeding
	Variable rate seeding
	Variable rate seeding
	Variable rate seeding


	53.8
	53.8
	53.8


	58.3
	58.3
	58.3


	–
	–
	–
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	Source: Kansas Farm Management Association.
	Source: Kansas Farm Management Association.


	Table 3
	Table 3
	Average Farm Experience of Innovation Group by Technology 

	Technology
	Technology
	Technology
	Technology
	Technology
	Technology
	Technology


	Innovators
	Innovators
	Innovators


	Early adopters
	Early adopters
	Early adopters


	Early majority
	Early majority
	Early majority



	Automated guidance
	Automated guidance
	Automated guidance
	Automated guidance


	27.2
	27.2
	27.2


	25.3
	25.3
	25.3


	29.3
	29.3
	29.3



	Automated section control
	Automated section control
	Automated section control
	Automated section control


	24.5
	24.5
	24.5


	26.1
	26.1
	26.1


	–
	–
	–



	Yield mapping
	Yield mapping
	Yield mapping
	Yield mapping


	20.9
	20.9
	20.9


	24.2
	24.2
	24.2


	–
	–
	–



	Yield monitor
	Yield monitor
	Yield monitor
	Yield monitor


	18.1
	18.1
	18.1


	27.1
	27.1
	27.1


	–
	–
	–



	Grid soil sampling
	Grid soil sampling
	Grid soil sampling
	Grid soil sampling


	22.7
	22.7
	22.7


	30.3
	30.3
	30.3


	–
	–
	–



	Lightbar
	Lightbar
	Lightbar
	Lightbar


	20.0
	20.0
	20.0


	22.6
	22.6
	22.6


	–
	–
	–



	Variable rate fertility
	Variable rate fertility
	Variable rate fertility
	Variable rate fertility


	25.4
	25.4
	25.4


	30.6
	30.6
	30.6


	–
	–
	–



	Variable rate seeding
	Variable rate seeding
	Variable rate seeding
	Variable rate seeding


	31.2
	31.2
	31.2


	36.5
	36.5
	36.5


	–
	–
	–
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	Source: Kansas Farm Management Association.
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	Table 4
	Year Innovation Status Achieved Relative to Commercialization Date by Technology
	 


	Technology
	Technology
	Technology
	Technology
	Technology
	Technology
	Technology


	Date 
	Date 
	Date 
	available


	Innovator 
	Innovator 
	Innovator 

	(2.5 percent)
	(2.5 percent)


	Early adopter 
	Early adopter 
	Early adopter 
	(16 percent)


	Early majority 
	Early majority 
	Early majority 
	(50 percent)



	Automated guidance
	Automated guidance
	Automated guidance
	Automated guidance


	2000
	2000
	2000


	2000
	2000
	2000


	2006
	2006
	2006


	2011
	2011
	2011



	Automated section     
	Automated section     
	Automated section     
	Automated section     
	 
	     control


	2004
	2004
	2004


	2004
	2004
	2004


	2009
	2009
	2009


	–
	–
	–



	Yield mapping
	Yield mapping
	Yield mapping
	Yield mapping


	1994
	1994
	1994


	1997
	1997
	1997


	2009
	2009
	2009


	–
	–
	–



	Yield monitor
	Yield monitor
	Yield monitor
	Yield monitor


	1992
	1992
	1992


	1995
	1995
	1995


	2009
	2009
	2009


	–
	–
	–



	Grid soil sampling
	Grid soil sampling
	Grid soil sampling
	Grid soil sampling


	1994
	1994
	1994


	1997
	1997
	1997


	2011
	2011
	2011


	–
	–
	–



	Lightbar
	Lightbar
	Lightbar
	Lightbar


	1995
	1995
	1995


	1995
	1995
	1995


	2003
	2003
	2003


	–
	–
	–



	Variable rate fertility
	Variable rate fertility
	Variable rate fertility
	Variable rate fertility


	1996
	1996
	1996


	2003
	2003
	2003


	2013
	2013
	2013


	–
	–
	–



	Variable rate seeding
	Variable rate seeding
	Variable rate seeding
	Variable rate seeding


	2006
	2006
	2006


	2008
	2008
	2008


	2018
	2018
	2018


	–
	–
	–






	Note: As of 2018, automated guidance was the only technology to surpass a 50 percent adoption rate.
	Note: As of 2018, automated guidance was the only technology to surpass a 50 percent adoption rate.
	Note: As of 2018, automated guidance was the only technology to surpass a 50 percent adoption rate.

	Source: Kansas Farm Management Association.
	Source: Kansas Farm Management Association.


	Table 5
	Table 5
	Proportion of Single-Operator Farms with Technology by Generation

	Technology
	Technology
	Technology
	Technology
	Technology
	Technology
	Technology


	Silent
	Silent
	Silent


	Baby Boomer
	Baby Boomer
	Baby Boomer


	Generation X
	Generation X
	Generation X


	Millennial
	Millennial
	Millennial



	Yield mapping
	Yield mapping
	Yield mapping
	Yield mapping


	4.7
	4.7
	4.7


	14.0
	14.0
	14.0


	16.3
	16.3
	16.3


	8.8
	8.8
	8.8



	Yield monitor
	Yield monitor
	Yield monitor
	Yield monitor


	8.1
	8.1
	8.1


	14.8
	14.8
	14.8


	15.5
	15.5
	15.5


	7.5
	7.5
	7.5



	Automated guidance
	Automated guidance
	Automated guidance
	Automated guidance


	12.8
	12.8
	12.8


	24.2
	24.2
	24.2


	24.4
	24.4
	24.4


	13.1
	13.1
	13.1



	Automated section control
	Automated section control
	Automated section control
	Automated section control


	7.4
	7.4
	7.4


	16.1
	16.1
	16.1


	18.7
	18.7
	18.7


	10.0
	10.0
	10.0



	Lightbar
	Lightbar
	Lightbar
	Lightbar


	10.8
	10.8
	10.8


	22.2
	22.2
	22.2


	18.7
	18.7
	18.7


	10.0
	10.0
	10.0



	Grid soil sampling
	Grid soil sampling
	Grid soil sampling
	Grid soil sampling


	7.1
	7.1
	7.1


	14.1
	14.1
	14.1


	13.8
	13.8
	13.8


	7.5
	7.5
	7.5



	Variable rate fertility
	Variable rate fertility
	Variable rate fertility
	Variable rate fertility


	2.0
	2.0
	2.0


	9.1
	9.1
	9.1


	9.9
	9.9
	9.9


	6.2
	6.2
	6.2



	Variable rate seeding
	Variable rate seeding
	Variable rate seeding
	Variable rate seeding


	1.4
	1.4
	1.4


	5.5
	5.5
	5.5


	5.7
	5.7
	5.7


	1.9
	1.9
	1.9






	Note: As of 2018, automated guidance was the only technology to surpass a 50 percent adoption rate.
	Note: As of 2018, automated guidance was the only technology to surpass a 50 percent adoption rate.
	Note: As of 2018, automated guidance was the only technology to surpass a 50 percent adoption rate.

	Source: Kansas Farm Management Association.
	Source: Kansas Farm Management Association.


	Table 6
	Table 6
	Proportion of Operators from Multiple-Operator Farms with Technology by Generation 
	 


	 Technology
	 Technology
	 Technology
	 Technology
	 Technology
	 Technology
	 Technology


	Silent
	Silent
	Silent


	Baby Boomer
	Baby Boomer
	Baby Boomer


	Generation X
	Generation X
	Generation X


	Millennial
	Millennial
	Millennial



	Yield mapping
	Yield mapping
	Yield mapping
	Yield mapping


	14.7
	14.7
	14.7


	36.2
	36.2
	36.2


	26.9
	26.9
	26.9


	14.9
	14.9
	14.9



	Yield monitor
	Yield monitor
	Yield monitor
	Yield monitor


	25.3
	25.3
	25.3


	38.3
	38.3
	38.3


	25.7
	25.7
	25.7


	12.8
	12.8
	12.8



	Automated guidance
	Automated guidance
	Automated guidance
	Automated guidance


	40.0
	40.0
	40.0


	62.8
	62.8
	62.8


	40.4
	40.4
	40.4


	22.3
	22.3
	22.3



	Automated section control
	Automated section control
	Automated section control
	Automated section control


	23.2
	23.2
	23.2


	41.7
	41.7
	41.7


	31.0
	31.0
	31.0


	17.0
	17.0
	17.0



	Lightbar
	Lightbar
	Lightbar
	Lightbar


	33.7
	33.7
	33.7


	57.6
	57.6
	57.6


	31.0
	31.0
	31.0


	17.0
	17.0
	17.0



	Grid soil sampling
	Grid soil sampling
	Grid soil sampling
	Grid soil sampling


	22.1
	22.1
	22.1


	36.6
	36.6
	36.6


	22.8
	22.8
	22.8


	12.8
	12.8
	12.8



	Variable rate fertility
	Variable rate fertility
	Variable rate fertility
	Variable rate fertility


	6.3
	6.3
	6.3


	23.4
	23.4
	23.4


	16.4
	16.4
	16.4


	10.6
	10.6
	10.6



	Variable rate seeding
	Variable rate seeding
	Variable rate seeding
	Variable rate seeding


	4.2
	4.2
	4.2


	14.1
	14.1
	14.1


	9.4
	9.4
	9.4


	3.2
	3.2
	3.2






	Source: Kansas Farm Management Association.
	Source: Kansas Farm Management Association.
	Source: Kansas Farm Management Association.
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	otal factor productivity (TFP) has long been recognized as a major engine of growth for U.S. agriculture in the post-war period, despite the methodological differences in the approaches used to calculate it. Furthermore, TFP growth in the farm sector compares very favorably to similar measures of productivity growth in other sectors of the U.S. economy (Kendrick and Grossman 1980; Jorgenson, Gollop, and Fraumeni 1987; Jorgenson and Schreyer 2013; Jorgenson, Ho, and Samuels 2014; Garner and others 2019). In 
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	Prior agricultural economics research has contributed to policy discussions on how to increase food, fiber, and, more recently, biofuel output using fewer inputs mostly by identifying endogenous drivers of agricultural productivity—and, to a lesser extent, by decomposing TFP changes into more meaningful economic terms that can be addressed through alternative policy instruments. Agricultural economics researchers have extensively evaluated the effects of knowledge spillovers from other sciences into agricul
	Reference
	3

	-
	4

	In this article, we identify productivity linkages between the agricultural sector and 62 other sectors of the U.S. economy and measure short- and long-run productivity spillovers from and to the agricultural sector. Our results highlight how positive spillovers (synergies) across sectors can be exploited to optimize the cost efficiency of policy interventions to foster economic growth. Our results also highlight the need to abate negative intersectoral spillovers to avoid promoting productivity growth in o
	-
	-
	-
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	I. Estimation Methods
	We investigate productivity spillovers along the agricultural supply chain by analyzing the historical pairwise association between a productivity measure in the agricultural sector and the same productivity measure for each of N non-agricultural sectors of the economy. The specific productivity measures employed in the present study are the logarithms of the historical time series for TFP and the partial productivities of labor (LPP) and capital (KPP). That is, using subscripts a to designate the agricultu
	-
	-
	a,t
	n,t
	a,t
	n,t
	a,t
	n,t

	The appropriate way to model the pairwise association between productivity in the agricultural sector and productivity in the nth non-agricultural sector (for example, {TFP, TFP}) depends on whether the productivity series are characterized by unit roots. Therefore, the first step of the proposed approach is testing the null hypothesis of a unit root for each of the series. We use the method advocated by Elliott, Rothenberg, and Stock (1996), which they show to be more powerful than the standard Augmented D
	a,t
	n,t
	-

	Given the aforementioned assumption about the time-series properties of the productivity data, in the second step, we estimate a vector autoregression (VAR) in levels (as opposed to first differences) for each pair of productivities (for example, {TFP, TFP}) to determine the appropriate number of lagged terms to include in the pairwise analysis (Pfaff 2008b). The estimated VARs include both a constant and a trend as deterministic regressors. The optimal number of lags is determined according to the Akaike i
	-
	a,t
	n,t

	In the third step, we estimate a vector error-correction model (VECM) for each agricultural/non-agricultural productivity pair (for example, {TFP, TFP}), setting the number of lagged terms equal to the corresponding number of lags identified in the second step. The purpose of fitting this VECM is to test whether the productivity series in each pair are cointegrated. More specifically, for each productivity pair, we perform the Johansen cointegration trace test (Johansen 1995). Following the recommendations 
	a,t
	n,t
	-
	an,t

	 (1)
	ean,t≡TFPa,t–βTFPn,t–α0–α1t

	is stationary. In the above expression, a and a are coefficients, and t denotes time. Thus defined, cointegration between TFP and TFP means that TFP in agriculture and the nth non-agricultural sectors tend to move together toward the equilibrium value of (a + at), where the equilibrium value may be different from zero  and may have a deterministic trend . The relevance of the cointegration analysis is that the existence of cointegration indicates a long-term relationship between the two series involved. Tha
	0
	1
	a,t
	n,t
	0
	1
	(if α0≠0 or α1≠0)
	(if α1≠0)
	-

	Failure to find evidence of cointegration between two series characterized by unit roots suggests that they do not tend to move together in the long run. However, they may nevertheless exhibit joint short-term dynamics. If the null hypothesis of no cointegration is not rejected for a particular productivity pair, we investigate the existence of joint short-term dynamics by setting up a VAR in first differences and testing for Granger causality and instantaneous causality (Granger 1969; Lütkepohl 2006). For 
	-
	-

	ΔTFPa,t=φa,kk=1K∑ΔTFPa,t-k+φn,kk=1K∑ΔTFPn,t-k+φa,0+φa,trendt+ua,t,ΔTFPn,t=θn,kk=1K∑ΔTFPn,t-k+θa,kk=1K∑ΔTFPa,t-k+ θn,0+ θn,trendt+un,t,
	ΔTFPa,t=φa,kk=1K∑ΔTFPa,t-k+φn,kk=1K∑ΔTFPn,t-k+φa,0+φa,trendt+ua,t,ΔTFPn,t=θn,kk=1K∑ΔTFPn,t-k+θa,kk=1K∑ΔTFPa,t-k+ θn,0+ θn,trendt+un,t,

	  (2)
	where and θs are coefficients, and the residuals u and u have variances of  and  and covariance of s. In this instance, TFP in the nth sector does not Granger cause TFP in agriculture if and only if f = … = f = 0. Analogously, TFP in agriculture does not Granger cause TFP in the nth sector if and only if θ = … = θ = 0. Instantaneous causality exists if s ≠ 0. The optimal number of lags K in the first-difference VAR (2) is based on the AIC (Akaike 1974).
	ΔTFPt≡TFPt–TFPt-1, φs
	a,t
	n,t
	σa2
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	1
	n,K
	a,
	1
	a,K
	a,n

	The cointegration test alone does not allow us to tell whether productivity shocks in each of the two sectors have permanent effects on both sectors, or whether a productivity shock in one sector affects the other sector’s productivity permanently without the reverse being true. Furthermore, productivities in agriculture and in the nth non-agricultural sector may exhibit joint short-term relationships even if they are not cointegrated. In this instance, a productivity shock in one sector will have a short-t
	-
	-
	-
	a,t
	n,t
	-

	Estimation is performed in the R version 3.6.1 programming language and software environment. We use the package urca version 1.3-0 to test for unit roots and cointegration, and the package vars version 1.5-3 to select the optimum number of lags in the VARs, test for causality, and compute the IRFs (Pfaff 2008a, 2008b).
	-

	II. Data
	Our main data set is the analytical KLEMS-type data used by Jorgenson, Ho, and Samuels (2017), henceforth “the JHS data.” Succinctly, the data contain the annual amounts of output, capital, labor, and materials in both nominal and real terms for each of the 65 industries in the U.S. National Income and Product Accounts from 1947 through 2014. This long time span is desirable, as it allows us to apply the proposed time series methods, many of which rely on asymptotic results for a large number of time series
	-
	5
	-
	-
	-

	The JHS data set defines the agricultural sector as the “farms” industry. To allow for the possibility of stronger spillovers between agriculture and closely related sectors, we classify non-agricultural sectors into “ag-related” and “non-ag-related” sectors. Ag-related sectors comprise the following 10 industries: forestry, fishing and related activities; wood products; furniture and related products; food and beverage and tobacco products; textile mills and textile product mills; apparel and leather and a
	-
	-
	-
	-
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	The JHS data set does not report productivity measures per se. However, it allows us to construct TFP, LPP, and KPP indexes in a straightforward manner. We calculate the TFP index as the ratio of real output to real input, where real input is the Törnqvist input index obtained from the capital, labor, and intermediate input series in the database. We calculate the LPP index as the ratio of real output to real labor; similarly, we construct the KPP index as the ratio of real output to real capital. For all t
	Although the JHS data set has several desirable properties for our analysis, the most widely used productivity series for agriculture are constructed by the U.S. Department of Agriculture (USDA 2020). The USDA series are available from 1948 to 2017, which overlaps almost entirely with the period for the JHS series. Hence, as a robustness check, we also analyze the pairwise association between productivities in agriculture and the 62 non-agricultural sectors using the USDA agricultural series, instead of the
	-

	III. Results and Discussion
	Table 1 summarizes the results from the unit root tests. Panel A shows that all of the agricultural productivity series fail to reject the null hypothesis of a unit root except for the TFP series from the JHS data. In contrast, all of the first-differenced agricultural productivity series strongly reject the unit root null, regardless of the productivity measure or the data set under consideration. Similarly, Panel B shows that the vast majority of non-agricultural productivity series cannot reject the unit
	7
	-
	-
	8

	Given the large number of pairwise productivity relationships we estimate, it is not practical to provide a detailed report or analysis by individual sectors. Thus, in the following subsections, we focus on the results that tend to apply to most sectors.
	Total factor productivity
	Table 2 reports the results of the cointegration tests. The first row reveals that agricultural TFP (measured using the JHS data set) is cointegrated with TFP in each of the 10 ag-related sectors at the 5 percent significance level over the 1947–2014 period. This result would seem to suggest strong long-term TFP spillovers between agriculture and ag-related sectors. However, the table also shows that agricultural TFP is cointegrated with TFP in all but one of the non-ag-related sectors at the 5 percent sign
	-
	-

	Charts 1 and 2 provide a graphic summary of the IRFs for the pairwise TFP relationships between agriculture and the other sectors. The pairwise relationships involving ag-related sectors are grouped on the left side of the solid vertical line, whereas those corresponding to the non-ag-related sectors are grouped on the right side. Within each group, a vertical dashed line separates sectors cointegrated with agriculture (left side) from sectors not cointegrated with agriculture (right side). Sectors are list
	-
	9

	The top two thirds of Chart 1 depict the 95 percent confidence intervals (CIs) for the one- and 10-year responses of non-agricultural TFPs to a shock to agricultural TFP. In contrast, the top two thirds of Chart 2 show the 95 percent CIs for the one- and 10-year responses of agricultural TFP to shocks in non-agricultural TFPs. The bottom third of Charts 1 and 2 show the number of years it takes to achieve 90 percent of the respective 10-year response. Below both charts are three rows of circles: the first r
	Comparing the top two thirds of Chart 1 shows that the significant one-year responses are fewer and smaller in magnitude than their 10-year counterparts. According to the bottom third, typically no more than five years elapse to achieve 90 percent of the 10-year response. However, given the large percentage of sectors cointegrated with agriculture, the most striking finding from this chart is the small number of sectors that exhibit significant 10-year TFP responses to an agricultural TFP shock. Only four o
	-
	-

	Similar to Chart 1, the top two thirds of Chart 2 show that the significant one-year responses of agricultural TFP to non-agricultural TFP shocks are fewer and smaller in magnitude than the significant 10-year responses. As in Chart 1, Chart 2 reveals a major difference between the percentage of sectors cointegrated with agriculture (almost 100 percent) and the percentage of sectors whose shocks have a significant effect on agriculture after 10 years (less than 20 percent). Unlike Chart 1, however, Chart 2 
	-
	-

	The first row of Table 3 shows that the only TFP pair with no evidence of cointegration does not exhibit Granger causality in either direction. Furthermore, the non-cointegrated TFP pair does not appear to be characterized by instantaneous causality, either. Both of these results are consistent with the shock responses depicted in Charts 1 and 2.
	-
	-

	Overall, despite the strong evidence of pairwise TFP cointegration between agriculture and essentially all sectors reported in Table 2, Charts 1 and 2 demonstrate that TFP shocks in agriculture have a significant long-term effect on a relatively small number of sectors, and that in the long-term, agricultural TFP responds significantly to TFP shocks in only a handful of sectors. The significant long-term responses to agricultural TFP shocks have a slight tendency to be positive, whereas the opposite is true
	-
	-

	Partial productivity of labor
	The second row of Table 2 shows that for LPP, 80 percent of ag-related sectors are cointegrated with agriculture at the 5 percent significance level over the 1947–2014 period compared with only 28.8 percent of non-ag-related sectors. The difference in the frequency of cointegration across the two groups is statistically significant, suggesting stronger LPP spillovers between agriculture and ag-related sectors than between agriculture and non-ag-related sectors.
	-
	-
	10

	Remarkably, even though eight of the 10 ag-related sectors are cointegrated with agriculture, none of their LPPs have significant one- or 10-year responses to an agricultural LPP shock (Chart 3). Chart 4 shows an almost identical result for ag-related sectors’ LPP shocks: agricultural LPP has no significant one-year responses to these sectors’ shocks, and only one significant 10-year response. 
	 

	Charts 3 and 4 demonstrate a noticeable, albeit less stark, contrast between the 28.8 percent of non-ag-related sectors cointegrated with agriculture and the much smaller percentages with significant one- and 10-year effects (see Table 2). An agricultural LPP shock yields a significant response at the one- and 10-year marks in only one of the 15 cointegrated non-ag-related sectors (see Chart 3). Similarly, LPP shocks in just three of the 15 cointegrated non-ag-related sectors have a significant effect on ag
	-
	-
	-

	The LPPs of non-cointegrated sectors—two of which are ag-related and 37 of which are non-ag-related—appear to be unrelated to agricultural LPP in the short term. According to Chart 3, shocks to agricultural LPP yield a significant one-year response to LPP in only one non-cointegrated sector. Likewise, Chart 4 shows that shocks to LPP in only two non-cointegrated sectors yield a significant one-year response to agriculture LPP. The second row of Table 3 confirms these results, reporting a negligible percenta
	-
	11
	-
	-

	Overall, few sectors have significant LPP responses to agricultural LPP shocks. The same can be said about the number of sectors whose LPP shocks significantly affect agricultural LPP. In fact, the small frequency of significant responses is consistent with what could be expected by pure chance. Thus, the significant responses we find may be an artifact of chance rather than meaningful economic relationships.
	-
	-

	Partial productivity of capital
	Out of the three productivities under examination, KPP has the fewest pairwise cointegrations from 1947 to 2014. According to the third row of Table 2, 40 percent of ag-related sectors and 15.4 percent of non-ag-related sectors exhibit KPP cointegration with agriculture, about half the shares observed for LPP. Although our results for KPP suggest that ag-related sectors are more likely to be cointegrated with agriculture than non-ag-related sectors, the difference is not significant at the 5 percent level.
	12

	Chart 5 depicts the responses of ag-related and non-ag-related sectors’ KPP to KPP shocks in agriculture. Only two ag-related sectors and one non-ag-related sector respond significantly after 10 years. Furthermore, only one sector, in the ag-related group, has a significant one-year response.
	Chart 6 presents similar results for the responses of agriculture’s KPP to KPP shocks in ag- and non-ag-related sectors. KPP shocks in only one ag-related sector exert a significant 10-year effect on agricultural KPP, and none exert a significant one-year effect. Likewise, KPP shocks in only one non-ag-related sector have a significant effect on agricultural KPP after both one and 10 years.
	-

	Strikingly, Charts 5 and 6 reveal that none of the non-cointegrated sectors (six ag-related and 44 non-ag-related) have statistically significant KPP relationships with agriculture after one year. The third row in Table 3 provides additional evidence regarding the lack of short-term pairwise KPP relationships between agriculture and other sectors. The number of non-cointegrated pairs characterized by Granger causality or instantaneous causality is zero for the ag-related group and negligible for the non-ag-
	-

	In summary, the evidence for KPP suggests very few, if any, significant short- or long-term spillovers from agriculture to other sectors, or vice-versa. 
	-

	IV. Have Agricultural Productivity Spillovers Changed over Time? 
	Thus far, our empirical analysis has assumed that the pairwise productivity relationships between agriculture and other sectors remained constant over the 1947 to 2014 period covered by the JHS data. However, this period was characterized by substantial changes in technology, demography, regulations, and policies that all likely influenced the economic structure of the sectors under analysis. Thus, it is reasonable to hypothesize that the pairwise productivity relationship between agriculture and a particul
	-
	-
	-
	-
	-

	Table 2 reveals that for both TFP and LPP, estimations over subperiods yield fewer significantly cointegrated pairs. In the case of TFP, only about half of the cointegration relationships that are significant over the entire period are also significant in the individual subperiods 1947–80 or 1981–2020. The number of significant LPP relationships between agriculture and non-ag-related sectors also drops by about half after breaking down the sample into two subperiods, and the drop is even more pronounced for
	-
	-

	In contrast, many more pairwise KPP relationships are significantly cointegrated over the 1947–1980 or 1981–2014 subperiods than over the full 1947–2014 sample (see Table 2). The greater number of cointegrated KPP relationships in the subperiods than the full sample implies that KPP relationships changed substantially over time. Relationships over the subperiods must have been relatively strong to reject the null of no cointegration, because subperiod estimates rely on fewer observations and are, all else e
	-
	-

	In the interest of space, the subperiod equivalents of Charts 1 through 6 and Table 3 are omitted, as they do not provide valuable additional insights. To summarize, the productivity data suggest that the relationship between agriculture and other sectors was not particularly strong and remained relatively stable over the full period analyzed for TFP and LPP. For KPP, however, evidence suggests that the relationship between agriculture and other sectors experienced major shifts between 1947 and 2014.
	-
	-

	V. Robustness Check: Pairwise Relationships Using USDA Agricultural Productivity Data
	Shumway and others (2017) compare agricultural TFP measures from an earlier version of the JHS database with the 2014 version of the official TFP series published by the USDA. They find that, despite the methodological differences, the series are remarkably similar in terms of the average growth rates of agricultural TFP over 1948–2010 and the four selected subperiods (1948–73; 1973–95; 1995–2005; 2005–10). In this section, we extend the comparison period and assess TFP, KPP, and LPP spillovers between agri
	Johansen cointegration tests over the entire 1948–2014 period show that the USDA and JHS data are similar for agricultural TFP but different for KPP. For the TFP series, the tests reject the null of no cointegration at the 1 percent significance level. For the LPP series, the evidence of cointegration is somewhat weaker: the tests reject the null of no cointegration at the 5 percent (but not 1 percent) significance level. In contrast, the KPP series shows no evidence of cointegration between the JHS and USD
	-

	The results from the pairwise cointegration tests in Table 2 indicate that the USDA database yields similar cointegration patterns for 1948–2014 to those in the JHS agricultural productivity data. That is, regardless of whether one relies on the JHS or the USDA data, TFP has the largest number of cointegrated pairs, while KPP has the fewest. However, for the non-ag-related group, the USDA data yield fewer cointegrated pairs than the JHS data in all instances other than KPP.
	-
	-

	In the interest of space, graphs analogous to Charts 1 through 6 are included in the Appendix, as they exhibit similar patterns. Table 3 demonstrates that the non-cointegrated pairs for the USDA data show short-term causal relationships similar to those already described for the baseline data set. Overall, the USDA agricultural productivity data reinforce the results obtained using the JHS agricultural productivity data over the entire overlapping period.
	Breaking down the sample period into halves suggests that the JHS and USDA series for TFP and LPP maintain a stable but not particularly strong relationship from 1948 to 2014. In both cases, tests reject the null of no cointegration for the entire overlapping period, but cannot reject the null even at the 10 percent significance level for one of the subperiods. Contrastingly, the relationship between the JHS and USDA series for KPP appears to have changed significantly over time. Although tests do not rejec
	-
	-

	According to Table 2, the subperiod estimation using the USDA agricultural productivity data yields similar results to the subperiod estimation using JHS data for TFP and KPP. Specifically, when compared with the full period estimation, both subperiod estimations yield fewer significantly cointegrated pairs for TFP and more significantly cointegrated pairs for KPP. For LPP in non-ag-related sectors, however, the results differ. Specifically, the subperiod estimation using the USDA series yields more signifi
	-
	-
	-
	-
	-

	VI. Conclusion
	The present study is the first to explore the linkages between the agricultural sector and 62 other sectors of the U.S. economy from a productivity perspective from 1947 to 2014. Applying widely adopted time series methods to productivity measures derived from JHS, our analysis suggests that increasing (reducing) TFP in agriculture above (below) trend would negatively (positively) affect the TFP of three sectors and positively (negatively) affect the TFP of five sectors after one year, but generate long-las
	-
	-
	-

	Comparing the results obtained over the entire sample period against those from the 1947–80 and 1981–2014 subperiods reveals that the relationship between agriculture and other sectors was stable but not particularly strong for TFP and LPP. For KPP, however, the relationship between agriculture and other sectors changed substantially between 1947 and 2014. In any case, it is important to note that partial productivity measures like LPP and KPP might be highly sensitive to shifts in input mixes over time and
	-

	Our findings can help policymakers exploit intersectoral synergies and mitigate negative intersectoral spillovers to revive economic growth in the U.S. agricultural sector over the next decade. Furthermore, our approach can be applied to estimate the economy-wide effects of a specific policy designed to foster productivity growth in one sector of the economy. For example, our approach allows for the incorporation of spillover effects beyond the agricultural sector into the calculation of the social rate of 
	-
	-

	Our qualitative results are robust to the use of the USDA TFP series instead of the JHS TFP series for the agricultural sector, reinforcing the conclusion from Shumway and others (2017) that, despite methodological differences, TFP growth estimates from the two databases are remarkably similar. Qualitative results for LPP and KPP are also similar when using the USDA data instead of the JHS series. However, in the case of LPP, the analysis based on the USDA series suggests that the relationships changed over
	-

	Although our analysis was not designed to measure the degree of convergence in productivity changes across sectors, our results tangentially inform such discussion by evaluating the cointegration in productivity series across sectors. In particular, we find no significant cointegrating vectors across agriculture and 50 other sectors in KPP, 39 other sectors in LPP, and one other sector in TFP, suggesting that those pairs of productivity series do not converge in time series (Bernard and Durlauf 1995). Howev
	-
	1

	A major limitation of our empirical investigation resides in the top-down approach of the sectoral productivity comparisons. A future bottom-up study on the micro fundamentals for the sectors displaying significant productivity spillovers from and to agriculture is warranted to provide insights on the microeconomic foundation of the observed sectoral relationships. Another major limitation is the level of aggregation of the JHS data at the national level, which prevents richer state- or region-specific anal
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	Endnotes
	Endnotes
	Note
	TFP has been shown to be a major source of agriculture growth in both state and national level data sets. On the state level, for example, see Craig and Pardey (1990a, 1990b); Huffman and Evenson (1989, 1993); Alston and Pardey (1996); Ball and others (1999); Acquaye, Alston, and Pardey (2003); O’Donnell (2012); Njuki, Bravo-Ureta, and O’Donnell (2018); Plastina and Lence (2018); Chambers and Pieralli (2020). On the national level, see USDA (1981); Ball (1985); Hauver (1989); Jorgenson and Gollop (1992); Ba
	1
	-


	Note
	Garner and others (2019) use the concept of multifactor productivity instead of TFP in their analysis. 
	2
	-


	Note
	The studies that disaggregate TFP in U.S. agriculture into technological changes; productive, allocative, and scale efficiencies; as well as price effects include Capalbo (1988); Morrison Paul and Nehring (2005); Andersen, Alston, and Pardey (2012); O’Donnell (2012, 2014); Plastina and Lence (2018); Njuki, Bravo-Ureta, and O’Donnell (2018); and Chambers and Pieralli (2020). Wang and others (2015), Fuglie and others (2017), Alston (2018), and Baldos and others (2019) provide recent reviews of the literature 
	3
	-
	-


	Studies on knowledge spillovers from other sciences into agriculture include Huffman and Evenson (2006); Shoemaker and others (2001); and Wang, Xia, and Buccola (2009). Studies on knowledge spill-ins to agricultural productivity from agricultural R&D conducted in other jurisdictions include Coe and Helpman (1995); Schimmelpfennig and Thirtle (1999); Huffman and others (2002); Alston and others (2010); and Plastina and Fulginiti (2011).
	4
	-

	The acronym KLEMS stands for capital (K), labor (L), energy (E), materials (M), and services (S). Analytical KLEMS-type data are constructed by researchers in the WORLD KLEMS consortium; they have harmonized definitions and aggregation procedures so as to obtain industry-level productivity measures that are comparable across countries. The data are available online at http://www.worldklems.net/data.htm 
	5 
	-
	-
	 

	We exclude the federal general government and state and local general government industries from the analysis because their TFPs are constant for the entire period, yielding nonsensical regression estimates.
	6
	-

	Although the Elliott, Rothenberg, and Stock (1996) test is more powerful than the standard augmented Dickey-Fuller unit-root test, unit-root tests have low power in general (that is, they have a low probability of correctly rejecting the null hypothesis of a unit root when in fact the series is stationary) (Enders 2014). 
	7

	Cointegration between two series requires that each of them be characterized by a unit root. Hence, if JHS’s agriculture TFP series is assumed to be stationary, one should immediately conclude that it is not cointegrated with any of the non-agricultural sectors’ TFPs. 
	8

	There is no dashed line within the ag-related group in Charts 1 and 2 because all ag-related sectors are cointegrated with agriculture in the case of TFP. In contrast, Charts 3 through 6 depict dashed lines within the ag-related group because not all of its sectors have partial productivities cointegrated with agriculture’s.
	9

	We use the exact test from Fisher (1954) to assess whether the probability of cointegration is the same for ag-related as for non-ag-related groups. For the test, we use the 2 x 2 contingency table consisting of eight cointegrated pairs and two non-cointegrated pairs for the ag-related group, and 15 cointegrated pairs and 37 non-cointegrated pairs for the non-ag-related group. The test rejects the null hypothesis of equal probabilities at the 0.4 percent significance level. 
	10

	These sectors cannot have long-term relationships with agricultural LPP because they are not cointegrated.
	11

	Given the 2 x 2 contingency table consisting of four cointegrated pairs and six non-cointegrated pairs for the ag-related group and eight cointegrated pairs and 44 non-cointegrated pairs for the non-ag-related group, the exact test from Fisher (1954) rejects the null hypothesis of equal probabilities at the 9.1 percent significance level. 
	12
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	gricultural productivity has risen sharply since World War II. Corn yields, for example, fluctuated around a fairly stable  average between 1866, the first year for which the National Agricultural Statistics Service (NASS) provides data, and about 1940. Since 1940, however, corn yields have trended steadily upward. 
	A
	 

	Chart 1 shows average annual U.S. corn yields as well as their trend. From 1940 to 1980, yields grew exponentially, as shown by the linear increase in the blue solid line—that is, there was a linear trend in log yields. This finding is consistent with Jorgenson and Gollop (1992), who examine total factor productivity growth (TFP) in U.S. agriculture over the 1947–1985 period. They find that although employment in the agricultural sector decreased by 1.8 percent per year over that period, output increased. T
	-

	Despite tremendous gains in agricultural productivity, the sector remains as vulnerable to environmental factors as ever. The dashed blue line in Chart 1 shows that the deviations from the log trend seem to have rather constant variance over time. In other words, the year-to-year swings in yields are constant in percent terms. As average yields have increased, so, too, has the standard deviation of the fluctuations around them. Most of the fluctuations around the trend are caused by environmental factors su
	-
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	In this paper, I document agriculture’s dependence on two specific environmental factors: weather—in particular, extreme heat—and ozone air pollution. As I will show in Section I, in both cases, it is crucial to look not just at the average outcomes but also at extremes, which have a large measurable effect on observed yields. Section II highlights recent trends in these environmental factors over the last 40 years as well as how they contributed to the observed yield trend. Extreme heat is predicted to inc
	-
	-
	 
	-

	I.  Effect of Weather and Ozone on Corn Yields
	Corn is the crop with the largest growing area in the United States. This section demonstrates the importance of two environmental effects on corn yields: weather and ozone pollution. The weather variable specification and implementation follow Schlenker and Roberts (2008), while the ozone variables follow Boone, Schlenker, and Siikamäki (2019). Both analyses focus on the importance of nonlinear effects: because averaging over time or space can dilute such nonlinear effects, the micro-level data are constru
	-
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	Map 1 displays the average corn area from the cropland data layer from 2010 to 2018 aggregated to the same 2.5 x 2.5 mile grid (1/24th degree latitude and longitude) as the weather data. The green coloring within each grid cell is proportional to the corn growing area in that cell:  if 50 percent of the grid area grows corn, half of the square is colored green. The Corn Belt is clearly visible, but corn is also grown in most of the remaining counties in the United States—though sometimes only in a small sub
	All weather and pollution variables are first derived for each grid before they are averaged over a county. If the underlying relationship is nonlinear, it is important to first derive the nonlinear transformation on a fine temporal and spatial scale before aggregating the data, as two days (or two points) with similar average temperature (or pollution) can have very different maximums and minimums. For example, consider two counties that both have an average ozone pollution level of 70 parts per billion (p
	-

	Hourly air pollution data are available from the Environmental Protection Agency (EPA) Ambient Air Quality Monitoring Program and Data starting in 1980. Following Boone, Schlenker, and Siikamäki (2019), missing hourly values are filled in by cross-interpolation and then interpolated to the above 2.5 x 2.5 mile grid before being averaged over all grids in a county using the average corn area in the cropland data layer for the years 2010–18. The area weights are purposefully kept constant across years to not 
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	The analysis matches pollution and weather data with county-level corn yields from NASS for counties east of the 100-degree meridian excluding Florida from 1980 to 2019. Only counties that report corn yields in at least 20 of the 40 years of the sample are included, which includes all major production areas. The exact specification uses a panel analysis relating log corn yields in a county and year to two temperature variables, two precipitation variables, and one measure of ozone pollution in the same year
	 
	 

	The specification also includes county fixed effects to allow for differences in average productivity, year fixed effects to absorb common price shocks, and county-specific quadratic time trends to allow for the fact that yields have been trending upward differently over the sample period. Errors are clustered at the state to allow for spatial correlation. Chart 2 shows the results. The vertical axis shows the effect on annual log yields multiplied times 100, so that each number roughly represents percent e
	-
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	The first two variables are for precipitation. The blue line shows point estimates for the quadratic in season-total precipitation. Both the linear and quadratic term are significant at the 1 percent level. The relationship peaks around 71 centimeters, or 28 inches. If precipitation is cut by one-third, from the optimum 28 inches to 19 inches, annual yields are predicted to decline by 4 percent. 
	-

	The next two variables are for the effects of temperature. The orange line in Chart 2 displays the effect of a 24-hour exposure to various temperatures. Since there are 183 days between April 1and September 30, the cumulative effect of temperature exposure dwarfs the effect of precipitation. Unlike precipitation, which used a quadratic specification that is symmetric around the optimum, the effect of temperature is highly asymmetric. As a result, I rely on two piecewise linear approximations. The upward slo
	-
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	This linear increase is captured by the concept of degree days, which measure how much and for how long temperatures exceed a threshold. For example, degree days 50–86 measure how much temperatures exceed the lower threshold of 50 degrees Fahrenheit up to 86 degrees Fahrenheit. A temperature of 60 degrees Fahrenheit would result in 10 degree days, while a temperature of 86 degrees Fahrenheit or above would result in 36 degree days. The regression incorporates the entire distribution of daily temperatures be
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	The second temperature variable measures degree days above 86 degrees Fahrenheit. Chart 2 shows a highly asymmetric relationship: degree days above 86 degrees Fahrenheit are highly detrimental for corn yields. The downward slope of the orange line above 86 degrees Fahrenheit is an order of magnitude steeper than the increasing slope below 86 degrees Fahrenheit. For example, each 10 additional degree days above 86 degrees Fahrenheit (one day at 96 degrees Fahrenheit rather than 86 degrees Fahrenheit or 10 da
	-

	The ideal weather outcome would be to have a temperature of 86 degrees Fahrenheit throughout the growing season, which is not feasible given temperature fluctuations throughout the year. However, the yield penalty of being above the 86 degrees Fahrenheit threshold is much larger than the penalty of falling below it. This asymmetric penalty again illustrates why a spatially and temporally disaggregated analysis is crucial. A day with a constant temperature of 86 degrees Fahrenheit has the same average temper
	-

	Extreme heat—as measured by degree days above 86 degrees Fahrenheit—is the single best predictor of year-to-year fluctuations in aggregate corn yields (Schlenker and Roberts 2008). A reasonable question is whether modern varieties of corn are less susceptible to extreme heat episodes. The year 2012 was one of the hottest on record (only surpassed by 1988 and the Dust Bowl years in the 1930s), with 101 degree days above 86 degrees Fahrenheit when weather is averaged over the corn-growing area in the United S
	-
	-
	Reference
	Link
	2

	-

	The fifth environmental variable measures exposure to ozone pollution above 70 ppb. Ozone pollution has a strong threshold effect: that is, it has a very limited effect below a threshold, but reduces corn yields linearly above it (Boone, Schlenker, and Siikamäki 2019). The threshold of 70 ppb used in this paper is motivated by the U.S. ambient air quality standard of 70 ppb. Although this threshold differs slightly from the one used by Boone, Schlenker, and Siikamäki (2019), the results are very similar. Th
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	This section has empirically linked five environmental variables to county-level corn yields for the last 40 years. While precipitation has some effect on yields, extreme heat and ozone pollution have led to the largest yield reductions—in some years, more than 20 percent. The next section examines in further detail how these variables have been trending and how they are predicted to trend over the rest of the century. 
	II.  Recent Trends in Peak Temperatures and Ozone Pollution
	Temperatures in the United States have been trending mostly upward since 1980, but there is strong spatial heterogeneity even within states (Burke and Emerick 2016). Since 2001, the Chicago Mercantile Exchange has offered weather derivatives, whose payout directly depends on daily average temperatures at eight U.S. airports. The price of these derivatives has been trending upward in close alignment with climate model projections made under the fifth phase of the Coupled Model Intercomparison Project (CMIP5)
	-

	The maps that follow present trends over the areas and months in which corn is grown. Specifically, the maps are constructed by using the same weather data set on a 2.5 x 2.5 mile grid for the contiguous United States for the April–September growing season and merging it with the average corn growing area in the years 2010–18 from the cropland data layer in Map 1. Map 2 shows the cumulative change in average temperature by county from 1980 to 2019, averaged over the corn area in that county. For predominant
	 
	-
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	Given the influence of extreme temperatures on agricultural productivity, Map 3 shows trends in the number of degree days above 86 degrees Fahrenheit, again over the average corn area in 2010–19 summed over the April–September growing season. The trends in Map 3 look markedly different from the trends in average temperatures in Map 2. Specifically, areas in the southern Corn Belt and east of the Corn Belt have seen decreases in extremely hot temperatures despite an increase in their average temperatures. On
	-
	-
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	Chart 3 constructs observed average temperatures and degree days above 86 degrees Fahrenheit for the entire United States. The orange and blue dashed lines show observed outcomes over time, where the annual average is the average of the county-level outcomes used in the regression in Section I and the weights equal the average corn growing area in each county in 2010–18 in the cropland data layer. As before, the area is fixed and held constant over time, so changes in weather do not reflect changes in where
	During the Dust Bowl years in the 1930s, average temperatures and extreme heat (degree days above 86 degrees Fahrenheit) are not necessarily perfectly aligned: the year 1936 saw the most extreme heat, with 177 degree days but an average temperature of only 68.4 degrees Fahrenheit. For comparison, the year 1955 had the same average temperature of 68.4 degrees Fahrenheit but only 100 degree days. Because each additional 10 degree days reduces yields by 2.9 percent, the extra 77 degree days in 1936 imply a fur
	-

	The lighter shade of orange and blue lines on the right-hand side of Chart 3 show the average of climate predictions under the 21 climate models in the NASA Global Daily Downscaled Predictions (GDDP), which provides daily model output for minimum and maximum temperatures on a common 0.5 degree grid that are bias-corrected. Bias correction implies that temperatures in the baseline period (1950–2005) are matched to the observed temperatures over the grid. Because the climate grid is much coarser (half a degre
	-
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	Comparing the two series reveals one striking difference: the predicted uptick starting in 1980 in both average temperatures and extreme heat has not materialized. While average temperatures over the recent corn growing area and season (orange solid line) are fairly flat with a small uptick at the end, the observed exposure to extreme heat (blue solid line) is actually trending down. 
	-
	-

	Climate model forecasts in NEX-GDDP use two representative concentration pathways (RCP) scenarios: the RCP 4.5 scenario results in an additional 4.5 Watts per square meter and is considered an intermediate warming scenario, while the RCP 8.5 scenario is considered the worst possible warming scenario. Note that the RCP 8.5 scenario results in the average temperature increasing by 12 degrees Fahrenheit by the end of the century. This is consistent with the Intergovernmental Panel on Climate Change (IPCC) figu
	-
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	This prediction also cautions against the assumption that the cooling effect of agricultural intensification will offset extreme heat in the future. While this cooling mechanism is still debated in the literature, assume for now that it has been at work over the last four decades. If the RCP 8.5 scenario materializes, the implied warming would be so large that land would be abandoned and any offsetting effect would cease, leading to a reversal to the predicted trend line. A similar mechanism was at work whe
	-
	-
	-
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	The right-hand side of Chart 3 also shows the effects of various policy choices. Under the less-severe RCP 4.5 scenario, average temperatures are only predicted to increase by half as much (roughly 6 degrees Fahrenheit) as under the RCP 8.5 scenario, and extreme heat is predicted to increase by about 39 percent by the end of the century. Extreme heat would on average equal the worst observation on record from 1936, which is still sizable: an increase of 120 degree days compared with the historic average fro
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	Chart 4 displays the evolution of ozone pollution over the last four decades. The orange line shows average pollution based on the daily maximum eight-hour average concentration—that is, the consecutive eight-hour period with the largest average pollution among the hourly pollution readings. Although the EPA standard is based on the fourth highest daily value, averaged over three years, the graph shows the average of the daily eight-hour maximum concentrations to better reflect the average pollution level d
	-
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	Chart 4 also shows the United States’ tremendous success in improving air quality, at least as averaged over the corn growing area. Although average pollution (orange line) decreased by a modest 10 percent from 1980 to 2019, almost all peak ozone pollution (blue line) was eliminated. Under a threshold model, which was empirically validated for corn, eliminating peak pollution is all that matters. Log yields, as shown in Chart 1, increased by 46 log points from 4.62 in 1980 to 5.08 in 2019. At the same time,
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	III.  Socioeconomic Spillovers from Changes in Environmental Productivity Drivers
	 

	The previous sections highlighted the importance of two environmental inputs for corn yields: extreme heat and peak ozone pollution. The former is predicted to increase significantly over the remainder of the twenty-first century, while the latter has been reduced to almost zero with no scope for further reductions to boost yields. Taken together, the outlook suggests reduced yield growth in the future. While this article has focused on corn yields, temperature extremes are also important for other crops, s
	-
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	The productivity of agricultural workers is also negatively affected by both heat and pollution. Graff Zivin and Neidell (2012) show that picking rates decrease with ozone pollution and temperature. In a competitive market equilibrium, farm workers should be paid their marginal product. If environmental factors reduce overall productivity, wages in the agricultural sector will decline, as will the return to capital. If environmental factors affect the marginal product of capital and labor differently, there
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	The first effect of reduced agricultural productivity due to climate change will be on adaptation measures, which will increase capital investments, especially in new irrigation equipment. Haqiqi and others (2020) add a measure of soil moisture to the statistical model of Section I. Soil moisture is a dynamic state variable that depends on precipitation and evapotranspiration requirements from previous days. Once soil moisture is included in the regression, precipitation becomes insignificant, as soil moist
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	The second effect of reduced agricultural productivity due to climate change will be on migration. In the past, negative productivity shocks have operated through both a change in overall productivity and in labor-specific productivity shocks. The 1930s provide a salient example. The years 1934 and 1936 were especially hot, with 1936 holding the record for extreme heat observed over the corn-growing area in the United States to date. Such hot temperatures usually go hand-in-hand with dry conditions, as wet 
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	This leads to the third predicted effect of reduced agricultural productivity due to climate change: sectoral reallocation. Other countries have seen such reallocation in the recent past. For example, Colmer (forthcoming) uses micro-level data from India to show that temperature-driven reductions in demand for agricultural labor result in workers looking for new employment opportunities in nonagricultural sectors—specifically, the manufacturing sector. This form of adaptation is important, as labor moves to
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	Movement within the United States is much simpler than across countries, as the migration costs are lower (common language, no legal obstacles). However, even within the United States, some factors limit mobility. Recent decades have seen an increase in urban-rural inequality, only part of which can be explained by the high-skill wage premium (Diamond 2016). This inequality coincided with spatial sorting in which high-skill jobs agglomerated in dense urban areas that saw a concurrent increase in amenities (
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	Productivity shocks within the United States could accelerate recent rural-to-urban migration patterns, with implications for rural infrastructure (such as schools), especially if it is primarily younger people who leave. Feng, Oppenheimer, and Schlenker (2012) link shocks to U.S. county-level corn yields over five-year periods to outmigration rates and find that if yields are lower than average, outmigration increases significantly for rural counties with 100,000 or fewer inhabitants—the vast majority of U
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	-
	-
	-
	-

	The fourth predicted effect of reduced agricultural productivity due to climate change is general equilibrium price feedback. This is an issue that is generally not addressed in partial-equilibrium empirical studies that assume all other factors remain fixed. Most studies rely on county-level yield shocks in a one or five-year period. Some counties experience lower-than-average yields in a given year, while others see above-average yields. In contrast, climate change is predicted to decrease yields in all U
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	The general equilibrium effect, therefore, is more refined than the partial equilibrium effect. Farmland in currently hot areas will become so unproductive that it will be abandoned, similar to what was seen during the Dust Bowl. On the other hand, farmland in moderate climates, such as the northern edge of the United States and Canada, will see an increase in farmland values as lower productivity is more than offset by an increase in prices. The result is a regional reshuffling of the growing area. Althoug
	-

	IV.  Conclusions
	This article emphasizes the importance of two environmental factors that are crucial inputs into the agricultural production function: extreme heat and peak ozone pollution. Climate change is predicted to significantly increase the occurrence of extreme heat by the end of the century, although this trend has not materialized over agricultural areas during the last four decades. The success of the Clean Air Act implies that almost all peak ozone pollution above 70 ppb has been eliminated over agricultural ar
	-

	Similar projections hold for other commodity crops. While agricultural practices might initially reduce the increase in extreme heat through a negative feedback loop, the projected increase in extreme heat by the end of the century is so large that even under the intermediate warming scenario, the hottest year on record (during the Dust Bowl) will be just an average year. Even the widespread adoption of irrigation will not be able to substantially limit the occurrence of extreme heat through evaporative coo
	-
	-
	-
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	Chart 1
	United States Average Corn Yields, 1866–2019
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	Average Corn Area, 2010 –18
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	Chart 2
	Relationship between Temperature, Precipitation, Ozone Pollution, and Corn Yields
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	Trends in Average Temperature by County
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	Trends in Degree Days above 86 Degrees Fahrenheit by County

	Figure
	Sources: USDA NASS, NOAA, and author’s calculations.
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	Temperature and Degree Days above 86 Degrees Fahrenheit, 1900–2100
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	Average and Peak Ozone 1980–2019
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	Endnotes
	Endnotes
	Note
	Link
	Data were downloaded from  
	1
	https://aqs.epa.gov/aqsweb/airdata/download_files.html#Raw


	Note
	Link
	Schlenker and Roberts (2008) find crop-specific break points of 29 degrees Celsius (84.2 degrees Fahrenheit) for corn, 30 degrees Celsius (86 degrees Fahrenheit) for soybeans, and 32 degrees Celsius (89.6 degrees Fahrenheit) for cotton. For simplicity, this paper uses 86 degrees Fahrenheit when discussing all crop yields and for showing trends.
	2
	-


	Note
	Link
	The United States has two ozone standards: a primary standard designed to address human health and a secondary standard for all other factors, including crop yields. As an aside, epidemiological evidence suggests that ozone fluctuations below the 70 ppb standard still influence human health.
	3
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