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Foreword

Changesin the structure of financia markets and institutions can
have profound implications for the operation and effectiveness of
monetary policy. One of the most significant developmentsin finan-
cia markets in recent years is the growing prominence of capital
markets. In many countries, financial intermediation is increasingly
carried out directly in capital or securitiesmarketsrather than through
banksand other traditional intermediaries.|n addition, reduced barriers
to capital mobility haveincreased thelinkages among financial mar-
ketsworldwide.

Toexploretheimplicationsof thesefinancial market devel opments,
the Federa ReserveBank of Kansas City sponsored asymposium on
""Changing Capital Markets: Implicationsfor Monetary Policy™ at
Jackson Hole, Wyoming, on August 19-21,1993.

We hope these proceedingsof the symposium will promote public
understandingof theissues discussed and inspirefurther study of the
implications of financial market changes. We aso appreciate the
contributionof al thosewho participatedin the symposium and made
itanotabl esuccess. In that regard, specia thanksgo to Bryon Higgins,
Craig Hakkio, and Gordon Sellon in the Bank's Research Division
who helped develop this symposium program.

THOMASM. HOENIG

J@M)”\Aﬁg

President
Federal Reserve Bank of KansasCity
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Symposium Summary

Gordon H. Sellon, Jr.

Financial marketsthroughout theworld havechanged substantially
in recent years as capital markets have become deeper and broader.
In many countries, financial intermediationisincreasingly carried out
directly in capital markets rather than through such traditional inter-
mediariesascommercia banks. Moreover, complex linkagesamong
global financial markets have increased capital mobility to the point
whereconsiderableamountsof funds crossnational borderseachday.
These developments have potentially important implications for
monetary policy in the United Statesand other countries.

To explore the implications of these financial market trends, the
Federal Reserve Bank of Kansas City invited central bankers, aca-
demics, and financial market participants to a symposium entitled
"*Changing Capital Markets: Implicationsfor Monetary Policy.” The
symposium washeld August 19-21,1993, at Jackson Hole, Wyoming.

This article highlights the issues raised at the symposium and
summarizes the papers and commentary. The first section of the
articleprovidesan overview of themainissuesand identifiesareasof
agreement and disagreementamong program participants. Theremain-
ing sections summarize the viewpoints of the program participants
and their policy recommendations.

Symposium highlights

Over the past decade, two significant trends have emerged in
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financial markets around the world. First, there has been tremendous
growth in domestic capital marketsin termsof the volume and value
of transactions and in the development of new types of securities.
Associated with thisgrowth in capital markets has been an apparent
declinein thetraditional roleof commercial banks, as both depositors
and borrowers have sought alternative sources for investment and
financing. Second, in response to financial market liberalization
around the world, international capital mobility has risen dramati-
cally. Evidence of the significance of this trend can be found most
strikingly in the recent turmoil in the European Exchange Rate
Mechanism (ERM) but is also apparent in the increased inflow of
investment into Latin Americaand the volatility of Japan's overseas
investment.

As Federal Reserve Chairman Alan Greenspan noted in hisintro-
ductory remarks at the symposium, both of these trends have impor-
tant implications for monetary policy. If banks play asmaller roleor
a different role in the financia system, the monetary transmission
mechanism may be altered. If so, monetary policy could become less
effective or theimpact of policy oneconomic activity may bedifferent
than in the past. In addition, it may become more difficult to imple-
ment monetary policy. These financial market changes may distort
theinformation provided by traditional policy indicators such asthe
monetary aggregates. And, the greater capital mobility resulting from
increased linkages among financial markets may makeit more diffi-
cult for central banks to balance domestic policy considerations
against internationa obligations. Finally, both trends have implica-
tionsfor financial stability. Regardlessof whether they tend to enhance
or diminish the inherent stability of the financial system, these
changesinfinancia markets may complicate thetask of central banks
in assessing and controlling systemic risk and in responding to finan-
cial crises.

Symposium participants debated the significance of these trends
and, in the course of their discussion, reached broad agreement on a
range of issues. Most participants felt financial market changes have
altered the channel sthrough which monetary policy affects the econ-
omy but havenot impaired theoverall ability of central banksto affect
economic activity. At the same time, however, there was general
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agreement these changes have caused operationa difficulties for
monetary policy by reducing the usefulnessof monetary aggregates
and by making it more difficult to operate a fixed exchange rate
system. Participantsal so concurred that while new methodsof hedg-
ing riskscould promote financia stability, problemsof ngand
limiting systemic risk have become more complex.

In contrast to broad consensus on the mgor issues, significant
differences of opinion emerged about the appropriate response of
central banksto these challenges. Some participants stressed institu-
tiona differencesamong countriesthat might require policy responses
to betailoredtoindividual circumstances. Disagreemental so surfaced
over how the monetary transmissionmechanism haschangedand how
much emphasisshould be attributed to bank credit, interest rates, and
exchangeratesas policy channels. How central banks should respond
to the diminished usefulness of the monetary aggregates was a par-
ticularly controversial issue. Some participants recommended using
a broad set of information variables. Others advocated the use of
policy rules. Still others proposed direct targeting of ultimate policy
objectives. Viewsaso diverged on how the ERM should be restruc-
tured in light of the recent crisis. While there was little support for
proposalsto restrict international capital mobility to reduce realign-
ment pressures, therewas| essconsensuson whether abroad or narrow
set of exchange rate bands is more consistent with further progress
toward European monetary union.

Thetransformation of domestic capital markets

Thefirst day's sessionsfocused on significant structural changesin
domestic financia markets and their implications for monetary pol-
icy. Topics examined included the changing role of banks in the
intermediation process, theimpact of financial market changeson the
channelsof monetary policy, theimplementationof monetary policy
without intermediate targets, and longer run prospectsfor financia
change.

The changing role of banks

According to Franklin Edwards, dramatic changes in financia
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markets have occurred worldwide since the 1980s. Two develop-
ments are particularly noteworthy. First, in the United States and
many other countries there has been an apparent declinein the share
of commercial banks and other depository intermediaries in the
intermediation process. Bank deposits have declined as a share of
household assets, and businesses have turned from banks to capital
marketsto finance their investment spending. Second, nonbank inter-
mediaries, such as pension and mutual funds, insurance companies,
and financecompanies, have played an increasingly important rolein
thefinancial system.

In Edwards' view, this growing institutionalization of savings has
been associated with anumber of important trends, such asincreased
trading activity in financia markets, rapid growth in the use of
financial derivatives, and increased cross-border equity holdings.
Behind these developmentsare avariety of causes, including greater
inflation and interest rate volatility, improvementsin information and
communicationstechnol ogies, and theend of capital controlsand the
advent of flexibleexchange rate systems.

Edwards stressed the potential importance of these changes for
monetary policy. He noted banks have historically played akey role
in theintermediation process. Banksare heavily regulated to promote
financial stability and serveas thefulcrumfor monetary policy. Thus,
it isimportant to understand whether the changing importance of the
banking system undercuts the effectiveness of monetary policy or
resultsin aless stablefinancia system. In designing possible policy
responses, Edwards emphasi zed theimportance of knowing whether
these changes were due to the natural evolution of financia markets
or to inappropriatefinancial regulation.

In hisdiscussionof Edwards paper, Kumiharu Shigeharaindicated
hewasin general agreement with the analysisand data presented by
Edwards, but certain qualifications should be made. In particular, he
noted important differencesin theform and speed with which finan-
cia market changesareoccumng. Thus, Shigeharathought Edwards
analysis tended to reflect U.S. events more accurately than changes
occurring in other countries. He a so thought focusing too heavily on
traditional balance sheet measurestended to overstate the declinein
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banking to theextent that bankswere heavily engaged in off-balance-
sheet activities. Finally, Shigehara emphasized a second trend of
potential concern to policymakers, a trend in a number of OECD
countries toward financial conglomeration due to mergersof banks
with securities firms and banks with insurance companies.

Implicationsfor the monetary transmission mechanism

Christinaand David Romer examined whether these financial mar-
ket changeshave atered the effectiveness of monetary policy or the
way that monetary policy affectstheeconomy. They identified three
possi blechannel sfor monetary policy: an interest rate channel, abank
lending or credit channel, and a "credit actions” channel. That is,
central banks can affect the economy by influencing market interest
rates, by controllingbank |ending through control over bank reserves,
or by imposing credit controlsor other types of direct restrictionson
bank lending.

Based on a historical examination of several episodes of tight
monetary policy in the postwar United States, the Romers suggested
directcredit actionshave played avery important rolein the monetary
transmission mechanism. They argued, however, theFedera Reserve
has become less willing to directly control bank lending in recent
years. Apart from direct controls, they found no evidence in their
empirical work of a bank credit channel for monetary policy. Asa
result, they felt monetary policy would work exclusively through an
interest rate channd in the future. In their view, this channel will
continue to operate as long as there is a demand for high-powered
money. Thus, they concluded structural changesin financial markets
are unlikely to affect central banks ability to conduct monetary

policy.

Charles Freedman found the Romers' historical discussion to be
enlightening but was critical of their empirical work. He noted that in
Canada, asin the United States, direct credit actionsformerly played
an important role in speeding up the response of bank lending to
restrictive monetary policy. He thought both countries placed less
reliance on supplemental credit restraintsfor various reasons: partly
because of a belief the market's alocation of credit was superior to
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administrativeallocation, partly becausedf theincreasedemphasison
monetary aggregates as policy indicators, and partly because of the
rapid growth of nonbank sourcesof credit.

Citing concerns about the specification of their model, Freedman
was not convinced the Romers had accurately measured the impact
of credit actionson the economy. In addition, he noted the continued
existence of an interest rate channel did not depend on theexistence
of reserverequirements. Even in theabsencedf reserverequirements,
aslong as payment settlement occurson the books of thecentral bank,
monetary policy will still haveleverage over interest rates.

In hisdiscussion of the Romers paper, Mark Gertler emphasized
theimportance of a bank credit channel for monetary policy. Indeed,
Gertler noted there areactually two bank credit channels: the channel
working through reserverequirementswhich wasemphasized by the
Romers, and achannel involving a balance sheet mechanismin which
borrowers with imperfect access to capital markets (small business)
may be differentially affected by tight money. According to Gertler,
this second channel does not rely on regulatory restraints and so
should be operativeeven in theabsence of direct credit actions.

Gertler argued the Romers empirical work did not rule out this
latter channel and that, moregenerally, it wasdifficult to separate the
effects of credit actions from restrictive monetary policy. He also
suggested that while central banks may not have lost control over
short-terminterest rates, financial market changes may have affected
their ability to influence long-term rates. At the same time, he com-
plimentedtheRomersfor their attempt to measure theeffectsof credit
actions and suggested that, by ignoring these effects, the existing
literature may have overstated the effects of monetary policy on red
activity.

Conducting monetary policy amid financial change

In his presentation, Benjamin Friedman suggested financial market
changes have profound implications for the operation of monetary
policy. Citing considerable empirical evidence of structural changes
in the relationship between the monetary aggregatesand income and
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prices, Friedman argued it was no longer possibleto implement U.S.
monetary policy by following arule based on a predeterminedinter-
mediate target.

In responseto this problem, Friedman advocatedincreased reliance
on information variables reflecting changes in red and financia
activity. Because any onevariablecan givefalsesignals, he suggested
policymakers should look at a wide range of variables and should
exploit the information from these indicators intensively through
frequent re-examination of the data.

Friedman also expressed concern over the long-term implications
of achanging rolefor banks. He thought adeclining reserve base and
increasing importance of nonbank intermediariescould undercut the
Federal Reserve's ability to affect asset pricesand nonfinancial activ-
ity in thefuture.

In hiscommentson Friedman's paper, Donald Kohn indicated the
declining reiability of the monetary aggregates has led the Federa
Reserveto adjust its policy proceduresalong the lines suggested by
Friedman, that is, to amorefrequent use of abroader rangeof indicator
variables. At the same time, Kohn was not as pessimistic about the
future use of the aggregatesby the Federal Reserve, citing a number
of unusual factors affecting their behavior in recent years that might
not be present in thefuture.

Kohn also warned about excessiverelianceon either nominal or real
interest ratesin the policy process, pointing out while interest rates
may function asinformation variablesthey are not good targetssince
they do not provide a nomina anchor for policy. Indeed, Kohn felt
explicitemphasison an ultimate goal of price stability was necessary
to providediscipline to a discretionary approach to monetary policy.
He waslessconcerned than Friedman that changesin theroleof banks
will reduce the Federal Reserve's leverage in conducting monetary

policy.

Reiner Konig commented on Friedman's paper from the perspec-
tive of Germany, a country that has not experienced significant
structural changesin financial markets. He noted Germany's mone-
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tary targeting strategy has recently been complicated by such special
factors as German reunification and foreign capital flows. Still, the
long-run demand for M3 continues to be stable, suggesting it will
remain areliableintermediatetarget. He pointed out, however, that it
would be incorrect to say the German system of monetary targeting
isbased on astrictrule. Considerablediscretionispossibleinderiving
the target and in permitting short-run deviationsfrom the target in
response to changing economic conditions.

Asto theusefulnessof interest ratesasinformationvariables, Konig
stressed that neither the level of nor change in ratesis particularly
informative. In Germany, as in the United States, there is some
evidencethat interest rate spreadshave predictivecontent. He empha-
sized, however, that because of institutiona differencesin financid
structures, different countrieswill necessarily cometo different con-
clusions about the choice of specific monetary policy targets and
indicators.

In response to Friedman, Allan Meltzer argued that change and
uncertainty do not make the casefor discretionary monetary policy.
He observed that errors in the use of information variables or in
economic forecasts could lead to costly, destabilizing policy actions.
Instead of discretion, Meltzer advocated the use of an adaptivepolicy
rule. According to Meltzer, an adaptive rule, unlike a discretionary
approach, reacts to new information but does not base policy actions
on forecasts. It also differsfrom afixed rule that ignores new infor-
mation. InMeltzer'sview, use of an adaptiverulewould guard against
major policy errors, would provide a more stable planning environ-
ment by making central bank behavior more predictable, and would
assure both reasonable price stability and enhanced exchange rate
stability.

The longer term outlook for financial markets

In his luncheon address, Charles Sanford focused on the future
evolution of financial markets. Describing his vision of financial
marketsin theyear 2020, Sanford saw the continuation of technol ogi-
cal change in communications and information management com-
bined with new developmentsin financial theory asradically atering



theway that financial servicesare delivered.

Accordingto Sanford, the basi cfinancial functions—financing,risk
management, trading and positioning, advising, and transactions
processing—will still be present. Traditional financial products, how-
ever, such asloans, borrowings, and securities, will be replaced with
"clamson wealth or "*financid claims” that will be actively traded
around the clock and worldwide. Banks, as currently structured, will
no longer exist, and there will be no need for separate financia
branches as individuas becomemore directly linked to markets and
financial service providers. To make this future possible, Sanford
indicated further advances in financial theory will be necessary to
identify underlyingrisksand their component attributes, to pricethese
attributes, and to re-bundle the attributes into new investment prod-
ucts.

Sanford a so traced out some of theimplicationsof these changes
for financial markets and policymakers. While the future financia
system would tend to be moreefficientin termsof |ower transactions
costs and better risk management, Sanford thought the task of man-
aging financial ingtitutions will be more complex. In addition, he
stressed that to monitor and control systemic risk, central bankswill
have to understand and adapt to this new financial world.

Causesand consequencesof greater international capital mobility

The second set of symposum sessions focused on the growing
integration of world capital markets. Topics covered in the presenta-
tionsand discussionincluded the causesof increased capital mobility,
the extent of capital market integration, and the consequences of
greater capital mobility for monetary policy.

The integration of world capital markets

In their presentation, Michael Mussa and Morris Goldstein pro-
vided evidence of greatly increased capital mobility. They attributed
increasesin the volume and range of international financial transac-
tionstoavariety of factorsincludingliberalization of capital controls,
technological change, and financial innovation. According to Mussa
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and Goldstein, integration has proceeded farthest for liquid instru-
mentstraded in mgjor financial centers.

At the sametime, the authorscautioned it was prematureto speak
of aworld capital market. They noted many countriesstill maintain
capital controlsor restrictionson internationa investmentshby banks
and institutional investors. In addition, they noted evidence portfolios
are generally notinternationally diversified and investorsstill exhibit
substantial home-country bias. Furthermore, ascomparedwithearlier
historical periods, thereislessinterest rate convergenceand rel atively
small net capital flows.

Still, Mussaand Gol dstein suggested integration has proceeded far
enough and capital flowsar e largeenough to have significant effects
on exchange rate agreements and on domestic policy and reform
programsin industrialized and developing countries. In the case of
the recent ERM crisis, they argued the lesson to be learned was that
greater capital mobility places more demands on participants to
coordinate policies or make orderly adjustments in exchange rate
parities. They opposed proposal sto restrict capital mobility by re-im-
posing capital controls, suggesting ti better approach is to improve
market discipline, the understanding and pricing of risks, and super-
visory coordination.

In discussing the Mussa and Goldstein paper, Martin Feldstein
stressed theimperfect integration of world capital markets. He noted
most of the recent increasein capital mobility is short term. In most
countries, long-term investment continues to be largely financed by
domestic savings. He agreed the increased availability of short-term
capital plustheend of capital controlsin Europe have madeit more
difficultto sustain artificial exchangerate levels. He a so thought the
recent widening of bands in the ERM has made the path to full
monetary union more difficult.

Feldstein a so emphasizedtheimpact of greater capital mobility on
the monetary transmission mechanism. He argued the effectiveness
of monetary policy hasbeen strengthened with the addition of atrade
and exchangerate channel to supplement the traditional interest rate
channel.
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In his discussion, Robert Johnson suggested the responsibility for
the recent ERM crisis should not be assigned to speculative capital
flows, but rather to flaws in the system. According to Johnson,
German reunification required an adjustment in real exchangerates.
Over time, financial markets concluded that realignment of nominal
exchangerates was theonly credible policy option and reacted accord-
ingly. He thought an important part of ERM reform would be to
develop a mechanism to preemptively adjust exchange rate parities
when faced with similar shocksin thefuture. He al so advocated wider
bands than before to increase the cost of speculation and a better
means of sharing the burden of maintaining parities anong ERM
members.

Johnson aso identified two other challenges facing Europe and
other OECD countries: increasing competition from newly develop-
ing countries, and fiscal imbalances resulting in continued growth in
government debt. According to Johnson, the first devel opment will
causedownward pressureson real wagesin industrial economiesand
indusmal restructuring that will require changes in real exchange
rates. He noted the continued growth of government debt could lead
to concernsabout credit risk. Johnson suggested that easier monetary
policy may be necessary in many countriesto bring about the neces-
sary adjustmentsin rea exchangeratesand to support deficit reduc-
tion.

Monetary policy implications of increased capital flows

In his presentation, Andrew Crockettexamined theimplications of
greater capital mobility for three policy issues. the choice of an
exchange rate regime, the implementation of monetary policy, and
international policy coordination. He argued increased capital mobil-
ity has particularly important consequences for the choice of an
exchangerate system. According to Crockett, capital mobility tends
toexert astabilizinginfluenceoneither afully flexibleor afully fixed
system but may destabilize afixed but adjustable system, such asthe
ERM. As aresult, Crockett suggested that an important lesson to be
learned from the ERM crisisis that a gradual approach to monetary
union may not be feasible. Rather, it may be necessary to achieve
sufficient convergenceof economic performanceso that the need for
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exchangerate adjustmentsis eliminated before rates arefixed.

Crockett a so noted capital market changeshavecomplicated mone-
tary policy by obscuringthe meaning of traditional monetary aggre-
gates. He thought adopting purely discretionary procedures put the
central bank's credibility at risk. According to Crockett, a better
approach is the new U.K. system of directly targeting the ultimate
objectiveof policy, price stability.

In the presence of the continuing integration of world capital
markets, Crockett suggested there may be benefitstoincreased policy
cooperation. He noted, particularly in flexibleexchangerate systems,
cooperation may be superior to such aternatives as capital controls
in response to extremeexchange rate volatility.

Antonio Borges agreed with Crockett's thesis that strong capital
mobility and financial marketintegration makeit difficultto maintain
a hybrid exchange rate system that attempts to pursue conflicting
policy objectives. He emphasized that while capital mobility doesnot
prevent a fixed-exchange-rate system, it does impose serious con-
straints on policy and requires other objectives to be sacrificed to
exchange rate stability. Moreover, he suggested that in the case of
Europe, freecapital mobility requiresquasi-perfecteconomicconver-
genceand lower levelsof publicand privatedebt as preconditionsfor
monetary union.

Borges adso argued the apparent autonomy of monetary policy
under floating exchangeratesis largely illusory. He suggested, with
strong capital market integration, most of the impact of monetary
policy in an open economy is transmitted through exchange rates
rather than interest rates. |ndeed, changesin monetary policy that lead
to small interest rate changes can cause large exchange rate changes.
Thus, many countries may find it difficult to accept sizableexchange
rate changesto get asmall amount of policy autonomy.

In his discussion of Crockett's presentation, Alberto Giovannini
focused on twoissues: theunderlyingcausesof therecent ERM crisis
and future options for the ERM. He noted conflicting objectives
inherent in the historical development of the ERM initsdual role as
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an exchange-rate-basedstabilization program and as part of aconver-
gence plan to monetary union. Under the former role, exchange rate
changes were necessary, while in the latter role parity changeswere
not permitted because they might undermine convergence and anti-
inflationcredibility. Giovannini wasal socritical of the gradual approach
to monetary union, suggesting it was not credible and provided the
wrong incentives to participants.

As to the future optionsfor the ERM, Giovannini outlined three
approaches: returning to narrow bands with new parities, adopting a
modified narrow band with a provision to accelerate the pace of
monetary unionin thefaceof speculativepressures, and wideningthe
ERM band as proposed by Crockett. Noting that each approach has
advantages and disadvantages, he concluded there is no obvious
choice. In the absence of a return to narrow bands, however, he
pointed out the difficultiesfor European central banksin conducting
monetary policy without explicit exchange rate objectives.

Overview pand

Thefinal sessions provided speakers the opportunity to give their
perspective on the broad range of policy issues covered a the sym-
posium.

In hisremarks, HansTietmeyer examinedfinancial market changes
from the perspectiveof Germany and discussed some of theimplica
tions for European monetary integration. He noted two important
genera implicationsof recent trendsin financia markets. First, while
financial markets have become moreefficient, they haveal so become
more fragile. Second, monetary policy has become more difficult.
Thus, in anumber of countriesthemonetary transmissionmechanism
has been affected and intermediate targets distorted. In addition,
Tietmeyer thought the effectiveness of policy has been affected by
such factorsastheexpansionof variablerate debt, theability of banks
to avoid the restrictionsof reserve requirements,and inflation impulses
induced by exchangerate intervention.

Tietrneyer noted Germany has been lessaffected by changesin the
intermediation processthan by increased capital mobility. Becauseof
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less regulation and a slower pace of financia innovation, German
banks have not experienced significant erosion in their position, and
the long-run M3 relationship has remained stable. In Tietmeyer's
view, however, greater capital mobility hasmadeit moredifficultto
maintainafixed exchangerate systeminthefaceof differingdomestic
policy requirementsand has undercut the effectiveness of sterilized
intervention.

On issues related to European monetary integration, Tietmeyer
favored a European strategy of money supply targeting, which he
thought was necessary for policy credibility. He indicated the recent
decision to widen theERM bandsgave European central banks more
flexibility but made the task of maintaining long-run anti-inflation
policies moredifficult.

Toyoo Gyohten provided insight into recent financial market
changes by highlighting Japan's role in world capital markets. He
noted theflow of investment funds from Japan has expanded greatly
in recent years and the composition of the investment flows has
changed considerably. According to Gyohten, from 1986 to 1990,
Japan's trade surpluswasfinanced by an enormousincreasein private
overseasinvestment by Japaneseinvestors, partially offset by heavy
Euromarket borrowing by Japanese banks. The capital outflow was
stimulated by anumber of factors,includinginterest rate differentials,
astrong yen, and theboomin the Japanesestock and property markets.

More recently, Gyohten noted, speculative excesses in Japanese
financial markets have been unwound and banks have become more
conservative, in part, because of higher capital standards. Asaresullt,
the private capital outflow has ceased and Japan's trade surplusis
being financed primarily by short-termlending by Japanese banksin
the Euromarkets. For private capital outflows to increase again,
Gyohten stressed the need for a more stable macroeconomicframe-
work in Japan and abroad.

In hisoverview of issuesraised at the symposium, Stanley Fischer
offered alonger term perspective on recent capital market changes.
He noted therecent liberalization of capital controlsand deregulation
of financial marketshavelargely offset restrictionsput in placeduring



Summary xxxi

the 1930s. Thus, while capital market integration has increased in
recent years, the degree of integration is similar to that of a century

ago.

Fischer suggested theimplicationsof financia market changesfor
financial stability were unclear. While the devel opment of new mar-
kets and financial instruments may be beneficia, he stressed it was
important for central banks to have proceduresin place to deal with
financial crises.

Fischer a so thought thefinancial market changeshavemoreimpli-
cationsfor theimplementationof monetary policy than for thetrans-
mission mechanism. Thus, he argued that in the presenceof financia
innovations central banks could not follow smple rules. He aso
disagreed with the view that rules are necessary for credibility.
According to Fischer, credibility dependsmore on the predictability
of outcomes than on the predictability of actions.

On the choice of an appropriate exchange rate regime, Fischer
suggested the experience of the United Statesand Canada indicated
floating rates are not inconsistent with a move to greater economic
integration. He also thought Crockett's approach to the ERM, while
logical, was not realistic and further moves toward monetary union
in Europe arelikely to be accompanied by aprogressivetightening of
theexchange rate bands.

In his concluding comments, Jacob Frenkel identified a number of
consensus policy lessons flowing from the financial market changes
in recent years. On regulatory and supervisory issues, he noted there
was little support expressed at the symposium for re-regulation or
""sand-in-the-wheels" attempts to restrain financial market develop-
ments. At the same time, he saw general agreement on the need for
strengthened supervision. On monetary policy, he noted the impor-
tance of central bank credibility and the need for a nominal anchor to
guide policy. Thus, according to Frenkel, while policy discretion is
necessary in arapidly changing world, discretion must be systematic,
not erratic.

Finally, while therewas no agreementon thechoicedf an exchange
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rate regime, Frenkel observed consensuson two exchangerate i ssues.
First, in the presence of capital mobility, foreign exchange market
intervention is not a good substitute for fundamental changes in
economic policy. Second, countries must reach convergence before
pegging exchange rates or must adopt a mechanism for allowing
timely adjustment in exchange rate parities as convergence occurs.

Gordon H. Sellon, Jr., isan assistant vice president and economistat the Federal Reserve
Bank of Kansas City.



Opening Remarks

Alan Greenspan

Successful implementation of monetary policy requires an under-
standing of how financial markets operate and how they are linked,
both to each other and to the economy. Such an understanding is a
dynamic process of learning about, and adjusting to, capital market
innovations. Over thelast generation, deregulation, vastly improved
information and communications technology, and advances in our
understanding of finance have combined to accelerate the pace of
financial innovation. In somecases, such asthe market for swaps, new
instruments have emerged. In other cases, markets have grown and
changed in adramatic fashion. The rapid expansion of the medium-
term note market over the past decadeisoneexample. Oneof the most
important features of financial innovation has been the reduction in
constraintson international capital flows and the internationalization
of finance. Not too long ago, exchange rates were mostly fixed, and
many countries had capital controls in place; private cross-border
investment flows were relatively small. Over the last twenty years,
however, the easing of restrictions on capital flows has boosted
cross-border investment, and floating exchange rates have led to
flourishing markets in currency derivatives.

Thedeclinesinfinancial market frictions prompted by deregulation,
technology, and ingenuity are having far-reaching consequences. New
instruments and markets reduce the costs of bringing borrowers and
saverstogether and increase their opportunitiesto managerisk. At the
same time, these new markets have presented central bankers with
many challenges. Capital market innovations have dtered both the
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relationships among financial variables and their links to the econ-
omy. In addition, changesin financial marketsexpose national econo-
mies to shocks from new and unexpected sources, and with little if
any lag. For example, disruptionsin foreign capital markets—from
which the United Stateswasoncefairly well insulated--can now have
important effects on U.S. financial markets. As we saw in October
1987, these effects can aso run from the United States to foreign
markets.

As must be evident by now, | believe that this conference is both
timely and important. | would like to highlight three questions that
will beinteresting to discussover the next two days. First, how have
the changesin financial markets affected the way in which monetary
policy feedsthroughto theeconomy?Thirty yearsago banks provided
three-fourths of short- and medium-term business credit, and banks
and thriftsoriginated — and held —more than two-thirds of residential
mortgages. Moreover, legal ceilings on the interest rates offered by
depositories interacted with Federal Reserve policy in ways that
resulted in sharp movementsin the supply of fundsto these sectorsat
key ratelevels, thereby affecting the economy.

In contrast, banks and thrifts are now far less " specia™ than they
once were. Deposit rates are unregulated, and banks and thrifts
competefor fundswith money market funds and, morerecently, stock
and bond mutual funds. On the asset side, rapid growth in the com-
mercia paper and medium-term note markets and increased compe-
tition from finance companies have cut banks share of short- and
intermediate-term credit to businessesto little morethan one-half. The
advent of securitization means that banks and thrifts can continue to
make consumer |loansand home mortgages withoutincreasingthesize
of their balance sheets because other investorsare willing to hold the
resulting securities. Of course, commercia banks continue to have a
dominant role in the provision of "information intensive™ credit,
especialy to small businesses, and we have experienced the conse-
quences for businesses of problems in the bank lending process in
recent years. Even this special role for banks may declinein impor-
tance, however, if current efforts to securitize small and medium-
sized business|oans are successful. | suspect that commercial banks
will continue to play a major role in the channeling of credit to these
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businesses, but the precise nature of that role, and its relationship to
policy actions, could change.

Asaresult of these developments, the fairly direct effect that open
market operations once had on the credit flows provided for busi-
nesses and home construction islargely dissipated. Nonetheless, the
Federal Reservecan still affect short-term interest rates, and thus have
an impact on the cost of borrowing from banks, from other interme-
diaries, and directly in the capital markets. While this effect may be
moreindirect, takelonger, and require larger movementsin rates for
agiven effect on output, the Federal Reserve and other central banks
still have the tools required to implement monetary policy.

Thefirst questionraisesasecond: how havethechangesinfinancial
marketsaffected the process of formulating and implementing mone-
tary policy? The basic answer is that this process has become more
complex. The relationships between interest rates and spending are
evolving in response tofinancia innovations. Moreover, asbanksand
other intermediarieshavebecomelessspecial, many of thetargetsand
indicators traditionally used by policymakers have become less use-
ful. A dramatic exampleistherecent anomal ousbehavior of M2. This
behavior has, at least for the time being, greatly undermined the use
of M2either asaguideto policy or asaway to communicate thestance
of Federal Reservepolicy toothers. M 2 may well becomemore useful
again over time as the economy completes adjustments to the avail-
ability of new assets and the demand for credit recovers from current
effortstobol ster balance sheets. Meanwhile, the Federal Reserve must
rely relatively more on the wide variety of macroeconomic and
financial variablesit has always used to assess the current condition
of financial markets and the trend of the economy.

My final question is not explicitly addressed in the conference
program, but it isimportant, and I'm sureit will be addressed in our
discussion. That is, have capital market innovations increased or
decreased the inherent stability of the financial system? The answer
to this question is by no means clear. The increased number of
financial markets, the rapid changes in them, and the increased pace
of market responses to shocks made possible by improved computer
and communications technologies, challenge the ability of central
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bankers to monitor closely developmentsin thefinancial system and
react in a timely manner when necessary. These challenges arise
particularly in marketsfor complex new instrumentssuch asderiva-
tives. Some have expressed the fear that these markets have not been
fully tested under stress, and arguethat all of their risksarenot evident.
That may be true, and is the nature of the challenge we face. In the
past couple of years, however, market participants themselves, and
theregulatory community around the world, have made considerable
progress in increasing our understanding of derivatives markets and
therisks that they involve.

Moreover, there are reasons to believe that capital market innova-
tions have, in someimportant respects, increased structural stability.
Derivatives should, after all, allow banksto better manage risk and so
should help to insulate the payments system from financial and real
shocks. Similarly, the increased substitutability among instruments
and intermediaries should buffer theeconomy fromdisruptions affect-
ing specific markets or classes of intermediaries. We have seen this
effect aready in the United States. Over the past five years the size
of thethrift industry has declined by more than one-third. A genera-
tion ago such acollapse arguably could have had catastrophic effects,
but with the securitization of home mortgages, the supply of home
mortgages—as gauged by their relative cost— appearsto have been
little affected.

Clearly, finding ways to assess and limit systemic risk without
losing thebenefitsof these new marketsisanimportantissuecurrently
facing central banks. Capital market changes are likely to continue
because the changesin technology and knowledge driving therecent
innovations will continue. This conference should help us to under-
stand the changes that have occurred and to anticipate the challenges
that new innovations will provide.



Financial Marketsin Transtion—or
the Decline of Commercial Banking

Franklin R. Edwards

The 1980s was the most revolutionary decade in U.S. financia
markets since the Great Depression. The thrift industry collapsed,
necessitating a massive government bailout; commercia banks suf-
fered an unprecedented loss of market share; households sharply
reduced their direct participationin securitiesmarkets; pensionfunds
and other ingtitutional investors becamefinancia powerhouses, and
for thefirst timetook an activerolein thegovernanceof corporations;
trading in foreign securitiessoared to new heights; and there was an
explosive growth in derivative markets, both on and off regulated
exchanges. These changes, moreover, are just the beginning of a
processthat will eventually resultin an entirely new landscapefor the
financial service industry. However, precisaly what kind of financial
structurewe will havein thefutureisstill not clear.

The primary objectiveof this paper isto identify and describe the
key trends that underlie the changesin financia markets that have
occurred, and to provide an explanationfor these trends. In addition,
| discuss possible policy implicationsand dternativepolicy responses
to the changes that have occurred. The rapidly changing financial
structurein al countries raises the obvious question of whether we
need to respond to what has occurred by adapting our economic and
regulatory policiesin some way.
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Thechanging financial structure:
the1980sin historical per spective

In the United States, asin most other countries, banks have histori-
caly been the dominant financial intermediary. In 1929, prior to the
sweeping legidativefinancial reformsof theearly 1930s, commercia
banks held assets of $66 billion, more than twice as much as the
second largest financia intermediary (persona trusts), and amost
four times as much as those held by life insurance companies. (See
Table 1.) Including the persond trust assets held and managed by
banks, commercia banks accounted for over 50 percent of all inter-
mediary assetsin1929. (See Table2.) Banks have held thisdominant
intermediary role partly for historical reasons and partly because of
their favored role as providersof ""money" and "liquidity."

During the1930s and the Great Depression, when banking suffered
widespread failures, the market share of banks dipped to about 40
percent of total intermediary assets, whereit stayedfor the next thirty
years. In the1970sthe market share of banks again began to slip, but
it was during the1980s that banking suffered its most seriouserosion
of market share. From 1980 to 1990, banks market sharefell afull 10
percentage points, from 37 percent to 27 percent of total intermediary
assets. By 1990 banks had lost more than one-fourth of the market
share with which they began thedecade. (See Table 2)

During the 1980s the market share of nonbank depository institu-
tions (or thrifts) —mutua savings banks, savings and loans associa-
tions, and credit unions—aso experienced a pronounced decline.
These institutions lost more than a quarter of their market shae—a
drop of 7.3 percentage points. Taken together, the market share of
banksand thriftsfell by 17.7 percentage pointsduring the1980s. (See
Table2)

Non-depository institutions, in contrast, increased their market
shares. investment companies (or mutual funds) by 7.2 percent,
insurance companies by 1.7 percent, finance companiesby 2.6 per-
cent, and pension funds by 6.3 percent. (SeeTable 2)) Some of this
increasewasclearly gained at theexpenseof banksand thrifts, which
grew much moreslowly during the1980s than in previousyears. (See
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Table 3.) From 1980 to 1990 banks captured only 20.5 percent of the
growth of total financial intermediary assets, less than any other
period with the exception of the 1930s. In comparison, investment
companies accounted for 15.3 percent, life insurance companies for
20.1 percent, and finance companies for 9.5 percent of this growth.
(SeeTable4.)

Therelativedeclineof banksand depository intermediariescan also
be seen in the changing composition of household assets. From 1980
t01991, asaproportion of their total assets, househol dsreduced their
holdings of al forms of bank deposits from 23.8 percent to 18.8
percent, while increasing their holdings of mutual fund shares and
pensionfund assetsfrom 16.3 percent to 32.2 percent. (See Table5.)
In terms of the total net flows of household assets during the 1980s,
pension funds captured alarger share than all depository institutions
taken together. (See Table6.)

Theonly other period during which commercial banksexperienced
asseverean erosionin market share wasduring the1920sand theearly
1930s. From 1922 to 1939 their share of financia intermediation fell
by amost 15 percentage points. (See Table 2.) This period can be
divided into two distinct sub-periods: one of great economic prosper-
ity, from 1922 to 1929; and one of great economic depression, from
1929 t01939. Even omitting the economically depressed period after
1929, banks market share fell from 54.9 percent in 1922 to 45.9
percent in 1929.

Therearestriking similaritiesbetween the1980sand the1920s. First,
both the1920sand the1980s weretimesaof great international expan-
sioninfinancia markets. New Y ork becameaworldfinancial center.
Money freely flowed between countriesin search of more attractive
yields, and financial institutionsbuilt international networks by estab-
lishing overseas branches. Second, both periods were marked by
considerable macroeconomic instability and policy experimentation.
Third, tremendous product innovation occurred in financial markets.
Fourth, increased competition greatly weakened traditional customer
relationships. Fifth, therewas asharp growthin thereliance of banks
on timedeposits. In 1920, time depositsin national banks (generally
the large banks) were about one-third the level of demand deposits;
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Table2
RelativeSharesof Total Financial I ntermediary Assets, 1900-1990

1900 1912 1922 1929 1939 1949 1960 1970 1980 1990

Commercial Banks 55.2% 55.3% 54.9% 45.9% 40.0% 423% 38.6% 38.5% 372% 26.8%
Thrifts- 16.0% 12.7% 10.9% 12.0% 10.6% 9.9% 20.1% 20.8% 23.3% 16.0%
Savings & Loans 2.8% 25% 32% 5.1% 3.3% 3.9% 12.1% 13.4% 16.9% 11.1%
Mutual Savings 13.3% 10.2% 7.6% 6.9% 7.2% 5.8% 6.9% 6.0% 4.6% 2.7%
Credit Unions 0.0% 0.0% 0.0% 0.0% 0.1% 0.2% 1.1% 14% 1.9% 22%
Insurance Companies 12.2% 14.2% 129% 16.0% 21.2% 19.7% 24.0% 19.1% 17.4% 19.1%
Life Insurance 9.4% 112% 10.1% 12.1% 17.6% 16.0% 19.6% 15.3% 12.6% 13.8%
Other Insurance 2.8% 3.0% 29% 3.8% 3.6% 3.8% 44% 3.8% 4.8% 52%
Pension and Trust 16.6% 17.8% 21.2% 22.2% 25.5% 25.5% 9.8% 13.0% 13.0% 19.3%
Personal 16.6% 17.8% 20.8% 20.8% 21.1% 13.4% 0.0% 0.0% 0.0% 0.0%
Private 0.0% 0.0% 0.0% 0.3% 0.6% 1.6% 64% 84% 7.7% 11.8%
Public 0.0% 0.0% 0.3% 1.0% 3.7% 10.5% 33% 4.6% 53% 1.5%
Investment Companies 0.0% 0.0% 0.1% 2.1% 1.0% 0.9% 2.9% 37% 3.7% 10.9%
Mutual Fund 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 2.9% 3.6% 1.7% 59%
Money Market 00% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.2% 2.0% 5.1%
Finance Companies 0.0% 0.0% 0.0% 18% 18% 17% 4.7% 4.9% 5.3% 7%

UOPISUDI ] Ul SINIDY [D12UDUL]

*Money Market datastarts in 1974
Sources: 1900-1949: Financial Intermediaries in the American Economy Since 1900,1960- 1990, Flow of Funds Accounts, Federal Resewe Bulletin



Growth of Financial | nter mediaries, 1900-1990, (Per centage Change in AssetsHeld)

Table3

1900-1912  1912-1922  1922-1929  1929-1939  1939-1949 19491960  1960-1970  1970-1980  1980-1990
Commercid Banks 118% 118% 3% 0% 138% 45% 121% 175% 91%
Thnifts 2% 88% 84% 1% 110% 223% 130% 218% 81%
Savings& Loans 100% 180% 164% -271% 169% 393% 146% 257% 4%
Mutua Savings 67% 65% 50% 20% 81% 91% 93% 116% 54%
Credit Unions 300% 688% 186% 284% 214%
InsuranceCompanies 155% 100% 105% 53% 109% 9% 7% 159%% 190%
Lafe Insurance 159%% 98% 101% 67% 104% A% % 134% 191%
Other Insurance 140% 108% 120% 2] 133% 87% 90% 261% 187%
Pensionsand Trust 133% 161% 75% 3% 126% -39% 195% 184% 293%
Personal 133% 157% 67% 17% 43% -100%
Private 100% 500% 535% 190% 160% 305%
Public 400% 313% 532% -50% 206% 22% 275%
Investment Companies 2900% -47% 106% 415% 189% 181% 681%
Mutua Fund 175% 36% 810%
Money Market 3000% 570%
Finance Companies 15% 113% 331% 132% 210% 293%
Total 118% 120% 67% 15% 125% 59%% 122% 184% 165%

*Money Market Mutual Fund datastartsin 1974.
Source: 1900-49, Financial I ntermediaries in the American Economy Since 1900; 1960-1990, Flow of Funds Accounts, Federal Reserve Bulletin
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Table4

RelativeShareaf Growth of Total Financial I ntermediary Assets, 1900-1990

1900-1912 1912-1922 1922-1929 1929-1939 1939-1949 1949-1960 1960-1970 1970-1980 1980-1990
Commercial Banks 55.4% 54.6% 32.5% 0.5% 44.1% 32.3% 38.3% 36.5% 20.5%
Thrifts 9.9% 9.3% 13.7% 0.9% 9.3% 37.5% 21.4% 24.7% 11.5%
Savings & Loans 2.3%
Mutual Savings 7.5% 5.5% 5.7% 9.2% 4.6% 8.9% 5.3% 3.8% 1.5%
Credit Unions 0.0% 0.0% 0.0% 0.9% 0.3% 2.5% 1.6% 2.1% 2.4%
Insurance Companies 16.0% 11.9% 20.5% 56.2% 18.5% 31.3% 15.1% 16.5% 20.1%
Life Insurance 12.7% 9.1% 15.3% 53.9% 14.7% 25.7% 11.8% 11.1% 14.6%
Other Insurance 3.3%
Pension and Trust 18.8% 24.0% 23.8% 47.0% 25.6% -17.1% 15.6% 13.0% 23.1%
Personal 18.8% 23.4% 20.8% 23.0% 7.2% -22.9% 0.0% 0.0% 0.0%
Private 0.0% 0.0% 0.9% 2.3% 2.4% 14.7% 10.0% 1.3% 14.2%
Public 0.0%
Investment Companies 0.0% 0.2% 5.0% -6,5% 0.8% 6.3% 4.5% 3.7% 15.3%
Mutual Fund 0.0% 0.0% 0.0% 0.0% 0.0% 7.8% 4.1% 0.7% 8.4%
Money Market 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.3% 3.0% 6.9%
Finance Companies 0.0% 0.0% 4.5% 1.8% 1.6% 9.7% 5.0% 5.6% 9.5%
Growth of Total Assets
for all Financial Inter- $21.3 $47.1 $57.6 $21.7 $207.2 $218.5 $721.6  $24152  $6,1405

mediaries (in billions)

Money Market Mutual Fund datastarts in 1974.

Sources: 1900-49, Financial Intermediariesin the American Economy Since 1900, 1960-1990, Flow of Funds Accounts, Federal Reserve Bulletin
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Table5
Digributionof Household Financial Assets(in billions)

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991

Deposits

Checkable Deposits & Currency 260.4 2943 316.8 342 3576 3796 4711.7 479 4769 4954 514 5689

Small Time & SavingsDeposits 11407 11882 13225 15326 16857 18296 19457 20053 21372 22259 22778 22891

LargeT i eDeposits 1119 126 913 709 123 97.5 64.2 1173 1453 1495 103.3 56
Total Deposits 1513 1608.5 17306 19455 21663 23067 24816 26016 27594 28708 2895.1 28636
Credit Market Instruments
U.S. Government Securities

SavingsBonds 72.5 68.2 683 71.5 745 79.8 933 101.1 109.6 17.7 1262 138.1

Other Treasury Issues 121.6 1447 184.7 2349 282.1 277 251.1 2543 300 3138 3574 3027

Agency Issues 46.6 483 387 46.2 68.6 90.7 80.1 136.3 2124 307.6 3575 360.8
Total U S Government Securities 240.7 261.2 2917 3526 4252 4415 4245 491.7 622 739.1 841.1 801.6
Tax-exempt Securities 1024 122.8 1532 1925 224 305 304.7 397.8 465 526.6 549.2 554.1
Corporate & Foreign Bonds 30.8 25 376 322 269 189 68.2 904 50.9 62.5 185 144.8
Open-market Paper 426 323 39 612 69.3 1287 1426 1513 196 1949 2142 1745
Total Credit Market Instruments 416.5 4413 5215 6385 7454 900.1 940 11312 13339 15231 17895 1675
Corporate Equities 11113 10512 1184 13345 13436 1700 1877.1 17509 18766  2205.1 20078 22384
Security Credit 16.2 14.7 17.8 20.6 21.6 35.1 44 39.1 409 532 624 87
Miscellaneous Assets 73.5 804 874 1029 1042 1325 1494 170.7 187.7 2019 217.1 2262
Equity, Bond, & Income Mutual 52.1 526 66.7 98 117.7 206.9 356.9 406.3 418 480.6 4959 7264

Fund Share
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Table5s (Continued)

Money Market Mutual 64.9 1556 1894 1584 2M .4 2111 250.7 2788 3068 3019
Fund Shares
Total Mutual Fund Share 117 2082 25%6.1 256.4 3201 418 607.6 685.1 7238 8725

Total Household Liquid $32475 $34043 $37974 $42984 $4,701.2 $54924 $6,099.7 $63786 $6922.3 $7,7266
Financial Assets

Mutual Fund Assets as a % 360% 6129 674% 59% 681% 761% 996% 1074% 1046 11.2%
of Total Household
Liquid Financial Assets

Other (Non-liquid)

Financial Assets

Mortgages 107 1173 1261 1271 1278 1274 1412 1649 1321 2129
Life Insurance Reserves 2164 2256 2328 240.8 246 25%6.7 2742 3003 3255 3518
Pension Fund Reserves 916.1 9969 11559 13496 14979 17945 20628 21818 24507 28479
Equity Fund Reserves 18683 20152 20149 20634 20178 20406 2042 22132 23466 24696
Tota Non-liquid 31078 33HBO 35297 37709 38895 42192 45724 48602 53049 58322
Financial Assets

Total Household $6,3553 $6,759.3 $7,327.1 $8069.3 $8,590.7 $9,7116 $106721 $11,238.8 $12,227.2 $13,608.8
Financial Assets

Mutual Fund Assets as a % 184% 308% 35 318% 373% 430% 569% 610% 592% 641%
of Total Household
Financial Assets

Pension and Mutual Fund 1626% 1783% 1927% 1990% 21.16% 2278% 2502 2551% 2596% 27.34%
Assetsasa % of Total
Household Financial Assets

4386 4592

9345 11856

$7,9064 $8275.8

11.82% 1433%

2255 244

3774 400.3
20626 37103
25068 25821
60723 69457

$13,978.7 $15221.5

66X  7.79%

2718% 3R1%

Source: Federal Reserve Board
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Table6

Net Flowsof Household Financial Assets(in billions)

Net Flows 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991  Totd
Deposits
Checkable Deposits & Currency 63 339 20.8 25.1 158 219 92.1 55 ©09) 19.2 18.6 564 3147
Small Time & SavingsDeposits 825 475 1343 210.1 1532 1439 1204 66.8 1153 88.3 524 43 12190
Large Time Deposits 394 14.1 (15.1) (204 520 (25.5) (333 53.1 280 42 (46.6 (704) (205)
Total Deposits 1282 955 140.0 214.8 2210 140.3 179.2 1254 1424 111.7 24.4 ©.7) 1,5132
Credit Market Instruments
U S Government Securities 316 204 334 58.1 81.3 318 (17.5) 615 123.7 124.5 103.0 45 656.3
Tax-exempt Securities 0.7 198 31.8 393 315 81.0 1.2) 93.1 54.1 61.7 22.6 50 4394
Corporate & Foreign Bonds (13.8) (1.9) 9.0 (39 ©5) (16.8) 43.7 67 (329 (27.1) (11.8) 26 (70.7)
Open-market Paper 38 (102) (159 192 8.1 594 13.9 76 416 (1.1) 154 (3200 1098
Total Credit Market Instruments 223 28.1 403 112.7 1144 1554 38.9 168.9 186.5 158.0 1292 (199) 11,1348
Corporate Equities (123) (435) (232) (285) (78.1) (1194) (13500 (998) (1224) (1316) (495 (250) (B68.3)
Security Credit 59 (1.5) 31 27 1.0 13.5 9.0 (5.8) 18 123 9.2 246 (75.8)
Miscellaneous Assets 6.8 6.8 7.1 155 1.3 28.3 16.9 213 17.0 142 15.3 9.1 159.6
Equity, Bond & Inwme Mutua 1.7 64 76 26.1 219 735 141.5 78 23 419 52.7 126.7 5741
Fund Share
g/lhoney Market Mutual Fund 245 90.7 328 (3L 44.0 8.7 39.6 28.1 270 86.1 46.7 206 4117
ares
Total Mutual Fund Shares 26.2 97.1 404 5.0) 659 822 181.1 999 29.3 128.0 9.4 1473 991.8
Total Household Liquid $177.1  $1825 $207.7 $3122 $3255 $3003 $290.1 $3099 $254.6 $2926 $2280 $1264 $3,006.9

Financial Assets

41
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Net Acquisition of Mutual Fund
Asset. as a% of Household Net
Acquisition of Liquid Financial
Asset.

Other (Non-liquid) Financial Assets
Mortgages

Life Insurance Reserves

Pension Fund Reserves

Equity Fund Reserves

Total Non-liquid Financial Assets

Total Household Net Acquisition
of Financial Assets

Net Acquisition of Mutual Fund
Assetsas a% of Household Net
Acquisition of Tota Financial Assets

Net Acquisition of Pensionand
Mutual Fund Assetsas a% of
Household Net Acquisition of Total
Financial Assets

14.79%

179
9.7
108.8
(72.1)
64.3

2414

10.85%

55.92%

Table6 (Continued)

5321% 1945% (1.6%) 2025% 27.37% 6243%
10.9 9.7 0.7 1.5 34 18.6
9.2 7.2 80 5.2 10.7 175
1087 1463 1345 1677 2126 2138
@.6) @15 (798) (7149 (47 (254
86.2 81.7 63.4 995 1720 2245
268.7 2894 3756 4250 4723 5146
36.14% 13.96% (1.33%) 15.51% 1740% 35.19%

76.59% 6451% 3448% 54.96% 6242% 76.74%

3224% 11.51% 43.75%
210 254 19.1 20.5
260 253 262 25.7
876 1865 2061 1822
619) (422) (741) (439
727 1950 1773 1845
3826 4496 4699 4125
2611% 6.52% 2724% 24.10%
49.01% 48.00% 71.10% 68.27%

43.60% 11653%

18.1
29
256.8
(184)
2855

4119

35.76%

98.11%

32.98%

166.8

199.7
2,011.6
(671.5)
1,706.6

4,735

21.04%

63.72%

Source: Federal Reserve Board
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16 Franklin R. Edwards

by 1929 time deposits had become three-fourths as large as demand
deposits. Banks turned to the more expensivetimedepositsin order
to retainfunds, just asthey did in the1970sand 1980s. Sixth, in both
periods commercia loans became a less important part of banks

portfolios. In 1920, loans to business and agriculture, most of which
were short-term, accounted for amost hdf of thetotal earning assets
of large urban banks. By 1929, these |oans comprised only one-third
of their total earning assets. Large corporations then, as now, were
able to obtain financing directly, athough in the 1920s the issuance
of new equity wasthemain financing vehicle rather than commercia

paper.

During both periods commercia banks also replaced loan income
with fee income. In the1920s they increased their fiduciary services
and expanded their investment banking activities. As corporations
increasingly went to the equity markets for their financing, large
banks captured a piece of this business and retained corporate rela-
tionships by enlarging their underwriting functions. By 1929, nearly
al largecommercia bankshad at |east one securitiesaffiliate, which
performed a complete range of investment banking functions: they
originated new security issues, formed and took part in underwriting
syndicates, sold new issuesto retail banks and to institutional inves-
tors, and participated at theretail level in thedistribution of securities
toindividua investorsthroughanetwork of branch offices. By thelate
1920s, it has been estimated that commercial banks and their securi-
tiesaffiliateshandledamost half of thetotal distributionof securities.
Thegrowth of personal fortunesin the United Statesin the1920salso
fueled the growth of banks as active money managers, through trust
departmentsand subsidiaries. A few largebankseven began theirown
mutual funds (or investment trustsas they were then called).

In the 1920s similar changes in the banking structure occurred as
well. The number of banksfell substantially. Therewasa high rate of
bank failure, especially among smaller banks whose profitability
diminished. There was a sharp increase in bank mergers, especidly
amongcity banks. Asaresult, concentrationin urban banking markets
grew appreciably. Lastly, therewasan upsurgein branch and**chain”
or "group™ banking. All of these changes occurred then as now in
responseto theincreasingly competitiveenvironment faced by banks.
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Finally, in the1920s both pension fundsand investment companies
grew rapidly, just asin the1980s. Although theseinstitutionsdid not
become mgjor players until after World War 11, their growth in the
1920s was a harbinger of what was to come in the 1980s when open
competition replaced protective regul ation.

Thefinancial sructurein the United States:
originand rationale

The financial structure in the United States is a product of our
unique political, cultural, and economic history, all of which came
togetherin the1930sto create by legidativedecreeahighly segmented
financial system. Reformsenactedin the1930swere motivatedlargely
by thecollapsein thestock marketin1929and by thedepressionwhich
followed. Whileinterpretationsdiffer as to what were the causesand
effects of these cataclysmic events, they unguestionably occupied
center stagein the thinking of financia reformersat the time.

Four significant themes emerge from the legidative reforms
adopted during the 1930s. First, commerciad banks, as the main
providersof money and liquidity to theeconomy, were seen as key,
or unique, financia intermediaries, requiring specia protections. The
widespread failure of banks and the concurrent economic depression
during the 1930s undoubtedly encouraged this view. Second, large
size among financia institutions, especially banks, was discouraged.
Branch and affiliate operationswererestricted and severerestrictions
were imposed on banks activities. Third, banking and securities
activitieswere viewed as particularly incompatible and, if intermin-
gled, a threat to economic stability. Finaly, to reduce speculative
activity and make security markets more efficient, issuers of public
securities were required to disclose more information, and curbs on
the provision of credit for speculative purposeswereimposed.

Themain result of thesereformswasto createarigid and segmented
financial structure. Banks were supposed to do certain things, savings
institutionsother things, and lifeinsurance, pension funds, and invest-
ment companies still other things. This segmented structure, it was
believed, would assure both the stability of thefinancial system and
its continued contribution to the growth of the nation.



Franklin R. Edwards

Banksand theregulatory system

Banks have been the centerpiece of the financial systemsin all
countries. The creation of "liquidity" viademand deposits(or trans-
actions balances) has historically been the provinceof banks. Conse-
guently, banks have had anintegral relationshipto the money supply.
Further, the stability and integrity of both banks and the banking
system has always been considered essential for economic stability.
To guarantee this stability, bank deposits in the United States have
been government-insured (by the Federal Deposit Insurance Corpo-
ration) since the 1930s, and banks have been subjected to extensive
regulation to maintain their solvency.

Regulation sought to achieve this objective in two ways. First, it
insulated banks from competition. Only banks were permitted to
provide demand deposits, and they were not permitted to compete
with one another by paying interest on these deposits. This assured
banks a steady flow of cheap funds-demand deposits. Interest rate
ceilings on savings and time deposits (Regulation Q) smilarly pre-
vented banks from competing with one another by paying higher .
interest rates. In addition, geographical restrictions on where banks
could haveofficesprevented competitionfrom banksoutsideabank's
immediate area. The result of these restrictive regulations was to
create a banking system of many thousandsof small banksoperating
in competitively-insulated markets. This system was reinforced by
"entry restrictions™ that carefully controlled the formation of new
banks, even in locaes that were " underbanker — where additional
competition would not be "destabilizing.” By limiting competition,
banksin general were made more profitable, and the number of bank
failureswas kept to a minimum.

Second, regulation limited thefreedomof banksto takerisks. Banks
were required to maintain specified levelsof capital, were prohibited
either from making certain kinds of loans and from extending more
than acertain amount of credit to specified borrowers, were prevented
from engaging in securities activities (such as the underwriting of
stocksand bonds) or from hol ding corporate stocksand bondsin their
own portfolios, and were prohibited from engaging in other risky
activities, like the underwriting of insurance. Thus, by limiting the
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ability of banksto takerisksand by insulating them from competition,
regulationsought to guaranteethesoundnessof banksand thestability
of thefinancial system, aswell asto guaranteethe uninterruptedflow
of credit to businessenterprises.

Causesof thechangingfinancial structure

Three factors underlie the recent changes in financia structure.
First, thelong period of price and interest rate stability that followed
the Great Depression and later World War 1I ended in the 1960s.
Greater inflation brought higher interest ratesand greater interest rate
volatility, which sensitized savers to yield differences and made it
worthwhilefor them to search out higher yields. Asaresult financia
intermediaries had to pay higher yields either to retain funds or to
attract new funds.

Second, improvements in both information and communications
technologies began to break down what were heretofore natura
barriersto competition. Theability to retrieve, store, process, manipu-
late, and transmit large masses of data a low cost increased both
economiesof scaleand scope, enabling financia institutions to offer
new productsand competein new markets. Theincreased speed and
lower cost of communicating and transmitting data over large geo-
graphical areas aso eliminated geographical distance as an obstacle
tocompetition. Institutionswereableto collectand to servicedeposits
(and other funds) from distant saversaseasily asthey couldfromlocal
savers, and could makeloansto distant borrowersaseasily astolocal
borrowers.

Third, the growing internationalization or globalization of markets
(both financia and nonfinancial) that accompanied the end of capital
controlsand theingtitutionof flexibleexchange ratesfurther increased
competition. U.S. financial ingtitutions were forced to compete with
foreign financial institutions, often for corporate borrowerswho had
been their clients for decades. This competition was particularly
wrenching because many foreign institutions were governed by dif-
ferent rulesand regulations that gave them a competitive advantage.
Thus, with globalization came not only head-to-head competition
between U.S. and foreign financia ingtitutions but direct competition
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between U.S. and foreign regulatory systems.

Internationalization also created a regulatory loophole that pre-
vented the enforcement, or undercut the effectiveness, of key U.S.
regulations. With capital free to flow to the highest yields, wherever
they may be, the imposition of deposit rate ceilingsin the United
States became unenforceable and counterproductive. The gigantic
Eurodollar market, for example, was largely the creation of unwise
and misdirected U.S. regulations during the 1960s—many of which
no longer exist.

The chief effect of these changes was to increase competition
among financial intermediariesand between financia intermediaries
and primary security instruments. Further, as these competitive pres-
sures mounted, it becameincreasingly clear that regul ationsdesigned
to segment financial markets and institutions could no longer be
maintained. In some cases these regul ationshad become ineffective;
inother casesthey threatened to destabilize thefinancial system. As
aresult, there has been a steady erosion of theregulatory restrictions
that historically separated financia intermediariesfrom one another.

Thegrowth of non-depository intermediaries

Competition for savings and the growth of pension funds
and investment companies

In the competitive struggle to capture the savings and financial
assets of households, pension funds and investment companies were
thebiggest winnersduringthe1980s.! Asshownin Table2, thelatter's
share of intermediary assets grew from 16.7 percent in 1980 to 30.2
percentin1990, and thisgrowth shows no sign of abating. By pooling
fundsfrom alarge number of investorsand purchasing adiversified
portfolio of assets, penson and mutual funds provide individual
investorswith alow-cost way of holding highly diversified portfolios
of stocks, bonds, and mortgage-backedsecurities. They also makeavail-
able to investors, particularly small investors, professional portfolio
management.

Pension fund growth during the postwar period has been due to



Financial Marketsin Transition 21

increased pension coverage—both in the privateand publicsectors—
and to theincreasing vaue of theassetsheld by pensionfunds. In the
1980s all typesof pension funds grew rapidly. (See Chart 1.) During
thisperiod rising stock valuescontributedsignificantly to thisgrowth.
In addition, federal tax policy, which permits the deduction of
employer contributions and the deferral of taxes on both employee
contributions and earnings on pension fund assets, has been amajor
stimulant to pension fund growth. Pension funds are now the domi-
nant institutional player in the stock market, holding over 25 percent
of dl corporate stock outstanding.

Theearly growth of mutual funds, in the1950s and 1960s, was due
amost entirely to savings flowing into equity funds. Mutua funds
offered investors diversified, professionally-managed, stock portfo-
lios, and a booming stock market did therest. In the1970s, however,
disappointing stock market performance caused investors to seek
other investments. The mutual fund industry responded by creating

Chart 1
Growth of Penson Plans

Billionsof Dollars
60

Private penson plans State and local Insured pension plans
pension plans

Note: Mean net acquistion of real financial assetsby decade.
Source: Flow of Funds Accounts. Federal Reserve System.
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money marketfundsand variouskinds of bond or fixed-incomefunds.
Consequently, during the1970sand 1980sthe growth of mutual funds
came primarily from the expansion of money marketfunds, and, to a
lesser extent, bond funds. (SeeChart 2.) Thesefundsofferedinvestors
attractive aternatives both to individually held stock portfolios and
to savings deposits in banks and thrifts, which until the early 1980s
were constrained by interest rate ceilings.

By 1991, money market mutual funds (MMM Fs) had grown to $540
billion, up from $76 billionin 1980. (See Table 7.) In 1980, MMMF
sharesconstituted only 7.2 percent of total commercial bank deposits;
by 1901 thisfigure had grown to over 23 percent. Further, from 1980
t01991 MMM Fsharesas apercentageof commercial bank checkable
deposits rose from about 25 percent to amost 90 percent. Chart 3
shows2 the dramatic growth in these assets beginning in the early
1970s.

In the 1980s the types of assets held by MMMFs aso changed
significantly. Table7 showstheaggregate balancesheet for MMMFs
during this period. MMMFs sharply reduced their holdings of bank
time deposits (or certificates of deposit), replacing these assets with
government securities and commercial paper.

The sharp growth of both pension and mutua funds can be seen
vividly in Tables5 and 6 as well. In 1980, pension and mutual fund
assets amounted to 16.3 percent of total household financia assets,
by 1991 this figure had jumped to over 32 percent. (See Table5.) In
contrast, the holdings of household assetsin the traditional interme-
diaries—banks, thrifts, and life insurance companies—fel from 27.2
percent in 1980 to 21.15 percent in 1991. Mutual fund assets alone
soared from only 3.6 percent of household"liquid assets™ in 1989 to
over 14 percent in 1991.

The growth of non-depository intermediaries is even more pro-
nounced when viewed in terms of the annual flows of household
assets. During the1980s pension and mutual fund growth accounted
for, on average, more than 63.7 percent of the net growth in the tota
assets acquired by households. (See Table 6.) In contrast, the tradi-
tional intermediaries accountedfor only 36.3 percent of this growth.
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Chart 2
Mutual Fund Assets
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Note: Mean net acquistion of redl financial assets by decade.
Sources. Flow of Funds Accounts. Federal Reserve System.

Chart 3
CheckableDepositsand MMMF Shares
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Table7
Money Market Mutual Funds Balance Sheet

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992:3
Total Financial Assets($ hillions) 76 186 220 179 234 244 292 316 338 428 498 540 553
Time Deposits (%) 27 24 19 13 10 7 7 11 10 10 4 6
Security RPs (%) 7 8 7 7 10 11 11 12 12 13 12 13 13
Foreign Deposits (%) 9 10 11 12 9 8 8 7 9 6 5 4 4
U.S. Government Securities 11 17 25 20 18 18 15 13 9 8 17 22 24
Tax-exempt Securities 2 2 6 9 10 15 22 19 19 16 17 17 17
Open-market Paper (%) 41 38 31 37 42 41 36 35 38 4 41 36 34
Other (%) 2 1 1 1 1 2 2 2 3 3 4 3 3
Tota Shares Outstanding 76 186 220 179 234 244 292 316 338 428 498 540 553

Source: H ow d Funds Accounts, Board of Governors of the Federal Reserve System

James R. Barth and R. Dan Brumbaugh, Jr., “*The Changing World of Banking: Setting the Regulatory Agenda,” 1993, unpublished.
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Chart4
Net Flows of Household Financial Assetsas a Per cent of

Net Acquigtion of All Financial Assets, 1980-1991
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Source: Flow of Funds Accounts. Federal Reserve System.

(See Chart 4.) Mutua funds alone accounted for about athird of the
growthin households' liquid assetsduring thisdecade. (SeeTable 6.)

These structural changesmanifest two major devel opmentsinfinan-
cia markets. First, households have become highly sensitive to the
relative returns and risks associated with different financial assets,
and now act quickly to place their savingsin assetsoffering the best
returns. Second, the segmentation of financia markets is rapidly
disappearing. Theopportunitiesavail ableto small saversarenow very
similar tothoseavailabletolargesavers. Through pensionand mutual
funds, small saverscan hold portfolios of al kinds of fixed-income
securitiesaswell asdiversified stock portfolios, whichin the past were
availableonly tothewesdlthy. Nor are saversand investorsany longer
constrained by geography. There arefew natural barriersto theflow
of savings and investment. Funds flow across national borders as
reedily'as between different areasof the samecountry.
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The changes that have occurred also are irreversible because they
are economically-motivated and technologically-driven. The 1980s
weretofinancial marketswhat World War IT wasto our labor markets.
World War II and its aftermath made women amajor component of
thelabor force, settingin motion an irreversibletrend that resultedin
profound changesin society. While not everyonefound thisto their
liking at the time, it was afact of life. People who believe that the
changes in financial markets that occurred during the 1980s can be
undone or rolled back are as naive as those who in the late 1940s
believed that they could return to a prewar society.

Competition for borrowers and the growth
of finance companiesand the commercial paper market

In the 1980s finance companies grew rapidly, becoming strong
competitors of banks on the lending side of the balance sheet. (See
Tables1, 2, and 3.) Table 8 showsan aggregate balance sheet for al
financecompaniesfor the period 1950 to 1991. Twofactorsstand out.
First, during the 1980s finance companies reduced their consumer
lending and greatly increased their mortgagelending as a percentage
of their total loan portfolio. Althoughtheproportionof businessloans
did not change, prior to the1980s these loans were made largely by
"*captive' financecompaniesto affiliatesand customersof their parent
companies. During thelast decade, however, finance companieshave
been ableto raisefundsin thecommercial paper market and use these
funds to make general business loans, in direct competition with
banks.3

Second, finance companies have significantly changed the way in
which they raise funds, relying more on the issuanceof commercial
paper and much less on bank loans. During the last decade the
commercial paper market literally exploded, growing to $528 billion
in 1991 from $121.6 billion in 1980.* Finance companies alone
accounted for almost two-thirds (or $322.8 billion) of the newly
issued commercia paper in 1991. (SeeTable9.)

Most of the commercial paper issued by finance companies was
purchased by MMMFs during the 1980s. Newly issued commercial
paper fed the voracious appetite of the rapidly growing MMMFs. In
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theeleven-year period, 1981 through1991, 63 percent of thecommer-
ciad paper issued by finance companies was acquired by money
market mutua funds. By 1991 money market mutual funds held
almost $200 hillion of commercial paper, constituting 34 percent of
thelr total assets. (See Table7.)

Taken together, the growth of both finance companies and the
commercia paper market came at the expense of bank lending to
business. In 1980 banks accounted for 19.1 percent of the total debt
owed by nonfinancia 'businesses; finance companies accounted for
only 6 percent. By 1991 the share held by banks had declined to 12.9
percent, while the share held by finance companies had risen to 8.1
percent. (Table10.) In addition,finance company loansto businesses
amounted to only 31 percent of banks commercial and industrial
loans in 1980. By 1991 thisfigure had jumped to almost 63 percent.
(SeeTable10.)

During this period large businessfirmsalso increasingly bypassed
banks (as well as finance companies), borrowing more in primary
markets by issuing their own commercial paper. In 1980 commercia
paper issued by nonfinancial companiesamounted to $28.0 billion—
about 10 percent of banks commercia and industrial loans. By 1990
this figure had jumped to $116.9 billion, over 22 percent of banks
commercial and industrial loans.

Bankshavethemsel vesfacilitated these devel opmentshby providing
backup lines of credit and guarantees to commercia paper issuers,
including finance compani es. Oneconsequencedf Penn Central Rail-
road's1970default on $83 billionof itscommercia paper isthat banks
began to provide commercial paper issuers with guarantees and
backup lines of credit, on which banks earned a fee. Although it is
difficultto know exactly what portionof thecommercial paper issued
by finance companies is backed by bank guarantees, it has been
reported that over 90 percent of the paper issued by thelargest fifteen
finance companies is backed by banks.> These fifteen companies
account for about 40 percent of thetotal commercial paper issued by
finance companies. It would aso seem reasonable to believe that
small finance compani eswould need abank guaranteeeven morethan
largefinancecompanies. Thus, nearly all commercial paperissued by



Table8
Finance Companies Balance Sheet

1950 1960 1970 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992:3

&ogs_\ll IFi na?cial Assets 9 27 63 243 273 292 327 371 440 531 53 646 719 772 794 789
illions)

Mortgages (%) 5 6 9 21 22 23 23 24 24 27 24 25 28 29 28 29
Consumer Credit (%) 57 57 52 32 32 32 32 30 30 28 26 24 20 18 16 15
Other Loans 27 30 A 37 36 4 35 37 36 33 37 38 3B 38 37 37
(to Businesses) (%)

Other (%) 11 6 4 10 10 10 10 9 10 11 13 13 14 15 19 19
Total Liabilities 5 20 57 217 245 262 294 336 405 492 551 602 664 708 729 720
($ billions)

CorporateBonds (%) 33 50 40 12 11 43 12 43 37 38 31 24 2 24 27 24
Bank Loans, N.E.C. (%) 50 30 22 1 10 10 9 8 7 7 6 5 5 5 5 5
Open-marketpaper (%) 14 19 38 28 30 28 30 30 35 37 39 45 45 47 46 47
Other (%) 3 1 0 19 19 19 19 19 21 18 25 26 24 24 22 24

Source: Flow d Funds Accounts, Board of Governorsof the Federal Reserve System
James R Barth and R. Dan Brumbaugh, J., ""The ChangingWorld of Banking: Setting the Regulatory Agenda,” 1993, unpublished.



Table9
Amount of Outstanding Commer cial Paper

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 191 1992:2Q
Amounts Outstanding (in $billions at yearend)

All issues 1216 161.1. 1618 1835 2317 2939 326.1 3736 451.8 5219 557.8 528.1 544.7
Financial 86.6 107.6 109.2 1252 1455 187.8 2259 2586 3161 3HBL7 365.6 3479 3555
Companies
Bank Related 259 330 346 38.0 41 164 431 446 44 488 301 243 25
Finance 60.1 741 742 86.8 1008 1407 1817 2126 2705 3017 3350 328 3321
Companies
Nonfinancial 280 27 376 368 585 722 629 738 85.7 1071 116.9 985 1117
Companies

Sharesaof Total Outstanding (in percent)

All Issues 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
Financial 712 66.8 675 68.2 628 639 69.3 69.2 70.0 674 655 65.9 65.3
Companies
Bank Related 213 205 214 207 190 158 132 119 98 94 54 46 41
Finance 494 46.0 459 473 435 479 55.7 56.9 59.9 578 601 611 610
Companies
Nonfinancial 230 265 232 201 252 246 193 198 190 205 210 187 205
Companies

UOMIS UDLL UL 9. DY IDIoUDULY

Source: How of Funds Accountsof the Federd Resarve Sysem
Jane W. D’ Arista and Tom Schlesinger, "' The Pardle Banking System,”" Economic Policy Ingtitute, 1992, unpublished
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Table 10
Outstanding U.S. Credit Market Debt Owed by Householdsand Nonfinancial Businesses

(in billionsof dollars and percent)

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992:2Q
Total Credit Market Debt Owed by:
Households $14058 $1521.7 $1600.3 $1766.0 $1993.3 $2271.0 $2584.0 $2861.3 $3177.3 $35082 $3780.6 $3938.6 $4010.8
Nonfinancial 14843 16500 17754 19462 22495 25122 28063 30346 32816 35120 36180 35932 36023
Businesses*
1) Outstanding FinanceCompany Credit to Consumers
a) Amount $789  $878  $932 $103.7 $111.7 $1324 $151.0 $1540 $1553  $1446  $138.7  $1267  $120.8
b) Percent of Total Debt Owed by Households
56 58 58 59 56 58 58 54 49 38 37 32 30
2) Outstanding FinanceCompany Credit to Businesses
a) Amount $8.7 $94 $1004 $1134 $137.8 $1587 $177.2  $2138  $2453  $2702  $2935  $292.6  $293.7
b) Percent of Total Debt Owed by Nonfinancial Businesses
6.0 6.0 57 58 61 6.3 6.3 70 75 77 8.1 8.1 82
3) OutstandingBank Loansto Individuals
a Amount  $181.2 $1861 $1916 $2174 $2584 $2995 $321.5 $3343  $361.5  $3823  $384.7  $369.6  $358.8
b) Percent of Total Debt Owed by Households
12.9 122 126 123 130 132 124 nz 11.4 109 10.2 94 89
4) Outstanding Commercia and Industrial Loansof Banks
a) Amount $2829 $3179 $3555 $381L3 M30.0 $4466 $487.8 HBLY  $501.1  $5177  $512.7  $464.5  $4463
b) Percent of Total Debt Owed by Nonfinancial Businesses
191 19.3 200 19.6 191 17.8 174 159 15.3 14.7 14.2 129 124

*|ncludesfarm, nonfarm, noncorporatesectors.

Source: F ow of Funds Accountsd the Federd Reserve System. D’ Arista and Schlesinger, 1bid.
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finance companiesis probably backed by abank guarantee.
I sthedeclinecof banking a global phenomenon?

Banking, at leastin itstraditiona form,isin declinein all countries.
This decline has been more severe in countries where constraining
regulations have created a highly segmented financia structure and
prevented banks from responding to the competitive initiatives of
nonbank competitors. In all countries, however, technologically
drivenfinancial innovation, competition, and deregul ation,when they
have occurred, have had powerful effects.

Althoughitisdifficult to make cross-country comparisons because
of differences in national accounting conventions, the decline of
banking appearsto have been greater in the United States, the United
Kingdom, Australia, and the Scandinavian countriesthan in continen-
tal European countries. Table 11, for example, showsagreeter decline
in bank profitability in the former countriesthan in most European
countries. In thelatter countriesbanks were better able to respond to
the changing market environment by developing new products and
diversifyinginto new activities.

In addition, there has been arapid growth of non-depository finan-
cia intermediariesin al countries. Mutual funds, for example, have
experienced significant growth in countries with devel oped financial
markets. (See Table 12.) Further, non-depository intermediariesas a
group—Ilife insurance companies, pension funds, and investment
companies—have sharply increased their share of household finan-
cia assetsin all major countries: from an average of 189 percentin
1980 to an average of 31.9 percent in 1990. (See Table 13.) In some
countries, banks have been able to participate in this growth via
ownership of, or arelationship with, non-depository intermediaries.

In countries where banks have come under the most competitive
pressure there is evidence to suggest that they have responded by
significantly increasing their risk-taking. In particular, the compara-
tiveloan-lossprovisionsshownin Table 14 indicatethat in theUnited
States, the United Kingdom, Australia, and the Scandinavian coun-
tries, banks haveincreased their lending to less creditworthy borrow-
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Tablel1l
Bank Profit Margins!
Countries 1980-82 1984-86 1989-90 1990
United States? 0.83 0.83 0.61 0.59
Japan?3 0.40 046 0.40 0.33
Germany? 0.50 097 0.88 0.83
France? 0.34 021 0.33 031
Ity 0.68 0.96 1.19 1.24
United Kingdom? 1.04 1.05 028 0.59
Canada’ 0.63 0.74 0.96 1.22
Australia’ 141 133 120 0.94
Belgium? 0.34 039 026 033
Finland 0.49 0.55 022 021
Netherlands 0.31 0.66 0.59 0.53
Norway 0.63 0.75 043 -1.02
Spain? 1.09 092 175 172
Sweden? 0.38 0.55 034 022
Switzerland 0.65 0.71 0.64 0.53

'Ratio of pre-tax profit to average total assets of commercial banks; the dataare not fully
gomparabl € across countries.

Large commercial banks

Fiscal years
* A break in series in 1986 cons derably raises profit marginsin that and subsequent yearsin
comparison with 1980-85.
Sources. For Australia, Reserve Bank of Australia; for the other countries, OECD and BIS
estimates.

David Llewellyn, "' Secular Pressures on Banking in Developed Financial Systems: Is
Traditional Banking and Industry in Secular Decline?" in D E. Fair and R. Raymond, eds.,
The New Europe: Evolving Economic and Financial Systems in East and West. Netherlands:
Kluwer Academic Publishers, 1993.

ers, possibly to maintain profit margins. In contrast, the loan-loss
provisions of banksin thecontinental European countries banks have
increased relatively littleif at all.

In all countries banks are changing what they do in response to a
more competitive environment. When permitted to do so, they have



Table12
Mutual Fund Assetsin Selected Countries (in billionsof U.S. dollars)

UONSUDLY Ul SITYAD Y 110U 1]

1985 1986 1987 1988 1989 1990 1991
United States 4955 716.3 769.9 810.3 982.0 1,066.9 1,346.7
Long-term 2517 4242 453.8 4723 553.9 568.5 807.1
Short-term 2438 2922 3161 338.0 4281 498.4 539.6
Japan 99.0 197.1 3188 4339 4082 3535 349 4
Germany’ 423 65.7 90.2 109.2 1322 160.1 174.6*
Public 234 357 489 60.2 702 84.9 88.5*
Special 189 30.0 41.3 490 62.0 75.2 86.14
France 84.6 153.0 204.0 2404 268.3 3832 396.5°
Italy 16.3 471 50.8 402 454 419 475
United Kingdom 294 51.3 67.9 76.7 92.8 915 100.8
Canada® 74 12.6 156 172 202 215 435
Spain 24.4 24 .8°
Austraia 33 41 6.9 122 309 291 U5
Netherlands 91 129 155 ... . 244 ..
Switzerland s o 203 24.8 24.6 257 239
Belgium 28 5.3 7.4 438 43 46 4.7
Denmark 25 4.3 . . ... 36 36
Ireland 5.07 79 7.5
Korea 71 104 136 210 27.6 338 36.8?
India 17.0 125 127
L uxembourg 94.6 114.2%
Total 799.3 1,280.1 1,581.0 1,807.6 2,0415 2,379.0 2,7217
ISouroec Investment Company Ingtitute. SIncludes sociétiés d’investissement a capital variable Sprior to 1991, only 75 percent of the
2Op¢:11-end fundsonly. (investmentt companies with variableshare capital) of companiesreported to the Investment Funds
As of September. $297.7 billion as of September and fonds commun de Indtitute of Canada.

ilncludes real estatefunds. placement (unit trusts)  $98.8 hillion as o "As of June
As o November. December.

£€



Table13
TheGrowth of Ingtitutional I nvestors

. Pension Funds and Collective Investment
Life Assurance Companies Institutions Total
Countries 1980 1985 1990° 1980 1985 1990° 1980 1985 1990°
Financial Assets asa Percentagedf Household Financial Assets

United States 178 211 235 22 50 7.7 200 26.0 312
Japan 138 16.6 208 18 36 56 15.6 20.2 264
Germany 194 242 271 32 48 81 226 290 351
France 8.0 11.2 147 27 124 21.7 10.6 236 36.3
Italy'~ 16 09 32 na. 21 29 na. 29 6.1
United Kingdom] 399 499 537 16 31 49 415 53.1 58.6
Canada 194 233 26.7 10 16 30 204 249 29.7
[Total asset?.
At book value.

3For Italy and United Kingdom, 1989 figures,

Source: BIS, Annual Report, 1992.
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pursued off-bal ancesheet activitiesasaway of increasing feeincome
to replacelowerincomefromtraditional bankingactivities. They have
expanded securities, insurance, and trading activities, "' securitized"
more of their loan portfolios, provided more loan commitmentsand
standby letters of credit, and increased derivative-market services.
Table 15 shows the sharp growth in banks non-interest income
(relative to bank grossincome) that has occurred in all mgjor coun-
tries. This income, for example, has increased by 36 percent in the
United Statesand by 47 percentin the United Kingdom since 1980.

Two viewsdf thedeclinedf banking

There are two thesesabout why banking isin declinein the United
Statesas well asin other countries. These can be characterized asthe
"*excess capacity” and the "' regulatory burden' views.

The " excess capacity ” thesis

The' excesscapacity" thesiscontendsthat the bankingindustry has
excess capacity that must be eliminated before a new industry equi-
librium can be obtained. Banking has historically been a protected
industry. In the past, regulation has consciously been used to restrict
competition by erecting high entry barriers and by curbing price
competitionin the industry. Restrictionson de novo bank formation
and on branching geared to prevent " overbanking™ made entry into
local banking marketsdifficult,and price-ceiling regulations(such as
Regulation Q) prevented 'ruinous™ price competition. By limiting
competition, therefore, an abnormally high rate of return could be
earned on capita invested in the banking industry. The inevitable
result wasthat morecapital wasattracted to the bankingindustry than
would have been the case if only acompetitive(or "*norma*") rate of
return could have been earned.

Changesin technol ogy, theinternationalizationof banking markets,
and deregulation have subjected banks to increased competition by
reducing the barriers to entry into traditional banking markets. For
example, liquidity servicesin the form of transactions balances can
now be provided by money market mutual funds operating from a
singlelocationand providingservicestoindividual swiddly dispersed



Table14
Net L oan-L ossProvisonsof Banksin Selected Industrial Countries (in Percent of Grosslncome)

1981 1982 1983 1984 1985 1986 1987 1988 1989 1990
United States: Commercial Banks 6.56 9.57 11.06 12.80 14.30 1634 26.30 1114 18.90 1853
Large Commercial Banks 723 1037 12.16 1402 1412 15.78 3231 1101 251 21.36
Japan: Commercia Banks 0.83 3.33 217 226 124 242 216 334 336 237
Large Commercial Banks 102 473 237 265 107 233 223 10.37 461 318
Germany: Commercial Banks 1562 21.89 2259 1529 1344 15.05 13.26 .77 13.07 16.45
LargeCommercia Banks 14.53 20.56 16.26 1244 8.01 953 10.15 332 6.13 13.52
France; Commercial Banksand 18.10 20.89 21.58 2040 1933 2130 18.67 18.80 20.87 2093
Credit Cooperatives
LargeCommercia Banks 20.64 23.73 2423 2281 2281 25.15 21.02 2239 2331 21.78
Italy: Commercial Banks 13.16 12.52 12.18 11.12 1241 1149 11.65
Large Commercial Banks 11.35 13.60 11.89 10.25 13.89 1297 13.05
United Kingdom: Commercia Banks . 1449 11.68 1095 30.99 6.19 3274 20.07
Large Commercial Banks 420 10.23 12.34 1450 10.24 932 30.32 394 33.07 21.00
Canada: Commercial Banks e 14.61 15.24 17.36 17.69 20.57 1749 13.68 25.56 8.28
Netherlands: Commercial Banks 2137 27.39 19.69 2045 12.25 10.68 6.13 13.26 12.19 11.78
Sweden: Commercial Banks 2474 19.08 2991 23.90 26.89 20.94 2345 27.20 28.64 14.10
Switzerland: All Banks 14.75 17.75 1873 1872 1964 19.00 19.06 17.82 18.90 20.70
Large Commercial Banks 1330 16.70 1768 1831 1944 19.23 1832 17.78 17.89 17.40
Belgium: Commercial Banks 10.40 14.26 14.32 1429 1495 14.18 1393 20.46 2361 1~
Luxembourg: Commercial Banks 39.09 52.28 56.51 49.90 49.38 46.05 39.66 2054 32.37 44.06

'Owing to differencesin national accounting practices, the figuresin this table should be interpreted with caution. In particular, cross-country comparisons
may beless relevant than devel opmentsover time within asingle country.
Sources: Bank of England; and Organizationfor Economic Cooperation and Development (1992).
International Monetary Fund, " International Capital Markets: Development, Prospectsand Public Issues,” World Economicand Financia Survey, Sept., 1992.

9

spampg  WIpRDL]



Non-I nter est Incomeof Banksin Selected Industrial Countries (in Percent of Gross|ncome)

Table15

1981 1982 1983 1984 1985 1986 1987 1938 1989 1990
United States: Commercial Banks 2398 2461 2654 24.71 2657 2976 30.20 30.08 3177 3279
Large Commercial Banks 30.97 30.99 3296 29.20 30.93 34.13 3613 34.75 36.80 37.99
Japan: Commercial Banks 17.78 134 14.68 17.68 21.06 1969 2512 2583 2384 2412
Large Commercia Banks 2379 1911 1895 277 2659 2453 3223 4005 37.20 3HBA
Germany: Commercia Banks 21 26.85 24.82 2594 30.05 205 29.83 30.39 36.02 35.68
LargeCommercial Banks 2889 3029 26.68 27.16 3115 2154 3014 3143 3362 34.92
France: Commercial Banks and 16,00 16.18 16.77 1319 14.08 1445 17.03 1701 2118 2007
Credit Cooperatives
Large Commercial Banks 1521 15.76 17.02 1296 15.69 1720 2074 2098 2384 2492
Italy: Commercial Banks 2918 3151 3188 27.98 2758 2574 26.78
Large Commercial Banks 3456 3927 38.67 32.79 A4 2999 30.13
United Kingdom: Commercia Banks .- . .. 3560 3451 36.33 3817 3758 3910 40.09
Large Commercial Banks 2707 2035 319 3333 3248 3383 35.86 36.33 3B12 39.86
Canada: Commercia Banks . 2161 2107 268 2371 2473 2835 27.39 2018 3095
Netherlands: Commercia Banks 25.85 2325 2351 24.66 2565 2392 2595 2125 2037 2865
Sweden: Commercial Banks 2917 31u 2868 3025 34.95 3527 2825 2877 2858 2621
Switzerland: All Banks 4769 4.2 46.49 4567 47.38 29.35 5158 47.10 50.87 49.05
Large Commercial Banks 5257 4728 47.91 46.65 48.16 4975 5134 4738 50.29 5093
Belgium: Commercia Banks 1735 2117 2448 20.76 2365 582 2689 2996 2742 230
Luxembourg: Commercial Banks 2373 18.38 17.49 1324 1967 2137 19.99 2428 2823 3500

'Owing to differencesin national accounting practices, the figuresin this table should be interpreted with caution. In particular, cross-country comparisons may
be less relevant than developments over time within asingle country.
Sources: Bank of England; and Organizationfor Economic Cooperation and Development (1992).
International Monetary Fund, "' International Capital Markets: Development, Prospects and Public Issues," World Economic and Financia Survey, Sept., 1992.
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throughoutthe United States(aswell asforeigncountries).|n addition,
banks can attract fundsfrom distant locations by using certificates of
deposits. Stock and bond mutual fundsal so offer small-denomination
sharesin diversified portfoliosasan aternativeto traditional timeand
savingsdeposits. Similarly,technol ogical changesand accompanying
market innovationshave facilitated new entry into businesslending.
The "unbundling™ of traditional banking products (such as occurs
with the " securitization™ of loans) has also lowered entry barriershy
decomposing traditional bank products into separate products and
services that are more easily duplicated by competitors. Finaly,
market developments have forced the elimination of regulationsthat
previoudly insulated banks from "excessve" competition—redrictive
price cellings have been removed and geographica restrictions have
been eased, either-directly or indirectly. The result has been a sharp
increase in competition in banking.

The " excess capacity thesis argues that with greater competition
therateof returnon capital investedin banking must decline, resulting
in an excessof capital intheindustry. Asaconsegquence, capital must
leavetheindustry until a competitive rate of return isrestored.

Accordingto thisthesis, therefore, we should expect to seefalling
profitability in banking, possibly greater risk-taking by banksasthey
seek to maintainformer levelsof profitability, and ashrinking market
share for banks, as nonbanking financia intermediaries succeed in
penetrating traditional banking markets and new capital markets
instruments are developed to bypass banks entirely. Further, we
should expect to see an increased failure rate in banking and an
intensified effort by banksto diversify into nontraditional activities,
such as those carried on by investment banks, broker/dealers, and
insurancecompanies.Finally, morecompetitive marketsshouldinten-
sfy pressureto cut costsand to restructurea ong more efficient lines.
Thus, the number of small banks should decline, either because of
increased failures or because of widespread industry consolidation,
and fewer but larger and morediversified banksShould emerge. Once
therequired industry " shakeout' iscompleted, however, thebanking
industry should settleinto a new equilibrium, as a smaller and more
efficientindustry relative to other financial intermediaries.
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Theregulatory burden thesis

An dlternative view isthat banksarein decline because of burden-
some regulations that disadvantage them vis-8-vis their nonbank
competitors. In thisview regulation haslocked banksinto adiminish-
ing role by not permitting them to adapt to thechangesin technology
and competition that have occurred by diversifying their activities.

Intitutions competing with banksfor funds, such asMMMFs, are
not subject to prudential regulation. Unlikebanks, they are not subject
to Federa Reserve requirements and deposit insurance premiums,
both of which raise the cost of funds for banks relative to nonbank
competitors. High capital requirements and burdensome regulatory
supervision, banksargue, dso increasetheir costs. In addition, banks
aresubject to costsasaresult of their " community obligations, such
as thoseimposed by the Community Reinvestment Act, which their
nonbank competitorsdo not haveto bear.,

On thelending side, finance compani es, which makethesamekinds
of loans as do banks, are virtualy unregulated. They do not have
reserve or capital requirements, are not subject to loan limits, can
operate freely anywherein the country, and transactions with their
parentsand affiliatesare unrestricted. Financecompaniesal so are not
subject either to community demands under the Community Rein-
vestment Act or to restrictionsimposed by the Glass-Steagall Act.

Thus, adherents to the "regulatory burden™ thesis argue that the
combination of the regulatory advantagesenjoyed by both MMMFs
andfinancecompaniesis causing banksto lose market share. Specifi-
caly, MMMFshaveacost advantageover banksin raisingfunds, and
this advantage is passed on to finance companies by MMMFs pur-
chasing the commercia paper issued by finance companies. As a
result, finance companiesgain acompetitiveadvantageover banksin
makingloans, which may explain theinroadsfinancecompanieshave
madein both mortgage and businesslending during the1980s.

Thisthesisisdifficultto evaluate. Because of their public charters,
banks also are the recipient of regulatory benefits. In particular,
deposit insurance, implicit government guarantees, and accessto the
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discount window have arguably reduced their cost of funds. Indeed,
it is partly because of these governmentally bestowed benefits that
banks have been burdened with greater regulation. The question is:
have banks been subject on net to atax or asubsidy?

Recent experience suggeststhat banksand other depository institu-
tionshaveon net benefitedfrom asubsidy. The widespreadfailureof
thriftsand banksduring the1980sresulted in huge costsbeingimposed
on genera taxpayers when government insurance funds backing
depositsin these institutions proved to be inadequate.® The govern-
ment bailout, in effect, is a measure of the accumulated subsidy
extended to theseinstitutionsin the past. Had either deposit insurance
premiumsbeen high enough to accumul atethe necessary fundsto pay
for the bailout or regulation been sufficient to prevent or reduce the
lossesto taxpayersthat occurred, there may not have been asubsidy.

Within thelast few yearsnew legidation hasattempted to eliminate
thisrecognized subsidy. The Financia I nstitutionsReform, Recovery,
and Enforcement Act (FIRREA) and the Federal Deposit Insurance
Corporation Improvement Act (FIDICIA) raissd capita requirements
for banks and thrifts, increased insurance premiums, and curtailed
the asset and liability powers of thrifts. In addition, these acts
required early intervention by regulatorsto prevent troubledinstitu-
tions from imposing costs on the deposit insurance fund and there-
fore, taxpayers.

Whether thislegidation successfully eliminates the past subsidy to
banks, or, alternatively, by overregulation, imposesanet tax on banks,
is a point of current contention. It is clear, however, that the net
benefits bestowed on banks have been reduced in thelast few years.
Whether the remaining balance between government-supplied bene-
fitsand regulatory burdensis*'right” is not clear. If banks performa
different economic or socia role than their nonbank competitors, it
may be socially optimal to impose adifferent regulatory structureon
them, even thoughit resultsin adifferent cost structure.

The "regulatory burden™ view is that the regulatory balance no
longer favors banks; and, that, if nothing is done to correct this
imbalance, banking will become an ever-shrinking part of financial
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intermediation. Bankingasadistinctindustry,adherentswouldargue,
may come to play the samerolein financia intermediation as U.S.
savingsbondsdoin capital markets— as arepository for thefunds of
small savers who place an exceptionally heavy weight on agovern-
ment guarantee.

Both the “excess capacity” and the "regulatory burden™ theses
imply that bankingwill shrink relativeto other financial intermediar-
ies. Depending on which view is accepted, however, the respective
policy responseisdifferent. The" excesscapacity™ thesisimpliesthat
the diminishing importance of banking is a natural consequence of
efficiency-enhancing technological and organizational innovations,
and should be allowed to run its course. The "regulatory burden™
thesis implies that the decline of banking has been artificially
induced —the consequence of misdirected and suboptimal govern-
ment interference with markets—and should be reversed, either by
easing the regulatory burdens on banks or by increasing those
imposed on the nonbank competitorsof banks. Thisisthegenesisfor
calls to extend bank-type regulations, such as reserve requirements,
deposit insurance premiums, and Community Reinvestment Act
responsi bilities, to investment companiesand pension funds.’

Thetheory of bank " uniqueness' :an obsoleteconcept?

Bankshavelong occupied aspecia nichein thethinking of policy-
makersand financial scholars becausedf their uniquejoint provision
of liquid liabilities (or "'money') and nonmarketable business|oans.
Because of their unique product mix they have also been singled out
for specid treatment under our regulatory system. It is clear from the
, discussion in prior sections of the paper, however, that changesin
technology and accompanying deregulation have resulted in the
development of new substitutesfor the servicescommonly provided
by banks. For example, MMMFs providesimilar liquidity servicesin
the form of demandable (or checkable) equity shares, and nonbank
lenders such asfinance companiesservemany of thesameborrowers
asdo banks,including businessborrowers. However, whilesubstitute
productshave developedfor all of theservicesformerly provided only
by banks, no nonbank institution providestheidentical combination
or package of servicesthat banksdo. In particular, although nonbank
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competitorshavesuccessfully separatedtheprovisionof liquidliabili-
ties from the provision of nonmarketable, illiquid, business |oans,
banksarestill uniquein that they al one producethese productsjointly.
Thus, there remains the question of whether this specia feature of
banks di stinguishes them from nonbank competitors.

Theoriesdf the banking firm attribute the competitive edge enjoyed
by banks to their ability to overcome informational problems more
efficiently than other financia ingtitutions. Informational problems
arise when borrowers' projects (particularly thoseof businessenter-
prises) cannot be easily evaluated and communicated to capital mar-
kets, when a borrower's behavior must be monitoredduring thelife
of theloan in order to protect the lender's investment, and when for
competitive reasons borrowers do not wish to make information
publicly available, even though such information could in principle
be successfully communicated to the public at large. These problems
are often identified as those of "asymmetric information,” **mora
hazard" (that is, borrowerschanging their behavior during thelife of
theloan), and "indde" information.

The comparative advantage of banks in managing these informa-
tional problems, however, seemsconsiderably lesstoday thanin the
past. First, advancesin computer technol ogies have greatly reduced
the costs of retrieving, processing, and disseminating information.
Thus, lendersand investorscan more easily accessinformation about
borrowers. This has undoubtedly facilitated the growth of the com-
mercial paper market and the securitization of 1oans, and hasresulted
in more and more borrowersbypassing banks. I nformation asymme-
tries, of course, still exist-one reason that financia intermediaries
exist at all. But do banks, as opposed to, say, finance companiesand
insurance companies, possess any specia advantage in managing
these information asymmetries?

The same question applies to the ability of banks to monitor bor-
rowers (or to manage the mora hazard problem), and to their ability
to exploit the "ingde"” information that borrowers make available.
Why should banks be more efficient than other financial intermedi-
ariesin managing these informational problems?
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It has been argued that banks enjoy a comparative advantage
because of their large scale (economies of scale), because of their
superior diversification, and because they provide many different
products (economies of scope). In today's markets, none of these
argumentsis persuasive. Firgt, many nonbank financial institutions
areaslargeor larger than banks, soitisdoubtful that they do not enjoy
the same economiesof scale as banks. For example, the averagesize
of thelargest twelvefinance companiesin 1991 was $30 billion. (See
Table 16.) By comparison, most banks are small. Second, many
nonbank financia ingtitutions are as well or better diversified than
banks, providing many different servicesto many different customers
located in many different regionsof the country (for example, insur-
ance companiesand mutud funds).

If banks have any comparative advantage it may stem from their
ability toexploitinformationproduced asabyproductof theparticular
services they provide. In specific, as a byproduct of their providing
liquidity services (checkabledeposits) to both existing and potential
borrowersbanks may gain aunique informational advantagein lend-
ing to these borrowers.® If there is such an advantage, however, it
would seem to exist primarily for business borrowers, where asym-
metric information problemsare more severe.

| am doubtful that this advantage till exists to any significant
extent. First, as we have seen, banks have substantially reduced their
lending to businessesin favor of consumer and mortgage lending,
which suggests that they do not have a comparative advantage in
making business |oans. Until 1980 banks made more business|oans
than any other kind of loan. But by 1991 their combined mortgageand
consumer |oans were morethan doubletheir commercial and indus-
trial loans.? (See Table17.) Further, in 1980, 49 percent of thefunds
raised by nonfinancial companies was from bank loans; today that
figure is less than 17 percent. (See Table 18.) Banks are shifting
toward making loans that require less extensive (and less costly)
evaluation and monitoring—loans that can be standardized, pack-
aged, and sold in secondary markets. Second, bankshavedrastically
reduced their reliance on checkable deposits, suggesting that these
depositsare not particularly valuableto them. Such deposits, oncethe
magjor source of funds for banks, currently account for less than 17
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Table16
Top 12 Nonbank Finance Companies Ranked by Assets
1991 1990 1989
Amount Percent  Amount Percent  Amount  Percent
(billions  of Totd  (billions of Tota  (billions o Tota
of dollars) for All of dollars) for All o dollars) for All
Finance Finance Finance
Cos. Cos. Cos.
Genera Motors $1029 12.8% $105.2 13.6% $103.6 14.4%
AcceptanceCorp.
Genera Electric 80.5 10.0 704 9.1 58.7 8.2
Capital Corp.
Ford Motor Credit 569 7.1 590 7.6 549 7.6
Co.
AssociatesCorp. of 216 2.7 169 22 14.8 2.1
North America*
Chrysler Finance 213 27 249 32 30.1 42
Corp.
Household Financial 17.3 22 169 2.2 15.1 2.1
Corp.
Sears Roebuck 147 1.8 154 2.0 144 2.0
Acceptance Corp.
American Express 14.1 1.8 14.2 1.8 12.6 1.8
Credit Corp.
ITT Financia Corp. 12,6 1.6 11.7 1.5 10.6 1.5
IBM Credit Corp. 113 14 111 1.4 97 13
Westinghouse 86 1.1 103 1.3 9.3 1.3
Credit Corp.
Beneficial Corp. 100 1.2 93 1.2 79 1.1
Tota $371.8 46.3 $365.1 473 $341.7 47.5

*A subsidiary of Ford Motor Company.
Sources: Annual Reports: American Banker, November 8,1990, p. 14; December 11,1991, p. 11.
JaneW. D’ Arista and Tom Schlesinger," The Parallel Banking System," Economic Policy

Institute, 1992, unpublished.

percent of bank funding. (See Table 19.) Third, finance companies
have sharply increased their role as providersof credit to thebusiness
sector, despite their not providing any checking facilities to these
borrowers. At yearend 1991, finance company loans to businesses
totaled more than 50 percent of banks commercia and industria
loans, and about 35 percent of total commercial andindustrial lending.
(SeeTable10.) If banks have an information advantageover finance
companies, therefore, it seems to have eroded in recent years.10
Lastly, foreign banks have become aggressive lenders to U.S. busi-
nesses, even though they often do not provide liquidity servicesto
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these borrowers. Lending by foreign banks, both on-shore and off-
shore, asa percentageof total commercial andindustrialloansby U.S.
banks rose from about 18 percent in 1983 to over 40 percent in 1991.
(SeeChart5.)

The results of academic research on the question of bank unique-
ness, while mixed, tend to confirm the conclus on that bankshavelost
much of theadvantagethey oncehad.!! For example, after examining
bank loan growth in two periods, 1959 to 1976 and 1977 to 1991,
Becketti and Morrisconcludethat in recent yearsbank loanshavelost
much of the"' specialness” that distinguished themin the past.12 Hook
and Opler look at the characteristics of firms which borrow from
banks, and find that thereislittle supportfor the “. . . view that banks
provideloanstofirmswhere problemsaof monitoringand verification
... aregreatest.”13

Chart5
Foreign Shareof U.S. C&I Loans

0.5

04 Onshore Loans by Foreign Banks and
T Total Offshore Loans

0.3

Onshore Loans by Foreign Banks
0.2 /
01 Total Offshore Loans
0 1 1 | 1 | 1 ]
1983 1984 1985 1986 1987 1988 1989 1990 1991

Note Fractionsdf total C&I loans. Total C&! loansinelude all loans (both onshoreand offshore) to U S.
addresses by both foreign and domestic banks (Flow of funds data on C&I loans excludes foreign offshore
loans.)

Source: *U.S. Commercid Banks Trends, Cyclesand Policy," unpublished. 1993.



Table17
Sdlected Financial Datafor Commercial Banks

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992:3
Number of Institutions 14435 14415 14454 14467 14472 14303 14188 13694 13120 12705 12383 11927 11,590
Total Assets($ Billions) 186 2029 2194 2342 2508 2731 2941 2999 3131 3299 3389 3510 3481
Capital ($ Billions) 108 118 129 140 154 169 182 181 197 206 219 232 257
(IgetMAll]t_er—'I;ax Income 13974 14737 148381 14932 15499 17981 17412 2806 24817 15647 16626 18568 24,205
illions)
(N$elt\/[ Ol rati)ng Income 14443 15542 15475 14867 15414 16,182 13,194 1,176 23,722 14541 15503 14,823 31,515
ithons
Taxes ($ Millions) 4,657 3,873 2,980 4,017 4,721 5,643 5,304 5424 9,991 9,658 7,885 8404 10,856
Real Estate Loansto 145 144 14 144 154 16.1 17.5 20 21.6 23.1 24.5 24.8 248
Total Assets (%)
Commercia and Industrial 211 24 23 224 225 212 204 19.7 19.2 18.8 18.2 163 155
Loans to Total Assets (%)
Agricultural Production 17 17 1.7 1.7 1.6 1.3 1.1 1 1 09 1 1 1.1
Loans to Total Assets (%)
Loans to Individuals to 101 95 9.1 9.6 10.6 113 11.4 11.7 12.1 12.1 11.9 114 11
Total Assets (%)
Number of Problem Banks NA NA NA NA NA 1,098 1,457 1,559 1,394 1,092 1,012 997 909
Assets of Problem Banks NA NA NA NA NA NA NA 329 305 188 342 528 488
($ Billions)
Resolutions-Commercia and Savings Banks
Number 10 10 42 48 79 120 145 203 221 207 169 127 80
Total Assets ($ Millions) 236 4859 11,632 7,037 3274 8,337 6,830 9,198 52,623 29,538 16,265 63,300 22,373
Estimated Present-Value NA NA NA NA NA 850 1732 2017 5,530 5,998 3,767 7,400 349

Cost ($ Millions)

Source: Congressional Budget Office
JamesR. Barth and R. Dan Brumbaugh, Jr., “The Changing World of Banking: Setting the Regulatory Agenda," 1993, unpublished.
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Table18
Nonfinancial Company Bor rowing (Per centage of Funds Bor r owed)

Type of Instrument 1965 1970 1980 1983 1984 1985 1986 1987 19838 1989
Bank Loans

U.S. Banks 573 16.8 487 R1 289 226 24.4 32 165 165

Foreign Banks 0.0 0.0 22 49 77 11 54 13 5.6 5.7
Commercial Paper 17 6.2 6.9 15 12.8 110 46 16 59 106
FinanceCompany Loans 52 0.6 3.7 141 97 9.6 55 116 80 57
Bonds and Notes* 256 69.4 66.6 46.5 393 728 54.7 68.0 578 577
Mortgages 11.7 31 -36.2 8.0 -08 -135 139 10.7 7.1 23
BankersAcceptancesand U.S. 19 39 81 11.9 24 36 0.6 36 09 15
Government Loans
Total 1000  100.0 1000 1000 1000 100.0 100.0 1000 1000 1000

Memorandum Item:

Total Funds Raised in Credit 189 285 57.8 548 169.6 1324 2037 1455 1975 196.0
Markets(in U.S.$ Billions)

*|ncludes bonds and notesissued abroad by U.S. corporationsand tax-exempt bondsissued for the benefitsof nonfinancial corporations.

Sources: L.E. Crabbe, M.H. Pickering, and SD. Prowse, ""Recent Developmentsin CorporateFinance,” Federal Reserve Bulletin (August 1990), and other
Federd Reservedata (updated).

David T. Llewellyn, " Secular Pressureson Banking in Developed Financial Systems: Is Traditional Banking an Industry in Severe Dedine?* 1992, unpublished

paper.
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Table19
Commercial Banks Balance Shesat

1950 1960 1970 1980 1981 1982 1983 1084 1985 1986 1987 1988 1989 ~ 1990 1991 1992:3

Total Financial 150 230 518 1483 1620 1,732 1889 2129 2377 2617 2773 2952 3232 3336 3441 3,576
Assets (in Billions)

U.S Gov't. 43 28 15 12 11 12 14 12 11 12 12 12 12 14 17 18
Securities(%)
Tax-Exempt NA NA NA 10 10 9 9 8 10 8 6 5 4 4 3 3
Securities(%)

Corporate and 0 1 1 1 1 1 1 1 2 3 3 2 3 3 3
Foreign Bonds (%)

MortgageLoans (%) 9 13 14 18 18 17 17 18 18 19 21 23 A 26 26 25
Consumer Credit S 9 10 12 11 11 11 12 12 12 12 13 12 12 11 10
Loans (%)

Bank Loans N.E.C. 19 27 31 31 R 31 30 29 28 28 26 26 25 24 23 22
(%)

Open-Market Paper 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0
%)

Other (%) 22 22 28 16 17 18 17 19 19 19 19 18 20 18 18 20
Tgtall III__i abi;iti es 140 212 487 1411 1562 1,673 1,829 2,021 2252 2485 2658 2860 3,119 3220 3330 3,456
($ Billions)

Private Domestic 69 59 39 22 21 20 20 19 19 21 19 18 16 16 17 17
Checkable

Deposits (%)

Small Time& 26 34 42 34 33 37 41 40 39 39 37 37 37 40 41 40
Saving Deposits

(%)

Large Time 0 1 5 19 21 20 15 16 15 13 14 15 14 13 12 10
Deposits (%)

Fed. Funds & NA NA NA 8 8 8 8 8 8 8 8 8 9 8 7 8
Security RPs (%)

Other (%) 5 6 13 17 18 15 16 17 19 19 21 22 23 23 23 25

Source: Flow d Funds Accounts, Board of Governorsof the Federal Reserve System. JamesR. Barth and R. Dan Brumbaugh, Jr., 1993, Unpublished.
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Thus, to theextent that banks haveinformational advantagesresult-
ing from economiesof scope, these advantageshave shrunk to seem-
ing insignificance. Although banks are still the only joint providers
of liquidity services and nonmarketable (or information-intensive)
businessloans, thereare nolonger compelling reasonsto believethat
their unigue joint-production technology gives them a competitive
advantage. The separable production of liquidity services and non-
marketable business loans by different financial entities (such as
MMMFs and finance companies) isobvioudy feasible, and may even be
superior to thejoint production of these services. It may, for example,
require less government intervention to assure systemic stability
becauseof thebuilt-inmatchingof liquidliabilitieswithliquid assets.

Animplication of aconclusion that bankshavelost much if not al
of their specialness is that banks no longer bring to the market a
superior production technology —that they no longer have a natura
competitive advantage. More smply stated, if our financial markets
and ingtitutions were being created for the first time in 1990, banks
might not beamongthesurvivinginstitutions. Thus, therecentdecline
in the competitive position of banks appears to be a natural conse-
guence of evolving financial technology.

Therise of nonbank intermediariesand related developments
in securitiesand derivative markets

The shift in household assets from depository institutions to non-
depository intermediariesal so hasresulted in agrowing " institution-
alization™ of equity 'markets,which hasin turn had important effects
on other financial markets. During the last several decades direct
purchases of stocks and bonds by households have falen sharply.
Householdshave been net sellersof stock in every year but onesince
1958. (See Table6.) In 1952, households' direct holdingsof stock as
apercent of total household financial assetswas 32 percent. By 1991
this figure had fallen to 14.7 percent.!4 Even more telling, in 1952
householdsheld 91 percent of al corporatestock outstanding;in1991
they held only 53 percent. (See Chart 6.) During thisperiod the share
of total outstanding stock held by pensionand mutual fundsrosefrom
3 percent to 34 percent. Today, institutional investors, taken together,
hold 53.3 percent of the total stock outstanding, up from 38 percent
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Chart 6
Holdingsaof Corporate Equity
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Source: Flow of Funds Accounts. Federal Reserve System.

since1981. (SeeTable 20.)

Theingtitutionalization of equity markets has had significant con-
sequences and hasraised a number of important public policy issues.
First, tradingin securitiesmarkets (and probably in other marketsas
well) has increased substantially, as institutionshave sought to out-
perform one another. In 1975 institutions demanded and obtained a
lower institutional commission structure for trades made on equity
exchanges. Lower commissions together with a greater emphasison
portfolio performance has in turn resulted in a sharp increase in
"annual turnover" in equity markets since 1980. The typical stock is
now held for an average of alittle over two years, compared to over
four yearsten yearsago, and seven yearsin 1960. Theaveragehol ding
period for institutional investorsisless than two years, compared to
amost five years for individuals.!> This has led to a debate about
whether ingtitutional tradingisresponsiblefor theincreased volatility
of securities prices, and about theeffect of such trading on corporate
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Table20

Changesin I ngtitutional Equity Owner ship: 1981 to 1990
(Percent of Total U. S. Market Capitalization)

Institution 1981 1986 1990 Change from
1981 to 1990
Private Pension Funds 155% 16.%% 199% 44%
Bank Trusts 101 101 92 -0.9
Public Pension Funds 30 51 83 53
Mutual Funds 25 6.8 7.2 47
Insurance Companies 57 4.8 6.9 12
Foundations and 12 13 18 0.6
Endowments
Tota 380% 2448% 533% 153%

See C. Brancato and P. Gaughan, "' Institutional Investors Capital Markets: 1991 Update,”
Table 10, ColumbiaLaw School Institutional Investor Project, September 12, 1991.
Brancato and Gaughan define "'institution™* to include pension funds, mutual funds, insurance
companies, bank-managed trusts, and foundation and endowment funds. Id. at 2.This
definition excludes shares owned by investment banks, bank holding companies, and
nonbank, nonpension trusts.

managers. (Hasit made them more myopic or short-term oriented?)16

Second, the growth of institutional trading hasled to the fragmen-
tation of equity markets. Spurred by advances in automation and
communications technology, institutional traders have demanded
low-cost, standardized, trading services as well as specialized, tailor-
made, services. In response, new trading systems have developed
(such as Instinet, Posit, and the Wunsch Auction System) and there
has been a substantial increase in " upstairs" or off-exchange trading.
Similar to what has happened to commercial banksin financia inter-
mediation, therole df the traditiona, regulated, exchanges in securities
markets haseroded. In1980the New Y ork Stock Exchangeaccounted
for 85.4 percent of the number of consolidated-tape trades. By 1990
thisfigure had fallen to 62.2 percent.!”

Third, institutional investors have been amajor factor in the surge
in thetrading of foreign securitiessince1980, aswell asin theincrease
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in cross-border stock holdings. U.S. purchasesand salesof securities
abroad grew from $17.9 hillion in 1980 to $230.3 billion in 1989, a
cumulative annual growth rate of 32.8 percent.!8 (See Table 21.) At
theend of 1991, U.S. investorsheld $148.8 billion in foreign securi-
ties, of which approximately 80 percent was held by ERISA pension
fundsand 13 percent by mutua fundsand closed-end country funds.!?
The globalization of securities trading has in turn created a number
of new policy issues, such as the disclosurestandards that should be
applicableto foreign issuersof stock.20

Fourth, institutional ownership of securitieshasfueled thegrowth
of derivative markets—futures, options, and swaps—both on and off
exchanges. The biggest successesin derivative markets in the last
decade have come on exchange-traded futures and optionscontracts
on financia ingruments—U.S. Treasury bonds, Eurodollar time de-
posits, and stock indexes (such as the S&P 500 index), and on
off-exchangeinterest rateand foreign currency swaps. (SeeTable22.)
Ingtitutional investorshave been heavy users of these instrumentsin
their effort to manage risk and enhance portfolioperformance.?!

Lastly, theincreasingimportancedf institutional investorsasstock-
holdershasraised anumber of corporate governanceissues. Looking
at only the largest 100 American corporations, ingtitutions own, on
average, 53 percent of theoutstanding stock. Their ownershipismuch
greater in somecorporations: 82 percent of General Motors Corpora
tion, 74 percent of Mobil QOil, 70 percent of Citicorp, 86 percent of
Amoco, and so forth.22 The large stock ownership by institutions,
especially pensionfunds, hasrai sed questionsregarding theappropri-
ae role of ingtitutions on corporate boards and about how active
institutional investors should be in monitoring manageria perform-
ance and replacing underperforming corporate managers. >

Should we careabout thedecline of banking? And why?

To explore the policy implications of the increased competition
between banks and nonbank intermediaries, and theresultant decline
in the banking industry, let us construct a hypothetical scenario
involvingaspecificcaseof competitionfromanonbank intermediary:
money market mutual funds (MMMFs). Further, to strip away the



Table21

Aggregate U.S. Purchasesand Salesof Foreign Securitiesby Geographic Region, 1980-1989
(inbillionsaf U.S. dollars)
1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 '@X%éq 1989

Market

Share

Canada 6.7 49 29 50 44 6.8 9.8 189 97 109 55% 4.7%
Tota Europe 6.9 57 6.5 136 133 215 55.3 1014 756 1289 3B5% 56.0%
United Kingdom 28 29 36 65 78 133 326 67.9 51.2 80.1 453%  34.8%
Switzerland 16 0.9 0.7 18 13 16 32 6.3 53 85 208% 3.7%
Other Europe 25 19 22 54 42 6.6 195 272 19.1 40.3 36.0% 17.5%
Total Asia 33 65 51 94 10.7 14.0 301 56.7 56.2 758 418%  32.9%
Japan 27 54 43 80 9.0 11.6 25.6 478 504 65.8 424% 28.6%
Other Asa 0.6 11 0.8 14 16 25 45 89 58 101 380% 4.3%
Latin America 07 11 0.8 16 09 12 36 71 53 93 BN 4.0%
All Other 0.3 04 0.3 0.8 11 20 27 58 48 54  364% 2.3%
Total 179 186 15.7 303 304 45.6 1015 189.8 1514 2303 32.8% 100%

ICARG 1s the cumulative annual growth rate.

Source: Officedt the Secretary, U.S. Depatment of Treasury, Treasury Bulletin. Table CM-V-5, Spring issues.

Josph A. Grundfest, “Internationalization of This World's SecuritiesMarkets: Economic Causesand Regulatory Conseguences,” Journal d Financial
Services, vol. 4 (December 1990), pp. 349-78.
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chaff of the debate so that we can see the kernel of the key policy
issue, let us simplify our hypothetical by making four assumptions.
First, assumethat, because of atechnological change, nonbank finan-
cia intermediariesare suddenly ableto providegood (but not perfect)

Table22
Marketsfor Sdlected Derivativel nstruments

Notional Principal Amounts Outstanding at Y earend
(inBillionsof U.S. Dollar Equivalent)

1986 1990 1991 1992

Exchange-traded I nstruments (1) 588 2,291 3,520 4,783
Interest Rate Futures 370 1,454 2,157 3,048
Interest Rate Options(2) 146 600 1,073 1,385
Currency Futures 10 16 18 25
Currency Options(2) 39 56 59 80
Stock Market Index Futures 15 70 77 81
Optionson Stock Market 8 95 136 164
Indexes

Over-the-counter Instruments (3) 500 (e) 3451 4,449 na.
Interest Rate Swaps (4) 400 (e) 2,312 3,065 na.
Currency and Cross-Count 100 (e) 578 807 na.

Interest Rate Swaps (4), (5)
Other Derivative Instruments 561 577 na.
), (6)

Memorandum Item:
Cross-border pluslocd

foreigncurrency claimsof
BIS reporting banks 4031 7578 7,497 7,352

(e) = estimate

(1) Excludes options on individual sharesand derivatives invoving commodity contracts.

(2) Calsplus puts.

(3) Only data collected by ISDA. Excludes information on contracts such asforward rate
agreements, over-the-counter options, forward foreign exchange positions, equity swaps, and
warrants on equity.

(4) Contracts between |SDA members reported only once.

(5) Adjusted for reporting of both currencies.

(6) Caps, collars, floors, and swaptions.

Source: BIS



Financial Markets in Transition 55

substitutes for certain products and servicesformerly provided only
by banks. Second, assumethat, if they wish to, banks can respond to
this competitive threat by providing the same products offered by
nonbank competitors on exactly the same terms as their nonbank
competitors.24 In other words, banks are not encumbered by regula-
tions that prevent them from responding to this competition. Third,
assume, nevertheless, that banks themselves (as opposed to any
nonbank subsidiariesthey might have) arestill at acost disadvantage
relativeto nonbank competitors because of certain regulations which
are imposed on them but not on nonbank intermediaries.2’ Finally,
assume that the additional regulationimposed on banksis necessary
to achieve specified (and accepted) socia objectives, such as the
preventionof bank runs. In other words, weareruling out " excessive™
or ""unnecessary" regulation as a cause of the declining fortunes of
banks by explicitly recognizing that banks are different from non-
banks and as a consequence require greater regulation.26

Using these assumptions, et us take the concrete example of non-
bank-sponsored MMMFs. MMMF shares are good but not perfect
substitutesfor bank checkabledeposts—they do not provide alegal
promiseof par value, are not government-insured, often do not permit
unrestricted access, are not supported by a branch network, and so
forth. Because we have assumed that banks are subject to greater
regulatory costs, MMMFs can pay higher yieldson their sharesthan
bankscan pay on deposits. Households, therefore, can be expected to
shiftat least somedf their assetsfrom bank depositsto MMM Fshares
in order to obtain the higher yield. The quantity of assetsthat will be
shifted will depend on the preferencesof households. If households
are highly risk-averse, and consequently value highly deposit insur-
ance, few assetswill be shifted. If, on the other hand, this protection
is not highly valued, large numbers of households may shift to
MMMF shares.

Confronted with a potential erosion in their customer base, we
would expect banksto respond by sponsoring and offering their own
money market mutual funds. We have assumed that banksarefreeto
provide MMMF services on terms equal to those of nonbank com-
petitors, and, a least with respect to their mutual funds subsidiaries,
arenot at any cost disadvantage. They can, consequently, pay thesame
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ratecof intereston MMM Fsharesastheir nonbank competitors. Under
thisscenariowe can expect some househol dsto switch to bank-spon-
sored MMM Fsand othersto switch to nonbank-sponsored MMMFs.
In either case, however, households holdingsof bank deposits rela-
tive to their holdings of MMMF shares (both bank and nonbank
sponsored) will decline. Thus, measured in terms of bank deposits,
banks shareof financial intermediation will shrink.

Supposethat for somereason househol dspreferred bank-sponsored
MMMFsto others, so that most or al households who moved their
deposits to MMMFs ended up holding bank-sponsored MMMFs. In
thiscase, thesharedf financia intermediary assets under management
by banks would not decline, or would not decline to the same extent.
In other words, when measuredin termsof al intermediary assets, as
opposed to just bank deposits, banks' share of financial intermedia-
tion would declinevery little. In the extreme case where bank-spon-
sored MMMFs captured al of the shifting household assets, there
would be no declineat all in banks' share of financial intermediation
when measured in terms of assets under management. Further, if
banks share of financia intermediation were measured in terms of,
say, gross revenuesearned, we might alsofind little or no declinein
banking.

This example, therefore, demonstrates that different measures of
financia intermediation can give different impressions about the
decliningroleof commercial banksasfinancia intermediaries. In this
paper | have emphasized deposits as the appropriate measure of the
declining importanceof banking because| believethis measureto be
the most relevant to the key policy issues.

In particular, whether weshould care about adeclinein the banking
industry--or a decline in the importance of bank depositsin the
economy —should turn on the view that we have about the role of
banks and bank depositsin theeconomy, and of bank regulation. The
successof nonbank MMM Fs (and the consequent declinein banking)
under our hypothetical scenario, after all, semmed from nonbank
MMMFs being able to pay higher yields on MMMF shares because
of the additional regulatory burdensimposed on banks. An obvious
question, therefore, is:** Should the sameregul atory burdens(or costs)
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be imposed on MMMFs?” And, if not, why not? Theanswer to these
guestionsin turn dependson theanswer to thefollowing question: *'Is
it necessary to impose bank-type regulationson MMMFsin order to
achieve the social objectives underlying bank regulation?

Historically, the two primary social objectives of bank regulation
have been to facilitate theimplementation of monetary policy and to
maintain systemic stability by containing or eliminating**bank runs.”
To achieve thefirst objective, reserve requirements are imposed on
banks. To achievethe second, deposit insurance together with capital
requirements, portfolio restrictions, and so forth, are imposed on
banks. Subsidiary (in my view) social objectives of bank regulation
have been to provide a safe harbor for small depositors (through
depositinsurance) and to allocate credit to high-priority sectorsof the
economy (such as viathe Community Reinvestment Act).

Thus, the question of whether we should care about the decline of
banking (or of bank deposits) is fundamentally a question about
whether thisdeclinejeopardizesthe objectivesof bank regulation. In
particular, does it undercut the effectiveness of monetary policy by,
for example, changing (or making less predictable) the relationship
between bank reserves and the targeted monetary aggregates, or
between the monetary aggregates and aggregate economic activity?
Does it increase the risk of systemic collapse by increasing the
proportionof household liquid assetsthat are held in an uninsured (or
nondeposit) form?Or, in thecontext of our hypothetical, areMMMFs
as vulnerableto shareholder "'runs” as banks are to depositor **runs*?

If theanswer to these questionsis™yes' thecorrect policy response
is to extend bank-type regulations to nonbank competitors, such as
MMMFs. If, on the other hand, the answer is "'no," we should not
interveneto prevent the banking industry from shrinking in response
tofinancial innovationsand marketconditions.Many once-successful
industries have ultimately suffered a decline as a consequence of
technological change: the anthracite coal industry was supplanted by
the oil industry, and the horsedrawn carriageindustry by the auto-
mobile industry. Financial service industriesare not immuneto this
kind of market Darwinism.
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The questions posed above, | presume, will be the subject of
subsequent papers presented at this conference. They will also,
undoubtedly, be the subject of much future research by academics.
While | hold some preliminary views on these matters, it is not the
roleof thispaper to address these questions. | |eavethat to subsequent
speakers, and | very much look forward to hearing what they haveto

say.

Author's Note: The author thanks hiscolleagues Glenn Hubbard and Rick Mishkin for help-
ful commentson an earlier draft, and Mike Canter for excellent research assistance.
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identical products on the same terms. This means, among other things, that bank subsidiaries
and nonbank competitors have the same production and cost functions, and, in particular, that
bank subsidiaries are not at a disadvantage because of regulation. This assumption, therefore,
abstracts from potential regulatory complications due to possible conflictsof interest behveen
banks and their subsidiaries.

251mplicitly, therefore, we assume that the benefits to individual banks from government
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Commentary: Financial Markets
in Transition—or The Decline
of Commercial Banking

Kumiharu Shigehara

Thereis no doubt that thefinancial sectorsof most of theindustri-
alized countries have been undergoing enormous structural changes
for at least the past decade, and arelikely to continue to do so for the
foreseeablefuture. Professor Edwards' paper should proveavauable
reference on thissubject; it provides a useful combination of factual
material putting thesedevel opmentsin historical perspective,analysis
of their driving forces, and discussion of their policy implications,
particularly in theareaof financial regulatory policies. My comments
that follow areconcerned mainly with questionsof emphasi sand with
amplifying in afew areas where thiscan usefully be done.

Factual background

Let mefirst take up thefactual part of the paper. It putstogether an
impressive collection of datato illustrate the nature of the structural
changesthat have been taking place. Themain stylizedfactstoemerge
could be summarized asfollows:

(1) Commercial banks in the United States have suffered along-
term declinein their share of thefinancial sector —roughly ahalving
of market share, measured by total assets, since the beginning of this
century. The corresponding gai ners have been pension and insurance
funds and other kindsaf collective investment institutions.
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(2) Thistrend has tended to accelerate in periods of rapid financial
expansion and innovation, notably in the 1920sand 1980s.

(3) Thechanging institutional structure of financial intermediation
in the United States has been accompanied by substantial changesin
theinstrumentsand technology of financial intermediation, including
particularly thetrend toward securitization of financial claimsand the
increasing availability of derivativeinstruments.

(4) During the past decade, similar trends to these have been evident
in several other countries including the United Kingdom, Japan,
Australia, and the Scandinavian countries—broadly the group of
countries that experienced the most pronounced financia expansions
during the 1980s.

| would not seriously dispute any of these conclusions emerging
from factual analysis, and indeed they are in broad agreement with
observations made in a number of recent studies by the Organization
for Economic Cooperation and Development (OECD).! However, the
datashown in the paper probably exaggerate the extent of the decline
of the banking sector. Regulationsthat discriminate between types of
activities by institutions create incentives for them to change lega
forms even when there may be little or no change in the substance of
what they are doing; examples include the setting-up of nonbank
subsidiary companies by banks or the creation of new financial
instrumentsto bypass regulatory constraints, trendswhich would tend
to reduce banks apparent market share when measured using bal-
ance-sheet data. Thissaid, however, it isclear that thefinancial trends
outlined in the paper are of considerable importance.

Two key featuresaf financial market trends

My somewhat more detailed comments shall focus on two key
features of financial market trends, especially from the point of view
of comparison across OECD countries, since the paper basically
discussesthe U.S. situation. They are the trends toward securitization
and financial conglomeration.
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Securitization

Some observers argue that securitization, which is one of the
strikingfeaturesof financial developmentin the 1980s, will inevitably
erode the scope of the franchise traditionally enjoyed by banks.
Increased recourse to the traditional forms of securitization such as
the issuance of bonds and commercial paper has been observed in
most OECD countries, but there has been growing divergence between
the United States and other OECD countries with respect to the more
sophisticated " generation™ of securitized activities. Thedevel opment
of asset-backed and mortgage-backed securities has made major
inroadsonly in the United States. Most of the mechanisms currently
being used in securitization were developed in the United States, and
thus reflected U.S. laws and practices. Incompatibilities of legal
systems can arise when attempts are made to transfer American
techniques to other countries. However, even in such countries asthe
United Kingdom and Canada where the legal system is relatively
similar to that of the United States and the transfer of **securitization
technology" should be relatively easy, markets in asset-backed and
mortgage-backed securities do exist, but have not attained the propor-
tions reached in the United States. There must also be other factorsat
work.

Therearesomespecial featuresof theU.S. banking systemthat have
encouraged the expansion of securitization, such asthelarge number
of small banks and thelack of geographic dispersion. Thetradition of
competition between banks and capital markets and the recourse to
fixed-rate mortgages have also been significant factors. On the other
hand, the prevalence of the universal banking system and the conse-
quent capability of indigenous banks to prevent competitors from
encroaching on traditionally profitable areasof activity areoften cited
asamong thefactorsthat haveinhibited the advance of securitization
in continental Europe. Some aspects of attitudes in the European
financial community can also be noted. Securitization hascometo be
perceived asa " distresstechnique” that is used by institutions which
have difficulties or which have low-quality assets they wish to sell.
Moreover, in many countries, the spreads among borrowers with
different risk ratings are not as wide as in the United States, thus
lessening incentives to engage in securitization. For many European
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countries, the capacity of banks to hold onto their traditional business
has been backed up by the authorities who, observing the experience
of countries with radical disintermediation and concluding that the
results have on balance been unfavorable, have limited the scope for
disintermediation.

In Japan, the downgrading of banks and the overhang of impaired
assets as well asinternationally agreed capital adeguacy rulestend to
create more favorable conditions for securitization. Even so, it is
unlikely that securitization will undergo major expansion in corning
years, given the cautious stance of the authorities and the attitude of
nonbank investors which may remain highly risk-averse, following
thefinancial excess of thelate 1980s.

Regardless of how far it may advance in particular countries in
coming years, securitization represents a permanent change in the
financial systems of virtually all OECD countries, and banks would
haveto adapt their activities accordingly. Notably inthe United States,
where the banks had long ago lost their large and highly rated
corporate borrowersto the capital markets, securitization has offered
an opportunity to recapture some of their business opportunities by
acting as originators or servicers of securitized assets. Indeed, secu-
ritization can be seen asthe processthrough which banks seek toearn
fee-based income rather than holding assets on the books at a time
when banks are under internal pressure as well as constraints from
supervisory authoritiesto maintain relatively high capital/asset ratios.
In the financial markets of the future, banks are likely to earmark
greater resources in thisdirection asopposed to traditional lending.

Conglomeration

Thesecond key development isthetrend toward financial conglom-
eration which has generally accentuated in OECD countries during
the past fifteen years or so. This has been particularly the case for
ownership and operational linkages between banks and securities
firms on the one hand, and banks and insurance companies on the
other. The creation of fully fledged conglomerates (linking institu-
tions operating in all segmentsof thefinancial servicesindustry) has
been rare. But the subject has becomeincreasingly topica in Europe
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in the context of the Second Banking Directive of the European
Community (EC) under which EC credit institutions are allowed to
carry out investment business, aswell astraditional banking business,
anywherein the EC.

However, it is far from proven that economies of scale and scope
areso largeastojustify arush into conglomeration. The OECD-spon-
sored survey of theliteratureon this issue? confirmsthat, on the basis
of the findings of more than 100 studies carried out between 1982-
1991, existing empirical studiesdo not yield conclusive results as to
the existence of significant economies of scale and scope in the
financial servicesindustry and that, at thelevel of cost efficiency, the
effectsof organizational inefficiency (failureto attain cost control and
efficiency at the management level) are much more important. These
observations are particularly relevant in the context of mergers and
acquisitions, and the related issue of the extent to which they could
contribute to remedy the problem of overcapacity in the financial
servicesindustries. The problem of overcapacity cannot be solved by
mergers, unless they are accompanied by a substantial release of
resources previously employed in the financial institutions. Once
financial institutions reach arelatively moderate size, it isnot certain
that they can become more efficient with growth. Experience would
seem to suggest that often very large financial organizations become
progressively less profitable, as growth issought asanend in itself.

When OECD governments intensified the policy of liberaization
and deregulation of financial markets in the 1980s, many observed
that thefuture would hold agrowing despecialization and internation-
alization. Recent devel opments suggest that the actual picturewill be
more nuanced. Regulatory changes and technological developmentin
the future may further weaken the segmentation of financial markets
in many OECD countries, and increase the possibility for financial
institutions to enter new grounds at their discretion. However, rather
than an exclusive despecialization and conglomeration, individual
financial institutions may become more inclined to select only those
activitieswhich they themselves judge as best-suited for their specific
circumstances.

This scenario leads into the final set of issues raised in Professor
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Edwards paper, namely, does the relative decline of traditional
banking matter, and how should regulatory policies respond?| shall
leave issues concerning the implicationsfor the conduct of monetary
policy to speakersin the subsequent sessions.

Implicationsfor regulatory policies

As Professor Edwards' paper suggests, answers to the question
raised above depend importantly on one's view of the underlying
rationalefor financial regulations. To put thisissue somewhat differ-
ently from theway it isset out in the paper, two broad approachescan
be distinguished. Thefirst, what | would call thefunctional appro‘ach,
holdsthat banks and other financial institutions are regulated primar-
ily because of the adverse externalitiesthey may generate. For exam-
ple, it might be argued that financial intermediation without 100
percent reservebacking inherently carriestherisk of *'runs" occurring
inindividual institutionswhich could aso threaten the stability of the
financial system as a whole. In this view, it makes sense to design
regulationson afunctional basis, acrossinstitutional boundaries. that
is, to regulate the particular activitiesthat arethought to generate these
systemic risks, whatever ingtitutions are engaged in them. Thisisthe
thrust of the argument of those who favor, for example, a "'level
playing field" between banks and securities firms.3

The second view, which | would call the institutional approach, is
that institutions are regulated to ensure a spectrum of choice for the
purchaser of financial services. This would argue that, since many of
those purchasers (especially consumersand small businesses) cannot
easily monitor the safety of financial institutions, it makes sense for
regulatorsto set up aregulated "'safe'” class of institutions (for exam-
ple, banks), whose optimal size can then be determined by market
forces. Agents would also be free to conduct their business outside
the regulated sector where that was more efficient. In this view, a
declinein therelativesize of theregulated sector would not be acause
for concern, provided it was not brought about by somedefect in the
regulations themselves.

Our current system of regulationsclearly haselementsof both these
approaches underlying it. However, current trends appear to be for a
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shift in the direction of a more functional approach to regulation,
toward greater consistency of regulations across institutional types.
Thisisat least partly aresponse to the expanding market share being
gained by the nonbanks. Whether or not this is a sensible response,
and how far it should go, may be something that can usefully be
discussed in this conference.

Endnotes

'See, for example, the OECD’s recent submission to the G-10 study, I nternational Capital
Movements and Foreign Exchange Markers, April 1993 (Annex III}; see also OECD, Banks
Under Stress, 1992.

2See Grancarlo Frestieri, “Economies of Scale and Scopein the Financial Services Industry:
A Review of Recent Literature," in Financial Conglomerates, OECD, 1993.

3For a critique of this approach, see Schaefer, " The Regulation of Banks and Securities
Firms," London Business School, (August 1989).






Credit Channel or Credit Actions?
An Interpretation of the Postwar
Transmission Mechanism

Christina D. Romer
David H. Romer

Monetary policy actions affect credit flows in two ways. First,
tightening of policy leadsto increasesin theoveral level of interest
rates. When prevailing interest rates rise, borrowers may choose to
borrow less, and lenders may choose to ration fundsto certain types
of borrowers. Thisisthe"interestrateside” of the monetary transmis-
sion mechanism. Second, monetary policy actionsmay directly affect
the ability of certain typesof lendersto obtain funds. Because banks
obtain a large portion of their funds from instruments subject to
reserve regquirements, open market operations, which ater the quan-
tity of reserves, may affect the opportunity cost of fundsto banks
beyond their impact on general interest rates. Monetary policy may
therefore particularly affect firms and households that depend on
banks for loans. Such effects on the ability of particular classes of
lenders to obtain funds are the "credit sde” of the transmission
mechanism.}

Both of thesecomponentsof themonetary transmissionmechanism
could be affected by recent changesin Americanfinancial institutions
and regulations. For example, the development of substitutes for
demand deposits and currency, such as money market mutual funds,
may |lessen the Federal Reserve's ability to control short-terminterest
rates. Similarly, banks' increased reliance on hondeposit sources of
funds, such as certificates of deposit, and the growth of aternatives
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to bank |oans, such ascommercial paper and financecompany loans,
may reduce the ability of Federa Reserve actions to influence the
supply of bank loans.

To understand how these recent changesin financial markets and
regul ations have actually changed the monetary transmission mecha-
nism, one has to understand the components and functioning of the
transmission mechanism in the past. To thisend, the first section of
this paper is devoted to a systematic analysis of the transmission
mechanism in episodes of contractionary Federal Reserve policy in
the postwar era.

This narrative analysis suggests three important facts about the
postwar transmissionmechanism. First, therehasbeen an interest rate
channel throughout the postwar era. Even though financial institu-
tions have changed substantially over time, tightening by the Federal
Reserve has consistently led to significant rises in interest rates.
Second, even thoughfinancial marketshave become morediversified
and lessregulated in recent years, the U.S. financial system has been
remarkably flexiblethroughout the postwar era. In response to con-
tractionshy theFederal Reserve, banksinthe1950s, 1960s, and 1970s
found waysof raisingfundsand adjusting their portfoliosso that they
could maintain lending. And third, to thedegree that banks ability to
lend was reduced during monetary contractions, it was typicaly
because the Federa Reserve (often in conjunctionwith Congressand
the President) used regulatory actions and moral suasion to restrain
bank lending directly, not because of an inherent link between mone-
tary tighteningand bank loans.?

In the second section, we supplement these narrative accountswith
simple statistical testsof the effects of genera monetary tightening
and direct credit actionson the availability of bank loansand on real
activity. Wefind that direct creditactionsarefollowed by large, rapid,
and statistically significant decreasesin the quantity of bank lending
relativeto commercial paper issuance(the mix™) andincreasesinthe
difference between theinterest rateson bank |oansand on commercial
paper (the "spread”). Thus the regressions confirm the narrative
evidencethat the direct credit actions disrupt bank lending.
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Theregression results concerningtheimpact of general tightening
onbanks ability tolend arelessclear-cut. Kashyap, Stein, and Wilcox
(1993) demonstrate that periods of tight policy are associated with
declines in the mix and rises in the spread. They interpret these
findingsasevidenceof abank credit channel of open market opera-
tions. Subsequent research, however, has shown that substantial parts
of these movementsreflect changesin therelativeriskinessof differ-
ent types of borrowers, rather than in the relative ability of different
types of lendersto obtain funds (Gertler and Gilchrist, 1993; Oliner
and Rudebusch, 1993). Wefind that including adummy variablefor
Federal Reserve credit actionseliminatesalargepart of theremaining
estimated effectof general monetary policy on themix and thespread.
Thusthe regression results are consistent with the narrative evidence
suggesting the absence of asignificant bank credit channel of mone-
tary transmissionfor open market operations.

In contrast to the resultsfor lending, the regressionsfor real output
are fairly clear concerning the effects of genera tightening, but
somewhat ambiguous concerning the effects of credit actions. Con-
trollingfor theeffectsof Federal Reservecreditactionsdoesnot affect
our earlier finding (Romer and Romer, 1989, 1992) that Federa
Reserve shifts to anti-inflationary policy are followed by large and
statistically significant declines in rea activity. The impact of the
credit actions, on theother hand, i snot precisely estimated. When the
general policy shifts are controlled for, the point estimates suggest
that the credit actions lead to moderate declines in real output. But
neither the hypothesisthat the effect is zero nor the hypothesisthat it
is considerably larger can be rejected.

Taken together, the narrativeand statistical evidence suggest anew
candidateinterpretation of the credit sideof the transmission mecha-
nism. Monetary policy has a large impact on banks' ability to lend
only when open-market operations are supplemented by actions
aimed directly at restrictinglending. At the sametime, the main redl
effectsof monetary policy comefrom theinterest rate effectsof open
market operations rather than from these credit actions.

Thisview of theinterest rate and credit sidesof monetary transmis-
sion in the postwar eraimplies that the recent changesin financia
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market institutions and regulations should only affect the transmis-
sion mechanism if they fundamentally alter the ability of the Federal
Reserve to affect interest rates or to curtail lending directly. In the
third section of the paper, we argue that there are neither empirical
nor theoretical reasons to expect the Federal Reserve's control of
interest rates to diminish in theforeseeablefuture. We aso find that,
whiletherole of bankshascertainly changedover time, banksarestill
central to firm finance and bank loans would still respond to direct
credit actions. Thus, the central elementsaf the transmission mecha-
nism have not been atered by recent ingtitutional and regulatory
changes.

Whileour analysissuggeststhat recent changesin financial markets
have not fundamentally changed the transmission mechanism, this
does not imply that the transmission mechanism has not changed for
other reasons. In particular, while the interest rate component of
monetary transmission may have been relatively constant, the credit
component appearsto have changed substantially. Specificaly, aswe
describein thethird section, in recent episodesof monetary tightening
the Federal Reserve has relied much lesson direct credit actionsand
has focused instead on movementsin interest rates. It is this change
inthebehavior of the Federal Reservethat we believemainly accounts
for any lesseningof the credit component of monetary transmission.

Narrativeevidence
Overview

Much can belearned about the transmissionmechanism by looking
a theresponsedf theeconomy to identifiable monetary contractions.
In previous work (Romer and Romer, 1989, 1992), we identified
seven episodesin which the Federal Reservemoved to reduce infla-
tion and appeared willing to accept the output sacrifices necessary to
do so. The dates of these seven monetary policy shocks, which we
identified from both the published accounts of the decisions of the
Federal Open Market Committeeand, when avail able, the Minutesof
the FOMC Mesetings, are October 1947, September 1955, December
1968, April 1974, August 1978, October 1979, and December 1988.
In addition to theseepisodes, thereare other timesin which theFedera
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Reservesought to counteract fiscal stimulusand hold inflation steady
in responseto significant inflationary pressures. The most important
of these episodes occurred in March 1959 and December 1965.

In all of these nineepisodesinterest ratesclearly rose. Thiscan be
seenin Chart 1, which showsagraph of thethree-monthTreasury bill
rate.3 The datesof contractionary monetary policy shocksare marked
with solid vertical lines and thedates of thetwo lesssevere monetary
tightenings are marked with dotted vertica lines. While there is
obviously considerablevariationin thesize of theinterest rate move-
ments, in all episodesthethree-monthTreasury bill raterose substan-
tidly. On average over the nine episodes, the highest Treasury bill
rate during the six months after the shock was 213 basi s points more
than the lowest rate during the six months before the shock. Other
interest rates, such asthefedera fundsrate, thecommercial paperrate,
and the corporate bond rate, show the same consistent rises in the
episodes.

Chart 1

Treasury Bill Rateand Monetary Contractions
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Thisriseininterest ratesafter monetary contractionsi safundamen-
tal component of monetary transmission. In a previous paper (Romer
and Romer, 1990), we argue that the "'interest rate channd™ of the
transmission mechanism is the most significant way in which deci-
sions by the Federal Reserve affect the real economy. This suggests
that, in contemplating recent changes in the financial system, an
important question to ask iswhether any of the changes have dtered
the ability of the Federal Reserveto affect interest rates. While we
analyze this question in more depth below, Chart 1 shows that there
has been no obviouschangein the ability of the Federal Reserveto
control short-term rates. It may have taken larger or smaller move-
ments in reserves to achieve a certain movement in interest ratesin
various eras, but the empirical evidence clearly suggests that the
Federal Reserve has consistently been able to make rates move.

As discussed above, monetary contractions may raise the cost of
fundsto banksbeyond their effect onthegeneral level of interest rates.
Thisdirecteffect on banksisthe piece of thetransmissionmechanism
that is most often thought to be affected by the increasing diversifi-
cation and deregulation of the American financial system. To under-
stand why effectson banks ability to lend are a component of the
transmi ssionmechanism, and especially how thetransmissionmecha-
nism may have been affected by recent changesin financial markets,
we consider each of theepisodesof tight monetary policy in turmn. We
begin with the periods of tight policy from the 1966 " credit crunch
to the 1980 credit controls, since theseillustrate banks flexibility and
the Federal Reserve's reliance on direct credit actions most clearly.
We then describe the episodes of tight policy in the early postwar
years. The discussion of the most recent episodes of tight policy is
deferred to the third section of the paper, where we consider recent
changesin the transmission mechanism.

Episodes, 1965-1980

This subsection discusses the mgjor episodes of tight monetary
policy in the 1960s and 1970s.* We argue that the limitations on
intermediaries ability to lend that arosein these periodswerelargely
the result of direct actions by the Federal Reserve and of particular
regulations (notably Regulation Q). In the absence of these actions
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and regulations, intermediarieswould have had sufficientflexibility
in their portfolios and in their ability to raise funds to avoid sharp
reductionsin lending.

1965.Thefirst episodedf restrictive policy weconsider isthe 1966
""credit crunch.” The Federal Reserve shifted to tighter policy in 1965
in response to expansionary pressures caused by the Vietnam War,
the 1964 tax cut, and high investment spending. The federal funds
rate, shown in Chart 2 with the dates of monetary contractions and
tightenings marked with vertica lines, rose from 4.01 percent in
September 1965 to a pesk of 5.77 percent in November 1966.° As
describedin the1967 Economic Report of the President (p.55), banks:

"* obtai ned additional loanablefunds by increasingtheir borrow-
ings from the Federal Reserve, reducing their investmentsin
securities, bringing back fundsfrom foreign branches, and attract-
ing additional time deposits through higher interest rates (par-
ticularly on negotiableCDs and savingscertificates). Asaresult,

Chart 2
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they were able to expand business loans a an annua rate of
about 20 percent in thefirst haf of 1966."

Over the course of 1966, the Federal Reserve's concern about the
rapid growth of lending, fallsin the prices of state and municipal
securitiesresulting from banks' reductionsof their security holdings,
and the outflow of funds from thrifts to banks caused it to adopt
increasingly strong measuresaimed at restrictinglending. Early in the
year, the System began to exert moderate direct pressure on banksto
reducetheir lending. It allowed theexisting RegulationQ interest rate
ceiling to become binding in July 1966; the System'’s reason for not
raising the celling was specificaly to reduce banks' ability to make
business loans (Monhollon, 1970; Burger, 1969). In addition, the
Federal Reserve, the Administration, and Congressacted to lower the
maximum interest rates on certain typesof bank liabilitiesin July and
again in September. To further limit banks ability to raisefunds, the
Federal Reserveraised reserve requirementson time depositsin July
and September, and made short-term promissory notes subject to
reserve requirements and Regulation Q in September. Finally, the
System stepped upitsdirect pressureon banksto reducetheir lending,
culminating in itswell-known September 1 letter. Theletter statedin

part:

'The System believesthat the national economicinterest would
be better served by adower rate of expansion of bank loansto
business . . . Further substantial adjustments through bank
liquidationof municipa securitiesor other investmentswould add
to pressures on financial markets. Hence, the System believes
that agreater shareof member bank adjustmentsshould takethe
form of moderation in the rate of expansion of loans, and
particularly businessloans.

"* Accordingly, thisobjective will be keptin mind by the Federal
Reserve Banks in their extensions of credit to member banks
through the discount window."

Owensand Schreft (1993) conclude, based on contemporary bank-
ing industry sources, that the Federal Reserve's pressure had a sub-
stantia impact on lending.
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1968-1969. The Federal Reserve's next shift toward tighter policy
began in late 1967. The federal funds rate rose from alow of 3.79
percent in July 1967 to a high of 9.19 percent in August 1969.
Regulation Q became binding in November 1968. Banks displayed
even more flexibility than in the 1966 episode in responding to the
resulting outflow of funds: they reduced their security holdings,
borrowed heavily in the Eurodollar market, issued new small denomi-
nation time deposits, increased their borrowing at the discount win-
dow, entered loan repurchase agreements with their borrowers, and
issued commercial paper through bank holding companies. The Fed-
eral Reserve responded by effectively prohibiting repurchase agree-
ments in August 1969, and by placing reserve requirements on
additional Eurodollar borrowingsin September. In addition, through-
out 1969 there was pressure—backed by the threat of legislation—
from the Federal Reserve, Congress, and the Administrationon banks
to keep loaninterest rateslow and to limit their lending. This pressure
appearsto have prevented banksfrom raising the primerate after June
1969 despitelargeincreasesin prevailinginterest rates. Theresulting
low ratesof return onloans, together with thedirect pressureto restrict
loan growth, appear to have had a large effect on banks lending
(Owens and Schreft, 1993, and Wojnilower, 1980).

1974. The third episode of tight monetary policy took place in
1973-1974. The federal funds rate rose from dightly over 5 percent
in late 1972 to 10.78 percent in September 1973; it then declined to
8.97 percent in February 1974 before rising to a peak of aimost 13
percent in July 1974. Again banks resorted to aternative sources of
fundsto maintain their lending. M ost notably, issuanceof CDs, which
were no longer subject to interest rate ceilings, exploded in 1973 and
1974. Banksa soincreasedtheir Eurodollar borrowings, reduced their
security holdings, and issued commercial paper and variableinterest
rate bonds through bank holding companies.

Again the Federal Reserve took actions to attempt to limit banks
effortsto maintain their lending. It increased the margina reserve
requirement on largeCDs and bank-related commercia paper from5
percent to 8 percent in May 1973 and to 11 percent in September.
These large increases appear to have been the source of the pausein
the risein the quantity of CDs and in bank businesslending in late
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1973 and theincreasein business borrowing through thecommercia
paper market (Economic Report of the President, 1974). Themarginal
reserve regquirements were lowered to 8 percent in December, and
during the period of tight policy in 1974, the Federal Reserve does
not appear to have made significant direct effortsto discourage bank
lending.® Indeed, the difficultiesof Franklin National Bank in May
and the failure of the German Herstatt Bank in June disrupted the
commercial paper marketand led toashiftof borrowingtoward banks
(Federal Reserve Bulletin, August 1974). The only notable direct
disruptions of lending by intermediariesin 1974 appear to have been
in the mortgage market, where state usury ceilings were binding in
many states.

1978-1980. The final episode we consider in this subsection is
1978-1980. The Federal Reserveshifted to an anti-inflationary policy
in 1978, and then dramatically strengthened this policy in October
1979. Thefedera fundsraterosefromsdlightly under 7 percentin early
1978 to 11.43 percent in September 1979; after the October policy
shift,it roserapidly to 17.61 percentin April 1980. Even moreso than
in the previousepisodes, both banks and thrifts were ableto resort to
avariety of means of continuing to finance their lending, including
CDs, money market certificates, NOW and ATS accounts, repurchase
agreements, reduced security holdings, and Eurodollar borrowings.
Asaresult, lending continuedto grow rapidly in thefirst threequarters
of 1979, and financia intermediaries sharein total lending actually
rose during this period (EconomicReport of the President, 1980).

Once again, however, the Federal Reserve took direct action to
restrict lending. In conjunction with its change in operating proce-
dures in October 1979, the System established a margina reserve
requirementfor member banksof 8 percent for large CDs, Eurodollar
borrowings, repurchase agreements, and borrowingsin the federal
funds market from lenders not subject to the reserve requirement.
More important, at the direction of President Carter, the Federal
Reserveingtituted formal credit controlsin March 1980. The control
program had avariety of parts, including a broadening and afurther
increaseto 10 percent in the margind reserve requirement on managed
liabilities, restrictions on overall loan growth, and reserve require-
mentson increasesin consumer loans; many of theprovisionsapplied
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to nondepository lendersas well asto banks (see Schreft, 1990, for a
more complete description). Finally, the high interest rates again
caused stateusury lawson consumer loansto becomebindingin many
states.” Thus, asin theearlier episodes, therestrictionson intermedi-
aries ability to lend in this episode appear to have arisen primarily
from direct Federa Reserve actions and particular regulations, not
from general featuresof monetary policy and thefinancial system.

Episodes, 1947-1964

This subsection discusses the mgor episodes of tight monetary
policy in the 1940s and 1950s.8 Wefind that in all of these episodes
bankssought to maintainlending by selling off government securities
a rapid rates. In 1947 the Federa Reserve intervened to restrict
lending directly, while in both 1955 and 1959 the Federal Reserve
appearsto haveletinterest rates be theonly mechanismfor restraining
credit creation.

1947. In October 1947 the Federal Reserve moved to stem thehigh
rate of inflation that accompanied the return to peacetime consumer
spending patterns. Among the actions taken in late 1947 and early
1948 werea small rise in thediscount rate and an agreement with the
Treasury to allow therate on short-term government securitiesto rise
fromitslow pegged level (though the rate on long-term government
bonds remained fixed). Theimmediate responseof the banking sys-
tem to the contractionary policy was to sdll off some of its vast
holdings of wartime government debt in order to maintain lending.
These sales, coupled with an inflow of gold from abroad, caused the
monetary contractionto havelittleimmediateimpact on bank lending.

As in the contractionary episodes of the later postwar era, the
Federal Reserve responded to evidence of flexibility in the banking
system by taking additional measuresto restrict lending directly. In a
joint statement issued on November 24, 1947, the Federal Reserve,
the Comptroller of the Currency, the FDIC, and the Nationa Asso-
ciation of Supervisors of State Banks urged bankers to "'exercise
extremecaution in their lending policies” (Federal Reserve Bulletin,
December 1947, p. 1465). Further weight was given to the call for
voluntary credit restraint by a proposal submitted to Congress by
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Federal Reserve Chairman Mariner Eccles for a specia temporary
reserve requirement, held in theform of government securities,of an
additional 25 percent on demand deposits (Federal Reserve Bulletin,
January 1948, p. 14).

The most substantiveaction taken torestrain credit wasdirected not
against business loans but against consumer installment credit. In
August 1948, the Federal Reserve convinced Congress to reimpose
the restraints on consumer installment loans that had existed during
the war (though in a somewhat more lenient form than in the early
1940s). Theserestraints, which became effectivein September 1948,
set minimum down payments and maximum maturities for install-
ment loans. They are cited by the Federal Reserve as an important
cause of the leveling off in the growth of installment credit in the
fourth quarter of 1948 (Federal ReserveBulletin, April 1949, p. 336).

1955. In late 1955 the Federal Reserve again became concerned
about the current level of inflation and moved to a more restrictive
monetary stance. Thediscount rate was raised four timesin 1955 and
the FOMC authorized contractionary open market operations. This
switch to tighter policy is clearly evident in both the federal funds
rate, which increased by over 100 basis points during 1955, and the
rateon short-term government securities, which increased by roughly
150 basi spointsin the same period. Short-term ratescontinued to rise
in 1956 and early 1957, with the T-hill rate reaching a pesk vaue of
3.59 percent in October 1957.

Asin 1947, banksresponded to the pressureon reservescaused by
the contractionary open market operations by selling off government
securitiesin record amounts. Bank holdingsof government securities
declined nearly 11 percent in 1956. This reduction in investments
allowed banks to maintain loans to businesses. In contrast to its
behavior in 1947 and in the | ater episodes, the Federal Reserve took
no additional actionsto restrict creditduring the 1955 episode. Indeed,
in January 1957 the Federal Reserveraised the Regulation Q ceiling
on the maximum interest rate payableon time deposits, apparently to
prevent asqueezeon bank lending (Federal ReserveBulletin, Febru-
ay 1957, p. 123). Testimony by Federa Reserve Chairman William
McChesney Martinin February 1957 showsthat the Federal Reserve
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was very willing to allow alocation by price and actively opposed
direct credit restrictions. In response to the question "'Is there any
acceptable way of restraining the demand for loans without raising
interest rates?* Martin answered:

" Essentially, theproblemisoneof rationing, andinvolvesmany
of thesamesortsof difficultiesand problemsthat haveattended
such programsin other areas. In a peacetime economy thereis
no acceptable way of administratively determiningwhoisto be
permitted to borrow and whoisto beforbidden. . . An attempt
to develop any system of general administrative rationing of
credit would . . . create inequities. . . [and] would tend to
undermine the flexible and progressive character of our econ-
omy" (Federal Reserve Bulletin, February 1957, p. 150, empha-
sisin theoriginal).

In June 1957 the Board of Governors aso issued a statement
declaring that "a special peacetime authority to regulate consumer
installment credit is not now advisable™ (Federal Reserve Bulletin,
June 1957, p. 648).

1959. Therecovery from the 1957-1958recession was sufficiently
rapid that the Federal Reserve becameconcerned about inflation late
in 1958. However, in this instance, the Federal Reserve was not
sufficiently concerned about inflation that it was willing to accept
output losses to reduce it. Rather, in 1958 and 1959 it took actions
only to prevent the expansion from becoming too brisk. In both
August and October 1958theFederal Reserveraised thediscount rate
(Federal Reserve Bulletin, February 1959, pp. 107-8). In early 1959
the Federal Reserve began contractionary open-market operations
and in March 1959 imposed thefirst of three additional increasesin
thediscount rate (Economic Report of the President, 1960, p.44).The
federa funds rate rose from 0.68 percent in July 1958, when the
Federal Reserve was working to end the recession, to 2.8 percent in
March 1959, when it was serioudly trying to limit expansion. The
federal fundsratecontinued to riseduring 1959, peakingin November
at 4 percent.

Banksrespondedto thecontractionin reservesby onceagainselling
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off short-term government securities. Commercial bank holdings of
government securities declined 16 percent between 1958 and 1960
and & the end of 1959, the ratio of bank holdings of government
securitiesto total depositswasthelowest since beforeWorld War11'
(Federal ReserveBulletin, February 1960, p.122). Asin 1955, the
Federal Reserve appearsto have been willing to let banks maintain
lending and rely only on the rise in interest rates to restrict credit
creation. Chairman Martin testified in February 1960:

"The task of supplying this huge demand for credit without
severeinflationary consequenceshasbeen accomplishedchiefly
by the sound and democratic processof |etting those who would
borrow provide those who would save with an inducement to
risk voluntarily the loan of their savings" (Federal Reserve
Bulletin, February 1960, p. 126).

No direct controlson credit were ever issued, and with the sow-
down in economicactivity in the middle of 1960 the Federal Reserve
switched from contractionary to expansionary policy.

Statigical evidence

The preceding section provides narrativeevidence that the disrup-
tionsof bank lending associated with postwar monetary contractions
were largely the result of deliberate actions by the Federal Reserve.
In this section we examine whether thisconclusion is consistent with
the behavior of twoindicatorsof credit market conditions: the spread
between the prime bank |oan rate and the commercial paper rate, and
the mix of credit outstanding between bank loans and commercia
paper. We find that there is a systematic rel ationshi p between credit
actionsand these indicators, and that the credit actions account for an
important part of the relationship between monetary policy and the
indicators.

This section aso examineswhether Federal Reservecredit actions
have a significant impact on industrial production. We find that they
appear to have a moderate effect on rea output when the genera
stance of monetary policy iscontrolled for, but that these effectsare
measured imprecisaly.
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The mx and the spread

Kashyap, Stein, and Wilcox (1993) point out that to examinethe
relative availability of bank and nonbank lending, one can examine
either relative quantitiesor relative prices. If monetary policy actions
force banksto reduce their lending, bank loanswill fall and firmsthat
are able will turn to alternative sources of finance. Kashyap, Stein,
and Wilcox therefore use the mix of external finance, which they
define astheratio of bank loans outstanding to thesum of bank loans
and commercial paper outstanding, as an indicator of restrictionson
banks' ability to lend. Similarly, if some businessescan only borrow
from banks, then the spread is likely to rise if bank lending is
restrained more than other types of lending.

Themix and the spread are, however,imperfectindicatorsof banks
ability to lend. Firmsthat depend on banks for funds are generally
riskier than firms that issue commercia paper. Thusbank loans may
fal relativeto commercial paper in responseto tight monetary policy
not because banks have difficulty in obtaining funds, but because
lenders do not wish to lend to relatively risky firms in times when
interest ratesare high and theeconomy isweakening. Indeed, Gertler
and Gilchrist (1993) and Oliner and Rudebusch (1993) show that most
of the response of the mix to tight monetary policy documented by
Kashyap, Stein, and Wilcox reflectsa shiftin lending by all typesof
lenders awvay from smal firms (which are largely bankdependent)
toward large firms (which are much less bank-dependent). This
component of movementsin the mix does not reflect a differential
impact of monetary policy on banks' ability to obtainfunds. Similarly,
some portion of the responseof the spread to monetary policy presum-
ably smply reflects the fact that tight policy increases the riskiness
of bank loansrelative to commercial paper.

Charts. Despite these limitations, it is still instructiveto see what
happens to the spread and the mix after the Federal Reserve credit
actionsdescribed in the previoussection. Chart 3 shows the quarterly
spread from 1947 to 1992.9 The vertical lines denote the dates at
which the Federal Reservebegan to interferedirectly inthe provision
of bank credit. We date the startsof the credit actions (in quarters) as
1966:3, 1969:3, 1973:2, and 1979:4. Asdescribed above, the Federa
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Chart 3
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Reserve dso undertook some credit actions in September 1948.
However, because the most significant of those actions, the restric-
tions on installment credit, were directed at consumer loans, one
would not expect alargeimpact on businesslending. For thisreason,
we exclude the 1948 action from the analysis of the mix and the
spread. Wedo, however,includeitin theanalysisof theeffectof credit
actions on industrial production.

Theresponseaf the spread to the credit actionsistruly remarkable.
In al four instances the spread rose substantially within ayear of the
action. Thereis, however, anoticeablevariationin thesizeand timing
of thechange. In 1966 the spread rosefrom roughly zero at the time
of the action to 0.78 three quarters later; in 1979 it rose from 1.98 at
thetimeof theactionto 5.57 just two quarterslater. In 1969 thespread
was negativefor three quarters after the credit action because banks,
under threat of legidation, did not increase the prime rate as other
rates rose. However, even in this instance the spread rose by more
than apoint in late 1970, presumably as soon as the threat abated.
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Chart 4

The Mix and Credit Actions
(1952- 1992)
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Fromthechartitisclear that Federal Reservecredit actionsare not
the only source of movementsin the spread. For example, in both
1954 and 1958thespread jumped by roughly apoint. Based ontiming,
theFederal Reserve'sshiftto anti-inflationary policy in late1955does
not appear to be a candidate explanation for these rises. This is
consistent with the view that credit market disruptionsare the result
of direct credit market actions and other shocks, not a by-product of
general monetary tightening.

Chart 4 shows the quarterly mix of externa finance for 1952 to
1992.19 Once again, the dates of Federal Reserve credit actions are
shown by vertical lines. The behavior of the mix issomewhat hard to
discern because it has had a strong downward trend since the mid-
1960s. However, it is certainly the case that the mix declines after
each of the credit actions in the postwar era. The decline is most
noticeable after the action in 1973, when the mix changes abruptly
fromrising tofalling, and after theactionin 1979, whenthemix falls
rapidly from a level base. As with the spread, the mix moves very
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little during the monetary contractions of 1955 and 1959. This is
consistent with our narrative evidence that the Federal Reserve did
not take direct actions in these episodes to restrict banks business
lending.

Regressionswith dummy variables. The behavior of the spread and
the mix shown in Charts 3 and 4 is consistent with the view that
Federal Reserve credit actions cause disruptionsin bank lending.
However, it is useful to supplement these charts with more formal
statistical tests of the effect of credit actions on these indicators of
bank lending. To test for theeffect of monetary policy on the spread
and the mix, Kashyap, Stein, and Wilcox (1993) regress the change
in the spread or the mix on several own lags and severa lags of the
Romer and Romer dummy variablefor thedatesof Federa Reserve
switches to anti-inflationary monetary policy. This same framework
can be used to analyze the effects of credit actions by replacing the
monetary policy variable with adummy variablefor credit actions.

Lines1 and 7 of Table 1 essentially replicate the Kashyap, Stein,
and Wilcox results. Like them, we regress the change in the spread
and the changein themix, respectively, on eight own lags and eight
lagsof the Romer and Romer monetary policy dummy variableover
the sample period 1964:1 to 1989:4.11 All the dataarequarterly. We use
the regression results to compute the cumulative impulse response
function of the left-hand side variable (either the spread or the mix)
to the monetary policy dummy. The table reports the level of the
impulseresponsefunction and theassociated t statisticfor thequarter
of maximum statistical significance over thefirst eight quartersafter
theshock to thepolicy dummy.12 consistent with Kashyap, Stein, and
Wilcox's results, we find a large and highly significant association
between monetary policy shifts and the spread and the mix. The
estimated pesk responsesare arise of 1.89 percentage pointsin the
spread and adecline of 2.64 percentage pointsin the mix.

Extending the Kashyap, Stein, Wilcox sample period to cover as
much of the postwar era as data availability allows (see Lines 2 and
8) changes the results somewhat.!3 For the spread, including the
1950s reduces the estimated impact of the monetary policy dummy
variableby about athird and reducesthesignificancel evel somewnhat.
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Tablel

Spread and Mix Regressionswith Monetary Policy
Dummy Variable
Cumulativel mpul se Responseat Lag with Maximum Significance
(In percent, lag in brackets,t statistic in par entheses)

Sample Monetary Policy Credit Action
Dummy Dummy
Spread
1.1964-1989 1.89[7]
4.3y
2.1954-1992 1211[7]
(312
3.1964-1989 1.78 [2]
4.78)
4.1954-1992 1.75 (2]
(5.09)
5.1964-1989 1.41 [7] 1.32 2]
(3.61) (3.68)
6.1954-1992 0.80 [7] 1.43 [2]
(2.19) 4.07)
Mix
7.1964-1989 -2.64 [7]
(-3.29)
8.1954-1992 23271
(-3.52)
9. 1964-1989 -1.92 2]
(-3.76)
10. 1954-1992 -1.93[2]
(-4.33)
11. 1964-1989 -1.98 [7] -1.51[2]
(-2.32) (-2.90)
12. 1954-1992 -1.74 [7] -1.56 [2]
(-2.58) (-3.48)

Note: For the regressions reported in Lines 2 and 6, the second lag isslightly more
significant than the seventh lag. However, to preserve comparability with the other results,
we report the cumulative impulse response and t statistic for the seventh lag.
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For the nnx, expanding the sample period reduces theimpul seresponse
function by about 10 percent, though it raises the significancelevel
dlightly. The fact that expanding the sample period reduces the
impulse responses to the monetary policy dummy variablein both
casesis consistent with Charts 3 and 4, which show that neither the
spread nor the mix moved much in response to the monetary policy
shock in 1955.

To seeif credit actions areimportant to the behavior of the spread
and the mix, we redo the Kashyap, Stein, Wilcox regressions with
eightlagsof adummy variablefor theonset of Federal Reservecredit
actions. Asshown in Charts 3 and 4, thequarterly datesof theactions
are1966:3, 1969:3, 1973:2, and 1979:4. However, because thecredit
action in 1969 took the form of restrictions on the prime rate, we
exclude the 1969 date from the spread regression.!4 We run this
regression both over the shorter Kashyap, Stein, Wilcox sample of
1964-1989 and over thelonger period of 1954-1992.

Theresultsin Lines 3, 4, 9, and 10 of Table 1 show that the credit
action dummy variablehasagreat deal of predictive power. When it
is included in place of the monetary policy dummy, the impulse
responses for both the spread and the mix regressions are of the
expected sign and highly statistically significant. For the shorter
sample, the point estimatesimply that a credit action isfollowed by
arapidrisein the spread of 1.78 percentage pointsafter two quarters
and 1.96 pointsafter seven, and by an equally rapid declinein the mix
of 1.92 percentage points after two quarters and 2.37 points after
seven. The point estimatesof theeffectsof credit actionsare virtualy
unchangedin thelonger sample for both the spread and the mix, but
thesignificancelevelsare higher.

Becausecredit actionstypically accompany general monetary con-
tractions, it is more interesting to investigate the effects of credit
actions controllingfor the general tenor of monetary policy. Lines5
and 11 show theresultsof theregressionincluding both variablesfor
the shorter sample period and Lines6 and 12 show theresultsfor the
combinedregressionover thelonger sampleperiod. In theregressions
including both dummy variables, the estimated impacts of credit
actions on both the spread and the mix remain large and highly
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significant. Thus the regressions suggest that the movementsin the
spread and the mix following the credit actions reflect disruptions of
bank lending stemming from these actions, rather than effectsof the
overall monetary policy tightenings that generally occur around the
sametimes.

In addition, thecreditaction variabletakesaway aconsiderabl epart
of the explanatory power of the monetary policy variable. For both
the spread and the mix, theimpul se responsesto the monetary policy
dummy fall by about a quarter when the credit action dummy is
included. If one accepts Gertler and Gilchrist's and Oliner and Rude-
busch's evidencethat the mgjority of theoverall relationship between
the monetary policy shiftsand themix isdue to compositiona effects
rather than to changesin banks' ability to lend, theresultsherefor the
mix leaveonly asmall portion of the relationship to be explained by
abank credit channel 1> We do not have quantitative estimates of the
extent to which the overall link between monetary policy and the
spread is driven by changesin the relative riskiness of bank loans.
However, if the results for the mix are indicative of the sources of
movement in the spread, the relationship between monetary policy
and thespread would alsofor themost part not reflect acredit channel
of monetary transmission.!®

Charts 5 and 6 plot the estimated cumulative impulse response
functions, dong with the associated one standard error bands, of the
spread and the mix to the monetary policy dummy and the credit
action dummy implied by theregressionswith both variablesfor the
full sample period (Lines 6 and 12 of Table 1). The time patterns of
these impul se responses are representative of those implied by the
other regressionsin the table. For the general monetary policy shift,
theestimatesimply agradual responseof both the spread and themix.
This could be consistent with the notion that monetary tightening
affectscredit markets by gradually affecting the creditworthiness of
borrowers. For thecreditactions, in contrast, theresultssuggest avery
sharp response of both the spread and the mix after two quarters, a
considerablereversal of theinitial effect over the next two quarters,
and then a gradually increasing effect over the second year. These
results, particularly therapid strong eff ectsand the quick rebound, are
consistent with the narrativeevidence of the previoussection that the
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Chart 5
I mpulse Response Functionsfor the Spread
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Notes: The impulse response functions are based on the regression of the changein
the spread on eight own lags, eight lagsof the dummy variablefor monetary policy
actions, and eight lagsof thedummy variablefor credit actions, over the sample period
1954-1992. The impulse responses have been cumulated to show the impact on the
level of the spread. The dotted lines show the one standard error bands.
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Chart 6
I mpulse Response Functionsfor the Mix
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Notes: The impulse response functions are based on the regression of the change in
the mix on eight own lags, eight lagsof the dummy variablefor monetary policy
actions, and eight lagsof thedummy variablefor credit actions, over the sample period
1954-1992. Theimpulse responses have been cumulated to show the impact on the
level of the mix. The dotted lines show the one standard error bands.
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actions caused immediate but short-lived disruptions of bank lend-
g 17
ing.

Regressions with interest rates. Kashyap, Stein, and Wilcox also
consider regressions of the change in the spread and in the mix on
eight own lags and eight lags of the changein thefederal fundsrate.
This follows the work of Bernanke and Blinder (1992), who argue
that thefederal fundsrateisthebest continuousindicator of thestance
of monetary policy. Table2thereforepresentsregressionresultsusing
the change in the federal funds rate in place of the monetary policy
dummy variable. For comparability with the other results, we com-
pute the implied impulse responses of the spread and the mix to the
averagerisein thefunds rate during theepi sodesof general monetary
policy tightening. Specifically, the average across the six episodesof
genera tightening since 1954 of the difference between the lowest
vaueof thefundsratein the two quarters before the policy shift and
the highest value in the two quartersafter is 2.84 percentage points,
we therefore find the impulse responses to a 2.84-percentage-point
shock to thefundsrate.

Lines 1 and 7 replicate Kashyap, Stein, and Wilcox’s finding that
thereisahighly significant rel ationship between thefederal fundsrate
and both the spread and the mix. Lines 2 and 8 show that extending
the sample period reduces the impulse response functions slightly.
Lines 3, 4, 9, and 10 replace the funds rate with the credit action
dummy; these regressions are the same as those reported in the
corresponding linesof Table1.

Lines5, 6, 11, and 12 include both the funds rate and the credit
action dummy. We view these regressionsas providingalower bound
on the effects of credit actions relative to general monetary policy
shifts: general monetary policy is measured by acontinuous (and at
times surely endogenous) indicator of monetary policy for the full
sample, whilecredit actionsare measured solely by adummy variable
for just four dates (three for the spread). Nonetheless, the results
suggest a large and significant link between credit actions and the
spread and the mix. The results for the full sample suggest that the
impact of a credit action on the spread after two quartersis aslarge
asthe maximum effect of arise of six percentage pointsin thefederal
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Table2
Spread and Mix Regressonswith Federal FundsRate
Cumulative Impulse Responseat L ag with Maximum Significance
(In percent, lag in brackets, t statistic in parentheses)

Sample Changein Federd Credit Action
Funds Rate Dummy
Spread
1. 1964-1989 0.89 [7]
3.9
2.1954-1992 0.78 [7]
(3.84)
3. 1964-1989 1.78 [2]
(4.78)
4.1954-1992 1.75[ 2]
(5.09)
5. 1964-1989 0.69 [7] 1.26 [ 2}
(2.85) (3.13)
6.1954-1992 0.61 [7] 1.31 (2]
(2.94) (3.49)
Mix
7.1964-1989 -1.28 {3]
(-4.53)
8. 1954-1992 -1.14 [3]
-4.71)
9.1964-1989 -192 (2]
(-3.76)
10. 1954-1992 -1.93 [2]
(-4.33)
11. 1964-1989 -1.07 [3] -1.20[2]
(-3.68) (-2.26)
12.1954-1992 -0.91 [3] -1.29[2]
(-3.69) (-2.75)

Note: For comparability between the two impulse response functions, the impulse to the
federal funds rateis set equal to 2.84, whichisthe average change in the federal funds rate
from itslowest value in the two quarters before a Romer and Romer monetary policy shock
and its highest value in the two quarters after.
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funds rate. For the mix, the estimated effect after two quartersis as
large as the maximum effect of a4 percentage-point risein thefunds
rate. In all cases,theestimated maximumeffectisstrongly significant.
In addition, inclusion of the credit action dummy again reduces the
estimated effect of the indicator of genera monetary policy; the
estimated effect of thefundsrate on both the spread and the mix falls
by about afifth.!1®

Charts 7 and 8 show the cumulative impulse responses and one
standard error bands of the spread and the mix to a rise of 2.84
percentage pointsin thefundsrate and to the credit action dummy for
theregressionsincluding both variablesand run over thefull sample.
Again, the patterns of the impulse responses are representative of
thosefor the other regressions. Theonly notable difference between
these impul se responsesand those shownin Charts5 and 6is that the
responseof the mix to thefunds rate isessentially completein three
quarters rather than occurring gradually over seven, as it doesin
response to the monetary policy dummy.

Taken together, the regression results confirm the narrative evi-
dencedf theprevioussectionthat Federal Reservecreditactionscause
importantdisruptionsof bank lending. Theregressions implicationsfor
the credit channel of monetary transmission are complicated by the
likely impact of general tightening on the spread and the mix through
mechanisms other than a credit channel. The results are certainly
consistent with the narrative evidence indicating that banks have
generally found waysof avoiding restrictionson their ability toobtain
fundsin theface of tight policy; they are not, however, decisive on
thispoint.

Industrial production

Even if credit actions do affect bank lending, there remains the
question of whether disruptionsin bank lending affect real output. To
anayzethi squestion,weexaminehow industrial productionresponds
to credit actions.!? Chart 9 graphsthe monthly Federal Reserve Index
of Industrial Production (inlogarithms) with thedatesof creditactions
shown with vertical lines.20 For this analysis we include the credit
action in September 1948. Whilethe consumer credit controlsin this
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episode would not be expected to affect the nix and the spread, they
shoul d affect consumer spendingand henceoutput.?! Chart 9 suggests
that thereiscertainly acorrel ation between credit actionsand declines
inreal output: after every credit actionindustrial production declines
noticeably within two years.

Aswith the previousanalysisof the mix and the spread, however,
it isimportant to supplement simple chartswith regression analysis.
In Romer and Romer (1989, 1992) wetest theimpact of contraction-
ary monetary policy onreal output by regressingthe monthly change
in industrial production on 24 own lags and the contemporaneous
vaueand 36lagsof thedummy variablefor Federal Reserveswitches
to anti-inflationary monetary policy.22 This same framework can be
used to test the effect of credit actionson industria production.

Table 3 shows theresultsof this analysis. As with the regressions
for the mix and the spread, we report the cumulative value of the
impul seresponsefunction at the point of maximumsignificance. Line
1 smply replicates our previous monetary policy regressions. It
suggests that a switch to anti-inflationary monetary policy causes
industrial production 30 months later to be 11 percent lower than it
otherwisewould have been. Thisdeclineishighly statistically signifi-
cant.

Line 2 showsthat when thecredit action dummy variableis substi-
tuted for the monetary policy variable in the regression, the most
significant impact is felt just nine months later. This suggests that
direct credit actions have a much more rapid effect on output than
does general monetary tightening. The quantitative effect, however,
is noticeably smaller than that of the monetary policy dummy vari-
able: a credit action reducesindustrial production nine months later
by roughly 6 percent relative to what it otherwise would have been.
Thisdeclineis statistically significant at the 98 percent level.

Because credit actions and general monetary tightening typicaly
occur together, the more interesting question is what the effects of
credit actions are, takinginto account monetary policy. Line 3 shows
theresultsadf includingthecontemporaneousvaueand 361agsof both
the monetary policy dummy and the credit action dummy. Chart 10
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Chart 7
I mpulse Response Functionsfor the Spread
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Notes: The impulse responsefunctionsare based on the regression of the changein
the spread on eight own lags, eight lags of the change in thefederal fundsrate, and
eight lagsof thedummy variablefor credit actions, over the sample period 1954-
1992. Theimpulse responses have been cumulated to show the impact on the level of
the spread. The dotted lines show the one standard error bands.
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Chart 8
I mpulse Response Functionsfor the Mix

Percent Changein the Federal Funds Rate
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Notes: The impulse response functions are based on the regression of the changein
the mix on eight own lags, eight lags of thechangein thefederal fundsrate, and eight
lagsof thedummy variablefor credit actions, over the sample period 1954-1992. The
impulse responses have been cumulated to show the impact on the level of the mix.
The dotted Lines show the one standard error bands.
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Chart 9

Industrial Production and Credit Actions
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Table3
Industrial Production Regressons
Cumulative Impulse Responseat Lag with Maximum Significance
(In percent, lag in brackets, t statistic in parentheses)

Sample Monetary Policy Credit Action
Dummy Dummy

1. 1948-1992 -10.82 [30]
(-3.62)

2.1948-1992 -5.95[9]

(-2.38)

3. 1948-1992 -10.49 [30] -4.15(9]

(-2.96) (-1.60)

Note: The dataused are monthly.



Credit Channel or Credit Actions? 101

showstheimpul seresponsefunctionswith one standard error bounds
for both variables. The impact of the monetary policy variable is
essentially unaffected by theinclusion of the credit action variable:
the cumulative impact remains large and highly statistically signifi-
cant. The point estimate of the impact of the credit action dummy
variable, however,isreduced by almost athird: thecumulativeimpact
of acredit action at the point of maximum significanceis now -4.2
percent. Thiseffect is statistically significant at dightly lessthan the
90 percent confidencelevel.

The point estimates from this regression suggest that credit actions
have a moderate effect on industrial production. However, the fact
that the effect of credit actions is not statistically significant at
conventional levels indicates that there is substantial uncertainty
about the importance of the bank credit side of the transmission
mechanism: the actua effect could be either substantially larger or
trivial. At thesametime, thefact that monetary policy actionsdo have
avery largeand significant impact on industrial production suggests
that some part of the transmissionmechanism, most likely theinterest
rate side, isquantitatively very important.

Theimpact of financial innovation

The narrative analysis of the postwar transmission mechanism
suggeststhat, even before therecent changesin financial markets, the
American financial system was remarkably flexible. In nearly every
episode of contractionary monetary policy that we examine, banks
sought and found innovative ways to raise funds and maintain lend-
ing. Both the narrative and statistical evidence suggest that to the
extent that credit market disruptions occurred, it was because the
Federal Reserve stepped in to prevent such innovation. Thus, the
creditsideof the transmission mechanism throughout the postwar era
has been largely theresult of deliberate Federal Reserve actions, not
the consequenceof aspecid link between bank lending and monetary
policy. The evidence dso indicatesthat the interest rate component
of monetary transmission has been remarkably stable over time.
Despite theflexibility of the postwar American financial system, the
Federal Reservehasconsistently been ableto raiseinterest rateswhen
it felt conditions warranted.
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Chart 10
I mpulse Response Functionsfor Industrial Production
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Notes: The impulse response functions are based on the regression of thechange in
industrial production on 24 own lags and the contemporaneous value and 36 lags o
both the dummy variable for monetary contractions and the dummy variable for credit
actions, over the sample period 1948-1992. The impulse responses have been cumu-
lated to show theimpact on the level of the industrial production. The dotted lines
show the one standard error bands.
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Thisdescriptionof thetransmissionmechanism providesimportant
perspective on the likely impact of the recent financial innovations.
If the American financial system were aready very flexible, then the
recent changes would transform the transmission mechanismonly if
they fundamentally ater one of the channelsby which Federa Reserve
actions affect the economy. In particular, as long as the Federa
Reserve can till affect interest rates and can still restrict lending
directly through persuasion and regulatory changes, the recent
changes should not lead to major changes in the transmission of

monetary policy.

Theinterest rate side

If financial innovations were to proceed to the point where bank
liabilitiessubjectto reserverequirements coexisted as perfect substi-
tutes with liabilities of nonbank institutions not subject to reserve
requirements, monetary policy would lose its power over general
interest rates. In such asituation, investors would respond to changes
in the supply of reservessmply by shifting their assets between bank
and nonbank institutions. The Federal Reserve's only power toinflu-
encetheeconomy would bethroughitsability to affect lending. Some
observers have suggested that the U.S. financial system may be
moving toward such asituation (for example, Bernanke, 1993).

Asa practical matter, it isclear that thisdescription doesnot fit the
U.S. economy today. The Federal Reserveis able to use open market
operations to move the federal funds rate quite precisely when it
wishes to. Nor should this be surprising. The only plausible case in
which bank liabilitiessubject to reserve requirements and nonbank
liabilitiesnot subject to reserve requirements would be perfect sub-
stitutes would be when they provided essentially identical services.
But since reserve requirements force banks to offer alower rate of
return, in such a situation the nonbank liabilities would dominate the
bank liabilities. Thus perfect substitutability would lead not to aloss
of Federal Reservecontrol over interest rates, but to thedi sappearance
of liabilitiessubject to reserve requirements.

Even the disappearance of such liabilitieswould not eliminatethe
Federal Reserve's control over interest rates. Institutions offering
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transactionsdepositsand other highly liquid instrumentswould still
need to hold reservesto provide liquidity services; in choosing the
quantity of reserves, they would face the usua tradeoff between
greater foregoneinterest from holding morereservesand lower liquid-
ity from holding fewer. Similarly, individuals and firms would still
hold currency, and their holdingswould be determined by thetradeoff
between foregone interest and inconvenience. Thusthere would con-
tinue to be a demand for high-powered money that varied with
prevailing interest rates. The Federa Reserve's control over the
supply of high-powered money would therefore continue to give it
control over interest rates. It ispossiblethat financial innovationswill
makethedemandfor high-powered money lessstabl e, but theFedera
Reservecan maintain its control over interest ratesin thefaceof such
instability smply by adjusting the supply of high-powered money in
response to fluctuations in demand.

Only in theextremecase of acashlesseconomy would open market
operations no longer alow the Federal Reserveto alter interest rates.
Although the functioning of an economy without currency is an
interesting theoretical subject, it is far from relevant to the U.S.
economy. The ratio of currency holdings to GDP, for example,
exhibitsonly adlight downwardtrend over the past thirty years. Thus,
the interest rate channdl is not likely to changein the near, or even
not-so-near, future.

Thecredit side

For the "credit Sde”" of the transmission mechanism to still be
relevant, bank |ending must remainimportant and the Federal Reserve
must still have the capacity to affect bank lending directly. In this
subsection, we provide evidence that both of these conditions are
satisfied. But we also argue that the evidence from the most recent
episodesof tight policy indicatesthat the Federal Reserveismuch less
inclined today to intervenedirectly in credit markets than before. Thus
the main change in monetary transmissionisnot in the characteristics
of financial markets, but in the nature of Federal Reserveactions.

Importance of banks and Federal Reserve actions. The simplest
evidence of banks continued importance in U.S. credit marketsis
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provided by direct measuresof themagnitudeof bank lendingrelative
to the size of the economy. Chart 11 plots bank loans to businesses
relative to GDP for the period 1952-1992.23 The chart shows that
athough the ratio declined sharply in the 1970s, this decline only
partly reversed the spectacular risein the 1960s. Asaresult, theratio
of loansto GDPwasroughly twiceaslargein 1980asin 1960. There
wasanother dramaticfall intheseriesin theearly 1990s, but thisagain
only partly offset an evenlarger risein the 1980s. Thus, according to
this measure, bank lending is if anything moreimportant today than
in theearly postwar era.24

Chart 11 amost surely understates the current importance of bank
lending. Because banks' off-balance-sheet activitieshave been grow-
ing, the ratio of bank loans to the capital stock has become an
increasingly inaccurate measure of banks importancein credit mar-
kets. As documented by Boyd and Gertler (1993), banks provide
backup lines of credit for aimost al of the rapidly expanding com-
mercial paper market (including finance company paper); they pro-
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vide a growing volume of loan commitments; and they have been
increasingly selling and securitizing their loans. A simpleindication
of the importance of these off-balance sheet activities is that fee
income now accountsfor about athird of total bank income, up from
about afifthin thelate 1970s. After reviewingthese trends, Boyd and
Gertler (1993, p. 10) conclude that ' commercid banksremaininvolved
in virtualy all short-term working capital lending in the U.S. econ-
omy."

While banks remain central to credit alocation, it is reasonableto
guestion whether the Federal Reservedtill has the capacity to disrupt
lending directly. Itsjawboningand other effortsto encouragelending
over the past few years do not appear to have had any substantia
impact on lending. In addition, interest rate ceilings have been elimi-
nated, and the1969 Credit Control Act, which provided thelegidative
authority for someelementsof the 1980 credit controls, wasrepealed
effectivein 1982.

Despite these developments, the Federal Reserve's capacity to
disrupt lending remains substantial. Earlier jawboning efforts, in
contrast to the recent ones, were backed by implicit or explicit threats
of limitations on access to the discount window and of legidative
restrictionson interest ratesor lending. Thereis no reason to expect
that such threatswould not be effectivetoday. In addition, the Federa
Reservemaintainsitsauthority to alter existing reserverequirements,
or impose new ones, on variousclassesof bank liabilities. Given the
increased competition between bank liabilitiesand other assets, it is
likely that such reserverequirementswould have even larger impacts
on banks' cost of fundstoday than before. Thus, the Federal Reserve
till hasaccessto most of thetoolsit used in itspreviousdirect efforts
to restrictlending, and thosetool sareunlikely to havel ost their ability
to affect banks' lending activities.Given thecontinued central roleof
bank lending, weconcludethat the Federal Reservestill hastheability
to affect credit flows significantly through direct credit actionsiif it
wishesto.

Changesin Federal Reserveactions. Although the Federal Reserve
still has the ability to restrict banks lending activities directly, in
recent episodes of tight monetary policy it has chosen not to do so.
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There have been two significant episodes of tight monetary policy
since 1980. Thefirst episode occurred in 1981-1982.25 After ending
the credit control program and alowing interest rates to fal in
response to the 1980 recession, the Federal Reserve began to tighten
again in late 1980. This tightening was a continuation of the general
anti-inflationary strategy the System had adopted in 1978 and 1979.
Thefederal fundsrate rose from alow of 9.03 percentin July 1980to
over 19 percent in January 1981; it remained around 15 percent
through mid-1982.

In contrast toitsbehaviorin many of theearlier episodes,theFedera
Reserve took no steps to attempt to restrict lending directly in 1981-
1982. In addition, interest rate regul ations, though not entirely elimi-
nated, were much less strict than in preceding decades. As aresult,
there does not appear to have been any notabledirect curtailment of
banks and thrifts' ability to lend in this period. Thelarge changesin
interest ratesand theintroductionof new typesadf demand and savings
deposits led to large variations in the growth rate of core deposits
during this period. But intermediaries were able to respond to these
variations smply by adjusting their issuance of large CDs (see, for
example, the Federal Reserve Bulletin, November 1980, February
1981, May 1981, March 1982, and August 1982).

Our final episode of tight monetary policy is the moderateanti-in-
flationary tightening of 1988 and 1989. The federal funds rate rose
from alow of 6.58 percent in early 1988 to ahigh of 9.85 percentin
early 1989. As in 1981, the Federal Reserve did not attempt to
supplementitstight policy by directeffortsto reducelending. Indeed,
beginningin the second half of 1990, well after policy had begun to
ease, the System attempted to encouragelending.

Asothershaveemphasized (for example, Owensand Schreft, 1993,
and Cantor and Wenninger, 1993), the behavior of credit marketsin
this episode differed fundamentally from their behavior in earlier
periods of tight policy. Most importantly for our purposes, banks
simply did not attempt to turn to alternative sources of funds to
maintain their lending. The mogt plausible interpretation of banks
behavior, in our view, is smply that a variety of factors largely
unrelated to the tightening of policy acted to reduce intermediaries
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ability or desire to lend. Among thefactorswere the overbuilding of
commercial real estatein the 1980s, reduced tax incentivesfor invest-
ment, firms  high debt burdens, tighter capital standards and lower
levelsof capital, the savings and loan crisis, and stricter regulatory
oversight. Because of these factors, this episode provides little evi-
dence concerning banks' ability to maintain their lending in theface

of tight policy.

An alternative view of the recent episodeis that the lowdown in
lending was largely the consequence of the tight monetary policy
working through the asset side of banks balance sheets, rather than
of these other factors. If this view is correct, recent financial
changes-particularly banks weakened capital positions—have cre-
ated astrong credit channel for monetary policy wheretherewasonly
awesk one before.

We are highly skeptical of this view for two reasons. First, a
substantial directimpact of the additional factorson bank lending is
well documented (seefor example Cantor and Wenninger, 1993, and
Bernankeand Lown, 1991). Second, and even moretellingly, theview
that there is now a strong credit channel implies that the decline of
nearly 7 pointsin the federal funds rale—amaost double the 1988-
1989 increese—should have resulted in a boom in bank lending.
Instead, bank lending has remained weak.

Whatever one's interpretation-of the 1988 episode, it seems clear
that the Federal Reserve did not undertake the sort of direct credit
actions that were so common in the 1960sand 1970s. Thisraisesthe
obvious question of whether the move away from credit actions
representsa permanent changeor atemporary aberration. Twofactors
suggest that it might be only temporary. First, the Monetary Control
Act of 1980 provided for a multi-year phase-in of new reserve
requirements. Asaresult, itis possiblethat the Federal Reservechose
not to changereserve requirementsin the 1981-1982 monetary tight-
ening smply because it would have been administratively difficult.

More intriguing is the possibility that the use of credit actions may
depend on the political climate. Owensand Schreft (1993) show that
Wright Patman, as chairman of the House Banking Committee, had
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a significant influence on Federa Reserve policy in the 1960s.
Because Patman threatened to legidate credit controlsand to urgean
antitrust investigation of the setting of the prime rate, the Federal
Reserve may have been forced to rely more on direct credit actions
than it otherwise would have. Similarly, the impetus for the 1980
creditcontrolsclearly camefrom the Carter administrationrather than
from the Federal Reserve.26 Oneinterpretation of thesefactsisthat
the Federal Reserve employscredit actions when it feelsconstrained
by political forces from raising interest rates. This interpretation is
consistent with the fact that the four monetary tighteningsthat were
not accompanied by credit actions (1955,1959, 1981, and 1988) al
occurred during Repudlic - administrations.

Conclugon

The precedinganalysissuggeststhat, to theextent that the monetary
transmission mechanism has changed in recent years, it is largely
because of changesin Federa Reserve policy actions, not because of
changes in financia structure or regulations. The credit side of the
transmission mechanism is lessimportant today mainly because the
Federal Reserve has become more willing to let high interest rates
ration credit and has stopped undertaking actions aimed at reducing
bank lending directly. This view of the source of changes in the
transmission mechanism raises an obvious question about what the
Federal Reserveshould doin thefuture. Should the monetary authori-
tiescontinuetorely solely on theinterest rate sideof thetransmission
mechanism, or should they go back to the credit actions of the 1960s
and 1970s?

Theargumentsagai nstrédit actionscome natural ly to economists.
Direct restrictions on bank lending make it difficultfor certain bor-
rowersto obtainloans, or force particular borrowersto pay a premium
for fundsthat isnot justified by smpledifferencesinrisk. Asaresult,
certain borrowers are dissuaded from investment for no reason other
than that they are only able to borrow from banks. Thus, Federa
Reservecredit actionscreatean inefficiency in theprovisionof credit.
In contrast, a reliance on interest rates assures that loans go to the
borrowerswho provide the highest anticipated returns.
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Thereis aso no strong distributional argument in favor of direct
creditactions. On theonehand, small firms are particularly dependent
on banks for finance; thus actionsthat directly restrict bank lending
would tend to have a disproportionateimpact on small firms. On the
other hand, when the Federal Reserve has taken direct credit actions,
it has generaly aso used moral suasion to attempt to shift the
composition of banks lending toward smaller firms; these attempts
may have served to reduce theimpact of the credit actionson small
firms. Thenetimpact of theseforcesis not clear, but thereiscertainly
no evidence that direct credit actions haveinsulated small firmsfrom
theimpact of tight policy.

Thus, arguments in favor of continued reliance on credit actions
must rely on market imperfections or politica considerations. For
example, if one believesthat bank regulations are inadequate or that
depositinsurancecreatesincentivesfor banksto makerisky loansand
that these problemsare more seriousin timesof tight monetary policy,
thendirect restrictionson bank lending may be appropriate. Similarly,
if one believes, following Wojnilower (1980), that high interest rates
must ultimately lead to a credit crunch, then it may be desirable for
theFederal Reserveto crunch by design, rather than to allow acrunch
by accident. Finally, if one believes that high interest rates may lead
to legidation that regulates interest rates or reduces the Federal
Reserve's independence, credit actions may be the most prudent way
to restrain credit flows.

The recent monetary contractions where credit actions were not
used seem to contradict such arguments. In both the 1981-1982
recession and the 1988 monetary shock, high interest rates did not
lead to bank insolvency, accidental credit crunches,or harmful legis-
lation. Monetary tightening without credit actions was adequate for
achieving the desired slowdownsin economic activity and inflation.
For this reason, we view the recent movement away from Federa
Reservecredit actionsand theconsequent changesin thetransmission
mechanism as highly desirable. The Federal Reserve would do well
to follow itsown lead in future monetary contractions.
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Endnotes

ISee Bernanke and Blinder (1988) for asimple theoretical model of thiseffect. Kashyap and
Stein (1993) survey work in this area. Of course, credit market imperfections arealso likely to
play arolein theinterest rate side of the transmission mechanism. For example, tight monetary
policy makes loans riskier by increasing firms' interest costs and reducing overall economic
activity. Thisin turnislikely to reducetheavailability of credit tosmaller, lessestablished firms
relative to larger, older firms (see, for example, Gertler and Gilchrist, 1992). Because it is
difficult to see how recent financial market innovations could have significantly affected this
component of the transmission mechanism, in this paper we focus on the narrowly defined
"credit side” of the transmission mechanism rather than attempting to consider credit market
imperfections in general. For analyses of more general credit market effectsof monetary policy,
see Oliner and Rudebusch (1992), Morgan (1992), Kashyap, Lamont, and Stein (1993), and
Gertler and Gilchrist (1992). For analyses of changesin recent decades in other aspects in the
transmission mechanism, see Friedman (1989) and Bosworth (1989).

2 Our conclusion about the importance of policy actions and regulations in limiting banks
ability to lend isconsistent with Owens and Schreft's (1993) conclusion that policy actions are
thesourcedf credit crunches. Thetypeof credit market disruption wefocuson, however, differs
fundamentally from that considered by Owensand Schreft. Their focusison periodsof ** sharply
increased nonprice credit rationing™ by any lenders (1993, p. 2). Our interest, in contrast, isin
policy-induced limitations on banks' ability to lend, regardless of whether they result in credit
rationing, and regardless of whether they result from an inherent link between monetary policy
and bank lending or from actionsaimed at either banks' access to funds or their ahility to use
those funds.

*The dataon the Treasury bill rate are from the Citibase databank, April 1993 update.

4Our accounts of the episodes are based on the Economic Report of the President and the
Federal Reserve Bulletin for therelevant years, Burger (1969), Monhollon (1970), Wojnilower
(1980). Schreft (1990), and Owens and Schreft (1993).

SThe federal funds rate data from 1955 to 1992 are from the Citibase databank, April 1993
update. Thedatafor 1952 through 1954 are deduced from agraph presented in Martens (1958,
Exhibit 16, p. 99). The graph is attributed to Garvin, Bantel, and Co., which was the largest
federal funds broker in the 1950s. For 1955, thefirst year for which published dataare available,
the numbers deduced from the graph are always within 2 basis points of the Citibase data.

The Federal Reserve did issue two |ettersto banks about their lending activitiesduring this
period, one in April 1973 expressing 'concern' about "'the heavy volume of bank loan
commitments to commercial and industrial companies and financia institutions” and one in
September 1974 urging banks to respond to the tight money market conditions by “selecting
carefully and responsibly the uses to which they put their loanable funds™ (Federal Reserve
Bulletin, April 1973, p. 313, and September 1974, pp. 679-80). The letters were not strongly
worded, however, and contemporary observers do not cite them as having had significant
impacts on banks' behavior.

State usury ceilings were also often binding on mortgage ratesin 1979; these ceilingswere
overridden by federal legislation a theend of the year, however.

80ur accounts of these episodes are based on the Economic Report of the President and the
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Federal Reserve Bulletin for the relevant years, and on Wojnilower (1980).

*The spread is calculated as the difference between the prime rate charged by banks on
short-term business loans and the rate on six-month commercia paper. The data are from the
Citibasedatabank, April 1993 update. Quarterly interest rates are calculated as the average of
monthly observations. We use quarterly data, even though monthly data are available, to
‘maintain consistency with the mix data, which are only available quarterly.

YFollowing Kashyap, Stein, and Wilcox (1993), we use data on the mix from the Federal
Reserve Board's flow of fundsaccounts. Theloans seriesis the sum of bank |oans not elsewhere
classified in the nonfarm, noncorporate business sector and in the nonfinancial corporate
business sector. The commercial paper series is total nonfinancial corporations' commercial
paper outstanding. The data are from the Federal Reserve's flow of funds database and are
available from 1952:1 to 1992:4, The data are described in the Introduction to Flow of Funds,
Board of Governors (1980a). The mix ismultiplied by 100 to convert it to percent.

'we also include a constant in all regressions. Following Kashyap, Stein, and Wilcox, we
do not include either a trend or seasonal dummy variablesin the regressions. The regressions
aenot identical to Kashyap, Stein, and Wilcox's because we update the list of contractionary
monetary policy shocks to include the 1988:4 episode. However. inclusion of the 1988 shock
changes the results only dlightly.

125 described in the notesto Table 1, in all cases but two the highest statistical significance
of the effect of the monetary policy dummy occurs after seven quarters; in the remaining two
cases, the impulse response isslightly more significant after two quarters. To make the results
forthelevel of theimpul se response function comparable acrossregressions, for thesetwo cases
we report the cumulativeimpulse response and t statistic after seven quarters rather than after
two.

3The flow of fundsdataon the mix beginin 1952:1, so the earliest starting date for the mix
regression is 1954:2. We usethis sample period for the spread as well. Since consistent dataon
the spread are available starting in 1947, the longer sample period 1949:2 to 1992:4 can also
be used for the spread regressions. Theresultsfor thislonger sample are similar to those for the
sample starting in 1954.

¥Including 1969 in the list of credit actions does not change the regression results for the
spread appreciably.

15A natural test of this interpretation of the results would be to investigate the relationship
between movements in Oliner and Rudebusch's 'tomposition-adjusted mix and monetary
policy shifts and credit actions. Unfortunately, there has been only onecredit action since the
inception of the data on small and large firms employed by Oliner and Rudebusch and Gertler
and Gilchrist. Thus thistest is not feasible.

16FoIIowing Kashyap, Stein, and Wilcox, we exclude the contemporaneous value of the
monetary policy and credit action dummy variables. However, the results are robust to their
inclusion. In the regression for the spread including both dummy variables and run over the
longer sample period, the cumulative impulse response function at the point of maximum
significance is 0.78 [Lag 7] with at statistic of 2.04 for the monetary policy variable and 1.44
[Lag 2] with at statistic of 3.83 for the credit action variable. In the regression for the mix
including both dummy variables and run over thelonger sample period, thecumulative impulse
response function at the point of maximum significance is -1.80 [Lag 7] with a ¢ statistic of
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-2.60 for the monetary policy variable and -1.56 [Lag 2] with at statistic of -2.75 for the credit
action variable.

The findings in Table 1 may account for the puzzling behavior of measures of the
importance of the credit channel of monetary policy documented by Miron, Romer, and Weil
(1993). Miron, Romer, and Weil show that financial market flexibility has beenincreasing over
the twentieth century and that the importance of banks does not show a pronounced upward
trend. Thus one would expect the credit channel to be declining in importance. But standard
indicators of the credit channel (such as the spread and the mix) in fact exhibit much larger
movements in theepisodes of tight monetary policy inthe period 1960-1980 than in the episodes
in other periods during the century. Our findings suggest that these anomalous results may be
due to thefact that the movements in the 1960-1980 episodes are partly theresult of direct credit
actionsrather than of acredit channel of open market operations.

BIncluding the contemporaneous valuesof thefederal fundsrate and the credit action dummy
variable changes the regression for the spread somewhat. Because there is one month in early
1980 when the federal funds rate skyrockets and the spread falls. the impul se response function
for the spread has an extreme saw-tooth pattern. Despite thisfeature, the credit action dummy
variable retains most of itspredictive power. In the regression run over thelonger sample period
and including both variables, thecumul ativeimpulse response function at the point of maximum
significance is0.30 [Lag 1] with atstatistic of 1.94 for the change in the federal funds rateand
0.95 [Lag 2] with a t statistic of 2.45 for the credit action variable. For the mix, including the
contemporaneous values of the explanatory variables has little effect. In the regression for the
mix including both explanatory variables and run over thelonger sample period, thecumulative
impulse response function at the point of maximum significance is-0.86 [Lag 3] with at statistic
of -3.26 for the changein thefundsrateand -1.17 [Lag 2] with as statistic of -1.93 for the credit
action variable. While this robustness is reassuring, we fedl that including contemporaneous
valuesof thefederal funds rateis highly questionable because there is such a large endogenous
component in its movements over short horizons.

Ywe are grateful to Benjamin Friedman and Mark Gertler for suggesting that we include
theoutput analysis in the paper. Our approach issimilar to that suggested by Owens and Schreft
(1993).

Pyve seasonally adjust this series by regressing it on alinear trend, a constant, and eleven
monthly dummy variables. The seasonally unadjusted index was provided to us by the Board
of Governors of the Federal Reserve System.

ZThe monthly dates of the other credit actions are 1966:7, 1969:8, 1973:5, and 1979:10.

Becavse the industrial production series that we use in the regression is not seasonally
adjusted, we also include a constant and eleven monthly dummy variables.

BThe data on bank loans are the same as those used in the calculation of the mix in the
previous section. Since these data are nominal, we scale them by nominal GDP. The GDP data
arefrom the Citibase databank, April 1993 update.

ZMiron, Romer, and Weil (1993) provide additional evidence of theincreasing importance
of bank loans over the postwar era. They show that loans are alarger fraction of total liabilities
plusequities for corporations in the 1980s than in the 1950s, and that since the mid-1960s the
liabilities of unincorporated businesses, which are the firms most likely to have to borrow from
banks, have been growing faster than the liabilities of corporations.
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B0ur accountsof these episodes are based on the Economic Report of the President and the
Federal Reserve Bulletin for the relevant years, Owens and Schreft (1993), and Cantor and
Wenninger (1993).

%See Schreft (1990), Economic Report of the President, 1981, and Board of Governors of
the Federal Reserve System, (1980b).

Authors' Note: We are grateful to Anil Kashyap and David Wilcox for providing data, com-
puter programs, and helpful comments, and to our discussants, Charles Freedman and Mark
Gertler, for insightful comments and suggestions. We also received helpful comments and
suggestions from Laurence Ball, Fischer Black, William English, Stanley Fischer, Benjamin
Friedman, Michael Gibson, Philip Jefferson, Donald Kohn, David Lindsey, and Glenn Rude-
busch. We are grateful to Matthew Jones for research assistance and to the National Science
Foundation and the Alfred P. Sloan Foundation for financial support.
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Commentary: Credit Channel or
Credit Actions? An Interpretation of the
Postwar Transmission Mechanism

Charles Freedman

In recent yearswe have seen thedevel opment of anew literatureon
credit, based largely on the asymmetry of the information available
to lendersand borrowersand drawingout variousimplicationsof this
asymmetric information hypothesis. The primary emphasis of the
earlier part of thisnew literaturewason microeconornicphenomena
and it contributed importantly to our understanding of the behavior
of lendersand borrowersand the naturedf thecredit-granting process
by financid intermediaries. Morerecently, there has been an increased
tendency to focuson the macroeconomicimplications of the credit-
granting decision and along debate has been waged over therelative
importance in the transmission mechanism of the so-called credit
channel and the so-called money channel, athough the latter should
be more appropriately called themonetary conditionschannel . Romer
and Romer have been important contributors to this debate, as has
Mark Gertler, the other discussant this morning.

As an interested central bank observer of thisdebate, | have been
struck by the quasi-theological nature of the dispute about what is
meant by the credit view or the credit channdl. In fact, there are a
number of hypothesesthat could be subsumed under therubric of the
credit view and part of thedifficulty in tracking the debateliesin the
necessity of distinguishing among the variouselementsof the credit
view, especidly in assessing the empirical results provided by the
protagonistsin the debate.
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Onecan usefully distingui sh between what might be called stronger
versionsof thecredit view and weaker versions. Among the stronger
versionswould be thejoint hypothesis, first, that thereisadirect link
between the decline of reservesfollowing tightening actions by the
central bank and the supply of credit by banks (and perhaps other
financial institutions) and, second, that theshiftsin the supply of loans
by financia institutions will have a significant effect on overal
spending, over and above the demand-side effects of therisein the
level of market interest rates. Among weaker versions of the credit
view would be the hypothesis that, because of informational asym-
metries, interest rate increases are accompanied by arise in default
risk and result in areduction in the availability or an increase in the
cost of credit to small firms relative to large firms. (I would note,
however, that whether or not such achangeleadsto an overall decline
in spending will depend, among other things, on the ability of large
firmsto increase their share of the economy at the expense of that of
small firms under such conditions.) Both stronger and wesker ver-
sions of the credit view have a market-clearing variant in which the
reductionin loans(overal or to small firms) occursviatheriseinloan
ratesin relationto marketinterest rates, a non-market-clearingvariant
with rationing by banks, and an intermediate variant in which banks
adjust their non-price terms and conditions of lending to clear the
market. Not only do the various versions of the credit view have
different macroeconomic implications, but the ways of testing the
associated hypothesescan be very different.

The most direct way of testing for the broad macroeconomicsig-
nificance of credit would be to assess the margina contribution of
credit measures(whether bank creditor total credit) to theexplanation
of output or demand growth in the context of reduced-formor VAR-
type models.' However, sincesuch testsarerarely conclusiveand, in
any case, throw little light on the details of the transmission mecha-
nisms involved, a number of less direct tests have been used to
evaluatevariousimplications of the credit view, such as movements
inthemix of loansand commercial paper and movementsin the" risky
spread” (thedifferential between theinterest rateson private obliga-
tions and government obligations) in response to policy tightening
and easing.
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Most of the Romer and Romer paper takes this latter, less direct
approach to testing the credit view. Thefirst haf of the paper, which
| found very interesting, examines the various postwar episodes of
credit restraint and argues that these typically devel oped not as part
of theordinary transmissionmechanism but asaresult of Fed actions
that impinged more or less directly on credit. The latter part of the
paper, which | found lessconvincing, arguesthat these credit actions
explain much of the movement in the spread between loan rates and
market rates as well as the mix between loans and commercia paper
over the postwar period.

As just noted, | found the Romers' discussion of the episodes of
tightening in the postwar period to be both interesting and insightful.
| would like to recast their argument somewhat, focusing more
directly on the changing capacity of banks to adjust to central bank
actions, and comparing U.S. and Canadian developments over the
period. These comments are intended to complement the analysisin
Romer and Romer.

Thesimpletextbook story of money and credit multipliersin which
banks reduce loansin direct response to a shortage of reserves may
be auseful teaching device but it isfar removed from reality, where
thereis no such direct link between reserve changes and bank loans.
Banksfindingthemselvesshort of reserves(or of settlement balances
in countries where reserves have been eliminated) initialy respond
by borrowingfrom the central bank (wherethat i s acceptable) or by
selling liquid assets or by bidding more aggressively for wholesale
deposits.2 Typically, only at alater stagein the processisbank lending
affected. Of course, someof these adjustment mechanisms were not
availablein theearly postwar period and that i s an important part of
the story of the variousepisodestold by the Romers.

Borrowingfrom the Fed hastraditionally been thefirst response of
the banking system as awholein the United Statesto areductionin
non-borrowed reserves. However, because banks were not supposed
to use borrowed reservesas a continuing source of fundsand because
large, sophisticated banks were not supposed to use them at al, the
initia response by many banks in the early postwar period to a
shortfall of reserves was to sell liquid assets. In Canada, since bor-
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rowingfromthe central bank wasinfrequentand very small inamount
through most of the postwar period,? liquid asset adjustment aways
played a key role in the response by banks to central bank actions.
Sincethebanksin both countriescameout of thewartimeperiod with
large stocksof such assets, their provison of loanscould be insulated
from theeffectsof central bank actionsfor quite someperiod of time.
Of course, if the central bank continued to put reserve pressureon the
banks, their declining liquid asset ratios would have made them
increasingly less comfortable with their evolving portfolio mix and
they would eventually have cut back on loans.*

Since central banks at that time focused on " credit conditions” (a
term that included both the cost and availability of loans) as a key
element in thetransmissionof policy, there was concern that thelags
intheresponsedf loansto thereductionin thesupply of reservescould
be excessively long and, therefore, supplementary techniques were
used fromtimeto timeto speed up theresponse. Thus, in both Canada
and the United States, mora suasion was used to dow down lending
more directly and more predictably than reliance solely on bank
responses to liquid asset declines would have done. In Canada, the
moral suasion was directed not only to slowing down overal credit
but al so toensuring that certain typesof borrowers(for example, small
business, residentia mortgage borrowers, farmers) were not unduly
affected, particularly giventheir lack of accessto other credit markets.
In Canada, moreover, the authorities introduced a minimum liquid
asset ratio (subsequently formalized as a secondary reserve require-
ment), which required the banks to hold specified amountsof certain
liquid assets. This was intended to tighten up the link between the
central bank actionsand bank lending by limiting the capacity of the
banks to sall off liquid assets and hence speeding up the lending
responseof the banksto adeteriorating liquidity situation,

In the 1960s, the raising of funds in deposit markets, especially
wholesale markets, became the preferred adjustment mechanism of
banksto a shortfall of reserves, athough liquid asset reduction con-
tinued to be an alternative avenue of response. The ability to raise
funds by adjusting deposit ratesaso had the effect of dowing mark-
edly the need for banks to respond to central bank tightening by
cutting back on the provision of loans.® Rather than rely only on the
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effect of interest rate changeson the demand for credit, the Fed was
able to make use of deposit rate ceilings (Regulation Q), which had
been introduced for other reasons, to limit bank access to funds and
this became an important part of the transmission mechanism for a
number of years. In practice, a considerable part of the impact of
Regulation Q ceilings seemsto have fallen on residential construc-
tion? which was financed to an important extent in those years by
locally based banks and savings and |oan associations without good
access to wholesaledeposit markets.

Another method used by the Fed to tighten the link between its
actions and the extension of loans by financia institutions was the
imposition of marginal reserve requirements on wholesale deposits.
The purposeof these marginal reserve requirementswas not to drain
reservesfrom the system, since open market operationswere a much
more efficient means of reserve management, but rather to influence
thedesireof banksto extend loans by reducingthe profit marginon
lending or to cause arise in loan rates relative to market rates. For
example, with interest ratesa 10 percent theimpositionof amargina
reserve requirement of 10 percentage points would reduce the net
spread between loan rates and deposit rates by 100 basis points, or
would force banks to raise the gross spread by 100 basis points by
somecombinationof loan rate rise and deposit ratedecline,® or would
result in someintermediateoutcome. In thefirst case, the bankswould
act to reduce the supply of loans (by tightening non-price terms and
conditions). In thesecond case thequantity of loansdemanded would
declineand those potential borrowerswith lessaccessto other types
of credit would revise downwardtheir desired expenditure plansasa
result of the higher cost of bank loans.

TheBank of Canadaabandoned the use of moral suasion to curtail
bank lending in the early 1970s. And, with the exception of a short
period in the early 1970sin which therewererate ceilingson short-
term wholesale deposits, there were no restrictions on interest rates
following theelimination of theinterest rate ceiling on bank loansin
1967. Nor did the Bank ever make use of discretionary changesin
reserve requirements on wholesae deposits. Thus, from the early
1970s, increasesin interest ratesin response to a surge of spending
and rapid money and credit growth typically led to a divergencein
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the movementsof M1 and those of the broader monetary aggregates.
M1, which was very interest-elastic, dowed in response to therising
level of short-terminterest rates, while thebroader aggregatescontin-
ued to expand for quite some time as banks accessed time deposits
and wholesal edeposit marketsto maintainarapid growth of lending.?
Of course, over time, spending and credit slowed but this primarily
reflected the response of demandersof credit to the higher level of
interest rates.

Thus, somewhat earlier in Canadaand somewhat | ater in theUnited
States, central banks abandoned the use of moral suasion and other
mechanismsaimed at tightening the link between the actions of the
central bank andtheextension of loanshy banks. Therewerea number
of reasonsfor thischangein approach. First, there was an increasing
tendency philosophically to rely on the markets and interest ratesto
dlocate credit. Second, academic and central bank research on the
importance of money and the stability of money demand led to an
increased focus on monetary aggregates and monetary conditions,
with correspondingly reduced focus on credit conditions and the
relatively less stable credit aggregates. Third, and most pertinent to
the analysis of how the extension of credit changed through the
postwar period, was the growing ability of many borrowersto access
nonbank sources of credit. Thus, even if the central bank actions
caused banksto reduce their supply of credit, many other lendersand
markets stood ready tofill thegap. In the United States, for example,
the widespread securitization of mortgages significantly weakened
thelink between the capacity of financial institutionsto lend and that
of homeownersto borrow.1? And nonregul atedintermediariesaswell
as commercia paper markets started to play a much larger role in
making credit available to firms. In similar fashion, in Canada the
bankers acceptance market took an increasing share of short-term
lending to businessfrom the mid-1970s.

It wasthusincreasingly recognizedthatany directinfluenceon bank
lending behavior by thecentral bank would haveless effect on tota
credit and on spending because of theincrease in substitutability on
the part of many borrowers across different credit sources.!! More-
over, thosewhose spending would bedirectly affected by such actions
would be borrowers without access or with limited access to other
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types of credit, such as small businesses, households, and farmers.
These were the very groups that the authorities had tried to protect
from credit rationingin theearlier postwar episodes, in part perhaps
for political reasons, in part for fairnessand efficiency reasons. In any
caseit was deemed ingppropriateto impose controlson bank lending
that would force these groups to take the brunt of monetary policy
actions while others could access nonbank sourcesof credit.

In these circumstances, central banksaround theworld (and not just
in North America) have come increasingly to rely on changesin
monetary conditions!2 operating through market processesto influ-
ence spending, with lessand less use of direct or indirect controlson
lending. In analyzing the transmission mechanism, there is still the
need, however, for a careful analysisand interpretation of responses
of marketsand financia ingtitutions to policy actions by the central
bank, whether or not onelabel sthem asthecredit channel. Thiswould
include such matters as the response to changes in market rates of
"*administered" rates such asthe primeloan rate and certain mortgage
rates, movementsin non-price termsand conditions of lending over
the cycle, and the differential effect, if any, of monetary actions on
different classes of borrowers, notably small versuslarge borrowers.

In Canada we appear to have the same pattern of differential
movements of loans to small businesses and large businessesin a
dowdown as in the United States. It is far from clear, however,
whether thisisademand-sidephenomenonor asupply-sidephenome-
non. Do banks reduce the supply of loans to small businessesin
responseto such factors asthedeclinein the valueof collateral during
a slowdown? Or do small businesses reduce their demand for loans
more than large businesses at times of weakening economic condi-
tions? A relatively larger response to interest rate rises by small
businessesthan by large businessesmight be attributableto a number
of factors. For example, small firms might typically engagein differ-
ent linesof businessthan largefirms, or their greater flexibility might
enable them to reduce their inventories more quickly, or their lower
capital might force them to reduce their inventories more quickly, or
they might be more abl eto substitute accountspayabl efor bank loans.
In any case, these phenomenaclearly deserve more study.
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Asnoted earlier, | found the econometric analysisin thelatter part
of the paper lessconvincing than thediscussion of thecredit restraint
episodes. | had someconcernsabout thespecificationof theequations
as wdl astheinterpretation offered.

In the basic spread equation the changein the differential between
the prime rate and the six-month commercia paper rateis regressed
on eightlagsdf the dependent variableand eight lags of theexplana-
tory variableor variables. Thelatter includethefederal fundsrate, the
Romer dummies, and the credit action dummies. Oneof my concerns
with even thesimplest version of thisequation isthat | find some of
itsimplications very peculiar. In the regression of the changein the
spread on the lagged changes in the federal funds rate, the initial
response (after the one quarter lag) of the spread to a 1 percentage-
point increase in the federal funds rate was 20 basis points and this
jumped to its long-run increase of 30 basis points after about six
quarters. It isnot clear to me why there should be alarge steedy state
effect on the spread following arise in the level of interest rates.
Rather, | would have expected atemporary downward movement in
the spread followed by subsequent reversal, perhaps with some over-
shoot on theway toequilibrium. Theexpectation that theinitial effect
would be negative follows from the observation that movementsin
prime ratestend to lag somewhat behind movementsin market rates.
And, in fact, when the contemporaneouschangein thefederal funds
rate isincluded in theequation, theinitial responsedf the spread to a
change in thefedera funds rate is negative and very significant, the
responsesover theintermediate periodsthen become positive,!3 and
thelong-run responseis about 16 basis points.

Similar resultswere found using Canadian data, both on aquarterly
basisand amonthly basis.!4 Adding the contemporaneousvariableto
the equations leads to the expected negative (and very significant)
initial response, agradual reversal of thisinitial effect over time, and
a very smal and insignificant steady state response. A very similar
path is found in the smulation of a more complex weekly model
which is based on the error-correction framework.!> Addition of
dummiesfor periodsof credit restraintin Canadaleft the coefficients
on theinterest rate changes unchanged, although the dummiesthem-
selves were significant.
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Since the basic equation for the spread is problematic, one should
be somewhat cautious about any inferences drawn from adding the
credit action dummies to the basic equation. Indeed, adding the
contemporaneousinterest rate change variable resultsin smaller and
less significant coefficients on the credit dummies.!® Moreover, as
the Romersthemsel vespoint out, the spread between thel oan rate and
market rates may be adjusting to perceived changesin riskiness of
bank loans over the cycle and not just in response to central bank
actions. | wondered whether changes in the risky spread (between
commercia paper ratesand Treasury bill rates) could be used to proxy
for changesin default risk and remove that source of variationin the
spread between the loan rate and market rates. | also wondered
whether one was not picking up a term structure movement in ana-
lyzing the risein thedifferential between the prime rate (effectively
avery short-termrate) and asix-month ratein response to Fed actions.
Aswell, themeaning of the spread may be changing over timesince
the prime rate has come to be applied to riskier borrowersand banks
haveextended bel ow-primelending to thestrongest borrowers. Thus,
in the United States the spread increased from an averagedf 30 basis
pointsin the second hdf of the 1960s to 92 basis pointsin the 1970s
and to 228 basispointsin the period since 1980. Canadian spreads, in
contrast, remained at about 100 basis pointsin these same sub-peri-
ods.

In equations for the mix variable for Canada (where the mix is
defined astheratioof loansto total short-term credit), credit restraint
dummies were not significant. And the regressionsindicated that an
increasein interest ratesled to aninitial increasein loans, theopposite
of theU.S. results, followed by areversal. Theseresultsare consi stent
with the spread equations for Canada inasmuch as arise in interest
rates Eads to an initial decline in the prime rate relative to market
rates.

One final issue on which | would like to comment is the role of
reserve requirements in permitting the central bank to influence
short-term interest rates. There is a widespread view that reserve
requirements are necessary for the central bank to maintain itsinflu-
ence over short-term interest rates. In fact, as the Romers correctly
point out, even the disappearance of liabilities subject to reserve
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requirementswould not eliminate the Federal Reserve's control over
interest rates.

Canadian devel opmentsprovideauseful perspectivewith regard to
thisissue. L egidlation hasbeen passed in Canadawhich will eliminate
reserve requirementsby mid-1994. There will, however, be no dimi-
nution in the ability of the Bank of Canada to implement monetary
policy or to influence short-term interest rates.!® What will give the
Bank of Canadaitsleveragein aworld without reserve requirements
is the requirement that financial institutionscontinue to settle pay-
mentson the booksof theBank. Thiscreatesademand for settlement
balanceson the part of clearing institutions and the Bank of Canada,
as the monopoly supplier of such balances, is able to control the
quantity of settlement balances available to financial institutions.!?
Maintaining such a structurefor the settlement of paymentsis suffi-
cient to enable the Bank to have the same degree of influence on
short-terminterest rates as it currently possesses.

Author'sNote: The viewsexpr essed are those of the author and are not attributableto the
Bank of Canada. | would like to thank Peter Thurlow, Kevin Clinton, Pierre Duguay, and
David Longworth for their assstancein the preparation of thesecomments
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Endnotes

'See, for example, King (1986), Bemanke and Blinder (1992), Romer and Romer (1990).
and Ramey (1993). In the case of Canada, equations including both monetary and credit
aggregates have been used to explain the rates of increase in nomina spending, output, and
inflation. On balance, monetary aggregates are more important than credit aggregates in
explaining the main macroeconomic variables. See Muller (1992).

%Of course, from the point of view of the banking system as a whole, borrowing reserves
does relieve the shortfall in reserves (provided the central bank does not offset the borrowing
by reducing nonborrowed reserves further) while selling liquid assets or issuing wholesale
depositsdoes not. From the point of view of the individual bank, however, al three kinds of
actionswill lead to an increase in its reserves relative to not taking any action. All three types
of adjustment actions will be accompanied by upward pressure on interest rates but only the
sale of liquid assets |leads to adeclinein deposits and hence in the **money supply.”

3Recent changes to the system of implementation of monetary policy in Canadain anticipa-
tion of the elimination of reserve requirements in mid-1994 have resulted in an increase in
borrowing from thecentral bank.

*In early Bank of Canada econometric models, the loan equations incorporated a term for
theliquid asset ratio relativetoits' desired" valuein order to capture these effects. See Helliwell
and others (1971).

>The Bank of Canada (1962) dealt with these issues in its submission to the Porter
commission. "'In a period in which the demand for bank loansis strong, banks may allow their
holdings of liquid assetsto decline as a means of accommodating part or all of thisdemand .. .
The absenceof any agreed minimum ratio of liquid assets would introduce another element of
uncertainty concerning the response of the banking system to central bank action; it might be
impossible to predict even within quite wide limits the point at which banks as agroup would
feel they could nolonger goon reducing their holdingsof liquid assets. A minimum liquid asset
ratio, therefore, makes the response of banks somewhat more predictable and in addition, it is
likely to produce smoother reactions on their part.”

®In this context, one should note that in both Canadaand the United States, total reserves
were adjusted passively to the growth in M3-type deposits.

"See, for example, de Leeuw and Gramlich (1969).

8The relative effect on deposit and loan rates of the rise in the reserve reguirement "tax"
would depend on the relative substitutability of deposits and market instruments on the one
hand, and of loans and other forms of credit on the other. In the case of margina reserve
requirements on wholesale deposits, most of the tax would probably havefallen on loan rates.

9Given the very high degree of substitutability between interest-bearing bank deposits and
market instruments, banks could attract sizable amounts of funds by raising term deposit rates
dlightly relative to market rates.

lIOIndeed, the useof Regulation Q ceilings wasan important causeof the development of the
securitized mortgage market as a way of bypassing the restrictions. This is part of the
explanation for thefar more rapid growth of these markets in the United Statesthan in Canada.
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Undeed, the credit restrictions imposed by the Fed in 1980 were aimed a all forms of
consumercredit, not just the bank loans, for precisely this reason.

2The term monetary conditions encompasses changes in both interest rates and exchange
rates, as monetary policy actionswork through both channels.

BThe Romers basic equation seems to be picking up mainly the reversal and overshoot of
the spread following itsinitial negative response to interest rate changes.

Y4The Canadian spread used in the regressions is the differential between the prime rate and
the three-month commercial paper rate. The monetary policy variableisthe rateon three-month
Treasury hills.

BSee Hendry (1992).

18 Moreover, | did not find the reduction in the size and significance of the coefficientson
thefederal funds ratein the equations once the credit action dummieswere introduced to be as
important as did the authors.

UThis cost effect appears to outweigh the expectationseffect whereby arisein thelevel of
rates would induce borrowers to lock in current rates by issuing commercia paper or bankers
acceptances in anticipation of further increasesin rates.

B0ther countries, such as the United Kingdom and New Zealand, also no longer rely upon
reserve requirements in theimplementation of monetary policy.

Longworth and Muller (1991) notethat therequirement that settlement occurson thebooks
of the Bank isa form of "'legal restriction” and that the demand by clearing institutions for
clearing balances will be a function of the pricing schedulefor borrowing at the Bank, which
is under the control of the Bank.
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Commentary: Credit Channel or Credit
Actions? An Interpretation of the
Postwar Transmission Mechanism

Mark Gertler

Once again, Chrigtina Romer and David Romer have done the
profession agreat service by poring through the historical record and
the institutions in order to understand how Federal Reserve policy
affectsthe economy. | amagreat admirer of the Romers” work. And
let me make clear that my frequent referencesto the "*"Romer Dum-
mies” apply to the authors' indicator variable for monetary policy,
and not to the authors themselves.

The main point of this paper is that in interpreting evidence for a
credit channel of monetary policy, itisimportant to makethedistinc-
tion between credit actionsand open market operations. | completely
agree. But | amgoing to argue that thiscaveat appliesto al empirical
work that studieshow monetary policy affectsthe economy —not just
work on the credit channel. Further, the evidence shows that credit
conditions continue to influence the way open market operations
ultimately affect the economy, though the precise way they matter
surely hasevolved over time.

Beforedigging into details, | would liketo clarify what is meant by
acredit channel to monetary policy. | havesomesemanticdifferences
with the authors, and it isimportant to straighten themout. | interpret
acredit channel as aconduit through which monetary policy affects
the spread between the cost of external and internal fundsfor certain
classes of borrowers. That is, a credit channel alters how smoothly
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fundsflow between lenders and borrowers.

Theauthors present one version that fits my definition. But | think
thereareat least two. | illustratethispointin Table 1. Theversionthe
authors present emphasizes what | call the reserve requirement
mechanism. | call the other the balance sheet mechanism.

Tablel
Two Versonsaof the Credit Channel

Bank Money Market Fund

A L A L

Loans Deposits (D) Commercia MMDS
Paper (CP)

Securities CDs
Reserves(R)

1. ReserveRequirement Mechanism: R down =i up and D down
= (iP - i) up due to constraintson CD issues=> Mix declinesassome
bank borrowers substitute to commercial paper

2. Balance Sheet M echanism: R down = i up = spending down
=i up and spending down weaken borrowers balance sheets = (iP
- i) up since the drain in liquidity and collateral raises the cost of
external financefor borrowerswith imperfectaccessto credit markets
(for example, small and medium-sized companies and households.)
= Mix declines, reflecting a** flight to quality credit.”

Note: i = riskless rate; iP = prime lending rate; mix = bank loans/ (bank loans+ commercial
paper)

Astheauthorscorrectly argue, the reserverequirement mechanism
rests on the premisethat banks cannot completely decouple lending
from deposits. That is, for one reason or another, banks do not have
perfect accessto the certificate-of -deposit (CD) market. A declinein
reserves, therefore, may directly constrain bank lending by forcing a
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reduction in deposits subject to legal reserve requirements. This
congtriction in the pool of banks fundsforces up the spread between
the bank lending and the riskless rates. Another manifestationis that
the bank loan/commercial paper mix may decline, as some bank
borrowers substitute to the commercial paper market.

Theauthorsargue that this mechanismisonly relevant to theextent
that it is accompanied by regulatory constraints on banks' ability to
issue managed liabilities—what they term credit actions. | largely
agree. In the contemporary financial climate, it's hard to see how
banks have restricted access to managed liabilities. One important
qualification| would add, though, isthatintimesof financial distress,
this access may dry up.!

Theway | prefer to motivate the credit channel iswith the balance
sheet mechanism, exactly for thekindsof issuestheauthorsraise. The
bal ance sheet mechanism plays off the idea that for borrowers with
imperfect accessto capita markets, collaterd —broadly defined—is an
important determinant of the termsof credit.

Suppose that monetary policy raises short-term interest rates and
that thisproducesaninitial declinein demand. Both theriseininterest
rates and the decline in demand weaken borrowers balance sheets.
Both asset valuesand cash flow after interest paymentsdecline. For
small and medium-sizecompaniesand households—that is, for those
borrowersfor whom collateral is most likely akey factor in accessto
credit—the termsof external finance tighten. One manifestationis a
rise in the spread between the bank loan rate and the risk-free rate.2
Theshort-termfinancing mix alsoshiftsinfavor of commercial paper.
But herethe declinein the mix reflectsachangein thequality mix of
borrowers—that is, it reflectsarelativeflight of credit from smaller
borrowersto large high-grade borrowerswho normally operatein the
commercial paper market.

The balance sheet mechanism captures phenomenavery similar to
the reserve requirement mechanism. It smilarly predicts an enhanced
impact of monetary policy on borrowers with imperfect access to
credit markets. Further, in either scenario, the spread between the
bank loan and risk-freeratesand thequality composition of creditare
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important financial indicators. A key distinction, though, is that the
bal ancesheet mechanismdoesnotin any direct way rely onregulatory
constraints.It should therefore be operative even when credit actions
areabsent. With thesedistinctionsin mind let meturn to theempirical
work.

Theauthorsask whether, after controlling for credit actions, mone-
tary policy has any predictive power for the two measuresof credit
conditions. the bank loan/commercial paper mix and the spread
between the prime rate and the commercial paper rate. Or do credit
actionsinstead absorb all theforecasting power?The authors make a
sensible case that credit actions have explanatory power for the
financial indicators. But the evidence indicates that the explanatory
power of monetary policy remainssignificant. In probabilisticterms,
itisnot appreciably altered by theadditionof thecredit actiondummy.

Tomakethispoint plainly, | compute thedynamicresponseof each
financial indicator to a shift in monetary policy two different ways:
first, using aregression that does not control for credit actions; and,
second, using a regression that does. Chart 1 presents results from
using the Romer datesto measurethe stance of monetary policy, and
Chart 2 presents results from using the funds rate. In all four cases
(two financial indicators times two monetary indicators), a shift in
monetary policy has a significant impact on the financial indicator,
even after controlling for credit actions. The addition of the credit
dummy reducesthe point estimates somewhat. Given thewidth of the
standard error bandsin the respectivecases, though, it seemsunlikely
that onecouldformally reject thehypothesi sthat controllingfor credit
actions made no difference to the impact of monetary policy.

So monetary policy still matters. Not just credit actions. Thus, this
evidence aone does not prove the absence of a credit channd of

monetary policy.

Toputanother perspectiveon theissue, | redid theexperiment using
real GNP growth as the dependent variable rather than a financial
indicator. That is, | asked how the inclusion of the credit action
dummy affected theresponsedf real GNP to tight money. And | also
asked how a credit action influenced the dynamicsof GNP. Chart 3
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presentsresultsfor the case where the Romer dates reflect the stance
of monetary policy. Interestingly, theinclusion of the credit action
variable reduces the importance of monetary policy for output by
about the same magnitude as it does for the financia indicators.3
Further, the response of GNP to monetary policy is no longer statis-
tically significant (though it isclose). A credit action, however, does
have a significant impact on GNP, after controlling for monetary
policy. Theimpact, further, appearsto have agreater impact on GNP
than an episode of tight money. Thus, while acredit action appearsto
have arelatively large impact on thefinancia indicators, it smilarly
appearsto have areatively largeimpact on GNP growth.*

| am somewhat torn asto how to interpret these results. On the one
hand, | am not prepared to argue that credit actions have a stronger
impact on GNP growth than does monetary policy. The resultscould
instead reflect the difficulty of distinguishing credit actions from
episodesdf tight money. By noaccident, creditactionsoverlapclosely
periodsof tight money. Around each credit action date, thefundsrate
risessharply. Further, thethreecredit actionsin the period from 1969
to 1980 line up very closely to the Romer tight money dates. It is
conceivablethat, in someinstances, credit actions are more asymp-
tom of tight money episodesthan atrue causal force. My hunchisthat
credit actionsdo matter, but that the methodol ogy may overstatetheir
relativeimportance. Thiscould be true not only for the GNPresults,
of course, but alsofor thefinancial indicator results.

On the other hand, the results make plain a possibly important
critiqued the vast recent empirical literature on theeffectsof mone-
tary policy. By ignoring credit actions, these studieslikely overstate
the importanceof monetary policy on rea activity. | think the 1980
credit controls providethe best example. Theempirical studies| refer
to assign thefull weight of the 1980 recession to monetary policy. But
it is clear that the credit controls were important. Another example
might be the Basle Accord. Though it is not in the authors' list of
credit actions, it fits thedefinition. It was a regulatory action, begin-
ning sometimein 1988, that tightened constraintson bank lending. A
researcher who completely ignoresthe Basle Accord might overstate
the effect of the tightening of monetary policy in 1988 on the sub-
sequent lowdown of GNP growth.
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Chart 1

Impact of the Tight Money Indicator on Credit Market
Variables. Thelnfluenceof the Credit Action Variable
Bank Loan/Commercial Paper Mix: Not Controlling for Credit Actions
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Notes. Each box plots the cumulativepercentagechange in acredit market vanable (the bank
loan/commercial paper mix or the pnme rate/commercial paper ratespread) after apolicy shock in quarter0.
The bands represent 95 percent confidencentervals. Theresponsesof the credit market variablesare
calculated f r omtwo types of regressions. (i) Regressions not controllingfor credit actions: changein the
vanable on 8 own lagsand 3 lagsof the Romer i ndi car for tight money (1) Regressions that control for
credit actions: 8lagsof the credit actiondummy are added to (i) The sampleis 1962:Q1 - 1992:Q1.
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Chart 1 (cont.)

Impact of the Tight Money Indicator on Credit Market
Variables; Thelnfluenceof theCredit Action Variable

Bank Loan/Commercial Paper Mix: Controlling for Credit Actions
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Chart 2

Mark Gertler

Impact of a Risein the Federal FundsRateon Credit Market
Variables. Thelnfluenceof the Credit Action Variable

Bank Loan/Commercial Paper Mix: Not Controlling for Credit Actions
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Notes: Each box plotsthe cumulative percentage change in acredit market variable (the bank
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loan/commercial paper mix or the prnime rate/commercial paper rate spread) after ansein the Federal Funds
ratein quarter 0. The bands represent 95 percent confidence intervals. The responses of the credit market
variables arecalculated from two types of regressions. (i} Regressions not controlling for credit actions:
change in the variable on 8 own lags and 8 lags of the Federal funds rate (11) Regressions that control for
credit achons. 8lags of the credit action dummy are added to (). The sampleis 1962.Q1 - 1992:Q1.



Commentary 139

Chart 2 (cont.)

Impact of a Risein the Federal FundsRate on Credit Market
Variables; Thelnfluenceof the Credit Action Variable

Bank Loan/Commercial Paper Mix: Controlling for Credit Actions
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Chart 3

The Responseof GNP tothe Tight Money Indicator and
Credit Actions

Shift to Tight Money and GNP:  Not Controllingfor Credit Actions
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Notes: Each box plots the cumulative percentage change in GNP after apolicy shock in quarter0. The
bands represent 95 percent confidenceintervals. Theresponsesof GNP are calculated from two typesor
regressions. (i) Regressions not controlling for credit actions: GNPgrowth on 8 lagsof GNP growthand 8
lagsof the Romer indicatorfor tight money. (ii) Regresstonsthat control for credit actions: 3lagsof the
credit action dummy areadded to (). The sampleis 1962:Q1 - 1992.Q1.
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Chart 3 (cont.)

The Responseof GNP to the Tight Money Indicator and
Credit Actions
Shift to Tight Money and GNP: Controllingfor Credit Actions
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Let's now turn to the issue of how the credit channel of monetary
policy may operate: that is, the issue of distinguishing the reserve
requirement mechanism from the balance sheet mechanism. Here |
want to present someevidencethat suggeststhe bal ance sheet mecha-
nism may be at work. The balance sheet mechani sm predi ctsthat, after
tight money, credit flows to small firms should contract relative to
credit flowsto largefirms, given that smaller firms morelikely have
imperfect access to credit markets. To explore this possibility, |
construct another financial indicator: the ratio of short-term credit to
small firms to short-term credit to large firms. For small firms,
short-term credit consists mainly of bank loans. In particular, these
firms do not have access to the commercia paper market. For large
firms, short-term credit i sdivided about equally between commercial
paper and bank loans. The data are from the manufacturing sector
only. In the top left panel of Chart 4, | plot the average cumulative
responsect thelogarithmof theratio of small firmto largefirm credit
following each Romer episode of tight money. The picturesindicate
clearly that after tight money, credit flows to small firms contract
relative to credit flows to large firms. For comparison, | plot the
corresponding response of the bank loan/commercial paper mix in the
bottom left panel of Chart 4. Clearly, the small firm/large firm mix
and thebank |oan commercial paper mix behavequitesimilarly. This
makes sense from the standpoint of the balance sheet mechanism.
Creditflowsto firmswhich don't use thecommercial paper market—
small firms—are contracting relativeto credit flowsto firmsthat do
use the paper market—large firms. | pursue this issue further by
examining thelast two episodes of monetary tightening. The authors
argue that in these last two episodes the Federal Reserve did not
conduct complementary credit actions. Under their maintai ned hypo-
thesis, thereserverequirement mechanism shoul d have beenimpotent
(since regulatory constraints on CD issues were not present). Based
on the authors discussion, | date the first of these episodes at
1980:Q4. This was the quarter the funds rate began to rise after the
trough that followed the first Volcker tightening. The second is
1988:Q4, thelast Romer episode. Thetop right panel of Figure4 plots
the cumulative response of the small firm/large firm mix to each of
these episodes. Thebottom right panel plotsthe responsecf the bank
loan/commercial paper mix.
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Perhapsthefirst point to note is that the absence of credit actions
in the latter two periodsdid not appreciably alter theimpact of tight
money on the bank loan/commercial paper mix. If anything, the
response was stronger than in the past.’

One possihility is that credit actions did occur around these epi-
sodes, contrary to the authors premise. As | mentioned earlier, the
Bade Accord fits the broad definition of a credit action. This might
explain 1988:Q4. It does not account for 1980:Q4, though.

Another possibility isthat the credit channel isdriven mainly by the
balance sheet mechanism. In thisevent, as| mentioned earlier, tight
money should induce a decline in the bank loan/commercial paper
mix, regardless of whether credit actions are accompanying. Again,
a manifestation of the balance sheet mechanism is a contraction of
creditflowsto small firmsrelativeto largefirms. Chart 4 showsthat
in fact this phenomenon occurred in both the 1980:Q4 and the
1988:Q4 episodes.®

Let meadd severa pointsto theargument: First, therelativedecline
inloansto small firmsisnot offset by largefirmssupplyingincreased
trade credit to small firms. The dataindicate that trade credit to small
manufacturing firms actually drops.” Second, it isof course possible
that nonfinancia factors might account for the differencesin small
and largefirm behavior after tight money. But ahost of recent research
has shown that balance sheet liquidity constrains the spending of
smaller firms, particularly around episodes of tight money. And the
sameis not true for large high-grade companies. All this suggeststo
me that financial factors are a work.

Third, at a time when other financial aggregates aren't doing so
well, the quality mix of credit has significant margina predictive
power for GNP. Thisis true for both the small firm/large firm mix
and the bank loan/commercial paper mix. Chart 4 shows, further, that
both mixes contracted prior to the 1990 recession. | should aso
mention work by Donald Morgan of the Federal Reserve Bank of
KansasCity —partly to please the home crowd. Nonethel ess, Morgan
has constructed aquality mix of bank credit that also appearsto have
useful forecasting power.
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Chart 4

Comparison of the Small/Large Firm Credit Mix and the
Bank Loan/Commercial Paper Mix after Tight Money
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Notes: The two tap panelsshow the mean of the cumulative changes of acredit market variable after the
Romer episodes of tight money. The two bottom panelsshow the cumulative change after 1980:Q4 and
1988:Q4.
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Chart 4 (cont.)

Comparison of the Small/Large Firm Credit Mix and the
Bank Loan/Commercial Paper Mix after Tight Money
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In theend, my position may not be that different from the authors.
Theauthors seem to agreethat the behavior of thefinancial indicators
reflects not only credit actions, but aso relative differences in the
influence of monetary policy on credit flows to smal versus large
firms. In my view, themajor sourceof thisdifferential responseacross
size classes is the balance sheet mechanism, which | interpret as a
credit channel.

Finally, | want to addresstheissue of whether financia innovation
has influenced the Fed's ability to regulate interest rates. | certainly
wouldn't disagree that the Fed can still wigglethethree-month T-hill
rate. Theinterestingquestion,| think,iswhether theFed may belosing
its leverage over longer-term rates. The potency of the pure interest
rate channel, | would think, restsalso on the Fed's ability to influence
rates of maturity longer than three months. | don't know a what
maturity | would draw theline. | think thiswould bea very interesting
research topic. In themeantime, it strikes me as a plausible hypothesis
that financial innovation—in particular the increased endogeneity of
money and the globalization of financial markets—has weakened the
Fed's leverage over longer term rates.

Toillustrate thisissue, in Chart 5, | compare how the response of
the AAA corporate bond rate to the 1988:Q4 rate Romer episode
compared with the response in the previous episodes. For conven-
ience, | also show the corresponding behavior of the three-month
T-bill rate in the bottom panel. Whileit is true that the three-month
rate jumps after 1988:Q4, the AAA rate doesn't budge much at all.8
These picturesalone surely don't prove that the Fed haslost leverage
over the term structure. A host of other factors could be at work.
Nonetheless, | think they underscorethat more evidenceis necessary
to evaluate whether or not the pureinterest rate channel has changed.

A similar observation could be made about the sharp decline in
short-term interest rates. L ong-termrateswere very sow to drop. And
therecovery hasbeen very weak by historical standards. Couldn't one
use thisevidenceto argue that thetraditional interest rate channel has
weakened?Of course, other factorswere at work over thisperiod. But
prominent among these factors were two that directly involved credit
conditions. One was the bank capital crunch and the other was the
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Chart5
The Treasury Bill Rate
2
Mean of Previous Episodes

1 —

0 <7 V/_\\
b

1988:Q4 Episode

2k

3

-4 1 ! 1 l ] 1 1 1 l 1 1 1

-4 -2 0 2 4 6 8 10 Quarters
AAA Corporate Bond Rate after Tight Money

3

2 —

) Mean of Previous Episodes

. /\v

gk 1988:Q4 Episode

-2 ) ] ! ) ] ] ] ] ] 1 ] I ] | ]

-4 -2 0 2 4 6 8 10 Quarters

Notes Each panel shows the mean of the cumulativechangesin either the Treasury bill rate (top panel) or
the AAA corporatebond rate (bottom panel) after theepisodes of tight money until 1979:Q4; and the

cumulanvechangeafter the 1988:Q4 episode



148 Mark Certler

large overhang of corporate and persona debt— the famous 50
mile-an-hour headwind.

So what do we learn from all this? Even in the 1990s we cannot
think about the impact of monetary policy independently of credit
conditions. The natureof financia institutionswill change over time.
And so too will the nature of credit market problemsand regulatory
credit actions. But these factors will remain relevant to the efficacy
of monetary policy and the genera performance of the economy.
Albert Wojnilower madethis point many yearsago. And heisasright
asever today.

Let me conclude by emphasizing how much | enjoyed reading and
thinking about this paper. The kind of institutionally based research
that the authors do is very important to the profession. And | look
forward to seeing more of it.
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Endnotes

! Another possibly important factor isthat many banks, particularly smaller banks, may not
have easy access to the CD market.

The non-price terms could also move adversely.

3In anew version, the authors show that monetary policy remains significant when monthly
industrial production is used instead of quarterly GNP and when the sample is extended back
to 1948. Since the results for the financial variables pertain to a shorter sample period and to
data available at the quarterly frequency, it still seemsreasonable to use the shorter sample and
GNP for the purpose of drawing acomparison.

“The results are robust to usi ng thelonger sample 1954:Q1-1992:Q1. Thecredit action still
has asignificant effect on output, but the difference with the effect of monetary policy narrows.
Monetary policy is still not statistically significant. In the longer sample, there are five tight
money dates and four credit actions.

The behavior of the prime rate/commercial paper rate spread after each of the last two
episodes of monetary tightening al so resembles its behavior after previous episodes.

8A shred of evidence that the reserve requirement mechanism may have also been at work
in the 1980:Q4 episode is that the 6-month CDIT-hill spread rose sharply, perhaps reflecting
imperfect liquidity in the CD market at the time. Though not as dramatically, the spread also
rose after the 1988:Q4 episode.

Receivables drop at about the same pace, so that net tradecredit to small firms does not rise
either.

8The relevant consideration, of course, is whether the long-term real rate changed. My
conjecture is that forecasts of long-term inflation did not change much over this period,
suggesting that the movement in the nominal rate is a reasonable approximation of the
movement in the real rate. It is also instructive that tight money actually raised the long-term
nominal ratesignificantly in previous episodes, but not in the 1988:Q4 episode.






The Role of Judgment and Discretion
in the Conduct of Monetary Policy:
Consequences of Changing

Financial Markets

Benjamin M. Friedman

"Thereis no humen affair which stands o constantly
and 0 generdly in close connection with chanceas
war. .. Aty thé poor wamor whois contentedto
crawl about in the beggardom of rules.”

Karl von Clausewitz.On War

It may betrue that war isthe human activity most vitally subject to
chance and happenstance, but monetary policy surely runs a close
second. Making decisions and taking action in a setting driven by the
unknown and the unknowable are alarge part of what the making of
monetary policy isall about. The central thesis of this paper is that
Clausewitz's warning against the straight-jacket of predetermined
rulesin waging war is no less apt in the conduct of monetary policy.

The more specific focus of this paper's argument is the largely
unanticipated, indeed unanticipated, changes that have occurred in
recent years—and that continue to occur and, in all likelihood, will
keep on occurring—in the U.S. financial markets. Enumeration and
description of particular changesin market structure or practiceisnot
the point, however. Rather, the paper's object isto provide an over-
view, or moreaccurately apoint of view or perhapseven aphilosophy,
in regard to the implications of such changes for the design of
monetary policy.
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Thecentral tenet of that point of view, or philosophy of the matter,
is that such changes are, and for the foreseeable future will be,
ever-present and ongoing, to a sufficient extent as to vitiate any
attempt to achieve a successful monetary policy by following arule
based on a predetermined intermediate target. This view stands in
specific contrast to theidea that adistinct set of market changes has
occurred but has aso now concluded, 0 that the financial and
economic relationships most relevant to monetary policy will soon
"settle down'™ to reflect some newly prevailing equilibrium. This
paper's argument is that such an equilibrium may exist in some
suitably fundamental sense, but not at the level of workaday detail
and operational explicitnessrequired to underpinaformal procedure,
like that surrounding the use of an intermediate target, capable of
appropriately governing monetary policy.

What too often seems forgotten in the endless debate over how to
conduct monetary policy isthat the question crucialy at issueis not
whether asufficiently clever econometrician, surveying thewreckage
after thefact, can devise some new specification, or invent some new
variable, capable of restoring order to a collapsed relationship. What
mattersis whether it is possible to identify before the event a set of
regularities of sufficient centrality and robustness to provide the
qualitative and quantitative basis for sound policymaking. Even a
careful reader of the voluminousliterature of this subject might well
infer that a positiveanswer to theformer question somehow implied
afavorableresolution of thelatter. But thetwoissuesaredistinct, and
it isthelatter that must carry theweight of actual policymaking.

Thefirst section providesthe necessary context for what follows by
briefly reviewing the motivation and logic underlying the use of
information variables and intermediate targets in formulating and
carrying out monetary policy. A novel feature of this discussion,
compared to much of the usual literature of the subject, istheimpor-
tance attached to the frequency in time over which a central bank
revigits its choice of target, both qualitatively and quantitatively.
When the time between such reconsiderationsis lengthy, the use of
any intermediate target becomesindistinguishablefrom afixed (that
is, no-feedback) rule. But when the time interval is short, what is
formally the same procedureamountsin substanceto aquitedifferent
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approach based on an information variable. The first section also
highlights the importance, under either an intermediate target proce-
dureor aninformationvariableprocedure, of empirica linksbetween
the specific variablein question and nonfinancia economic activity.

Thesecondand third sectionsturn toempirical evidence, document-
ing the collapse in recent yearsof some of thefamiliar relationships
that, if they weresufficiently robust, could perhapsplay acentra role
in guiding U.S. monetary policy. As away of making more explicit
theconnecti on between thesechangesin empirical economicrelation-
ships and the changes that have taken place in the U.S. financia
markets, thethird section focuseson three* case study"* examples: the
narrow money stock (M1), which was at the center of the Federal
Reserve System's most intensiveeffort to date to pursue monetary
growth targets, during 1979-82; a broad credit aggregate, which my
own work of adecadeago showed was comparableto most measures
of money in its relationship to income; and the broad money stock
(M2), which in recent years seems to have attracted more support as
atarget for U.S. monetary policy than any other such variable. With
respect to M2 in particular, this paper argues that today the Federal
Reservenot only does not know themagnitudebut does not even know
the sign of the responseof M2 to open market operations.

Finally, the fourth section takes up the hard question of how to
conduct monetary policy in an environment **so constantly and so
generally in close connection™ with chance and change. Even the
traditional injunctionto do lesswhen mattersare uncertain, and in the
limit donothingat all when they are uncertainenough, hasno meaning
when basic rel ationships are o subject to changethat it isimpossible
to say what "'doing nothing™ means in operationa terms. Yet the
Federal Reserve must somehow execute to the best of its ability its
responsibilities, both statutory and moral, to further the common
weal. The approach suggested here involves the use of information
variables that are inclusive rather than exclusive—encompassing
measuresnot only beyond theconventional monetary aggregates but,
indeed, beyond the confines of the banking system or even the
financia markets more generaly —together with a frequency of deci-
sionmaking that for practica purposes renders even a single formal
intermediatetarget substantialy equivaent to an informationvariable.
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Thefifth section concludes by pointing to some valid and poten-
tially important concerns, stemmingfrom ongoing changein theU.S.
financial markets, that remain beyond the scope of the subject's
trestment here.

Targets,instruments, and information variables

In principle, the Federal Open Market Committee could conclude
each of its meetings by issuing a directive smply instructing the
Committee's operating & Mthe securitiestrading desk at the Federal
Reserve Bank of New York, to do whatever is appropriate to make
the U.S. economy grow at such-and-such percent per year, or to limit
price inflation to no more than such-and-such percent. The FOMC
doesnot act in thisway, presumably because the decisionsthustaken
would not be sufficiently operational. In other words, they would
leave to the trading desk staff the entire matter of just what to doin
order to achieve thespecified growth rate, or thedesignated inflation.

One can, of course, imagine such a division of responsibility be-
tween staff and principals. But the FOMC has never (to my knowl-
edge) even come close to adopting that division, perhapsbecause the
Federal Reserve System itself, as an institution, already stands in
roughly thiskind of relationshipto theCongress. Moreover,economic
growth and inflation are subject to many influencesbesidesmonetary
policy, and many of those are surrounded with great uncertainty.
Actua results may therefore differ from the corresponding intended
outcomes despite even the best actions ex ante by monetary policy.
'Without at least some judgment about the plausible means to the
designated ends, made either before the fact or after, how could the
principalson the Committeeever determine whether their appointed
staff had acted appropriately and competently?

At the other extreme, the FOM C can a so make decisions couched
entirely intermsof quantitiesor pricesthat thetrading desk's actions
aone are sufficient to establish, either because desk actions are al
that matters (asin the case of nonborrowed reserves) or in the sense
that desk actions can readily be made dominant over other market
forces, at least for a while (asin the case of the federal funds rate).
The Committee has pursued approximately thiskind of narrow focus
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on theinstrumentsof monetary policy at varioustimesin thepast, and
such aninterpretation, with thefundsrate asthedes gnatedinstrument
variable, seemsnot far off themark asadescription of themost recent
period. Once the Committeeitself makeswhat amountsto the choice
of instrument—meaning here not just the qualitative selection of
which instrument to set but also the quantitative magnitude to be
implemented — responsibility for whether that choiceistheright one
clearly rests with the principals.

Both the Federal Reserve Systemand many of itscritics, however,
have long sought to frame the FOMC's decisionmaking processin
terms that are intermediate between these two extremes. One often
stated reason isexternal: thedesire, on the part of both the Congress
and interested private citizens, to monitor the Federal Reserve's
intentions and competence aong just the lines suggested above in
regard to the FOMC's relationship to its staff. If the economy per-
formsin a patently undesirable way, is that the fault of monetary
policy? Or was monetary policy appropriate ex ante and the poor
outcomedue to unforeseeabl ecircumstancesbeyond Federal Reserve
control —like a surprise price increase imposed by the OPEC cartel,
or astock market crash that dampened thepublic's spending, or credit
stringency following large loan losses taken by banks and other
lenders?

But much of the motivation for a more intermediate monetary
policy decisionmaking framework has also been internal, in the
simplesenseof enhancing thelikelihood of achieving moredesirable
ultimate outcomes. Regardlessof whether it isleft to staff or carried
out by principals, and regardiesstoo of whether the matter isdrawn
explicitly or merely leftimplicit,the process of establishing thepolicy
instrument thatismost likely tolead to any desiredeconomicoutcome
involves tracing backward a causal trail that leads (in the forward
direction)from what the central bank doesto what happensto nonfi-
nancia economicactivity. Alongthat causal trail, central bank action
and economic effect are separated both by time and by behaviora
process. A change in the federal funds rate or in the quantity of
nonborrowed reserves now makes a differencefor economic activity
later on, and the economic behavior that givesrise to that ultimate
differenceinvolvesactionsalong theway that are, at leastin principle,
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observable. Theconcept of either an intermediatetarget for monetary
policy or an information variable rests on both the time lag and the
observability of stepsalongtheway (and, of course, on thefundamen-
tal presenceof uncertainty in thefirst place).

Itisimportant to emphasizethejoint and mutually reinforcingrole
played in this context by both the passageof time and the occurrence
of observableintermediate behaviora actions. If theimplementation
of anew federa fundsratein themorning haditsfull effectonincome
and pricesby lunchtime, therewould belittlepractical interest (atleast
for policy purposes) in monitoring what happened aong the way.
Confronted by undesirable economic outcomes, the FOMC could
change policy the same afternoon. Similarly, if there were no way to
observewhat was happening until thefull economicimpact of afunds
rate change had occurred, theCommitteewould havelittlechoice but
to "wait it out™ with whatever rate level seemed appropriateex ante,
even if the wait might be long indeed. In the world that confronts
actual monetary policy, however, it does take time for central bank
actionsto achievetheir full effect on economicactivity. And, at least
under most conceptionsof how monetary policy works, the underly-
ing economic behavior does involve steps aong the way —ranging
from financial actionslike taking loans or making deposits, to nonfi-
nancia actions like placing orders or obtaining building permits—
that central bankscan and do observe.

The specific aspect of intermediate behavior that has traditionally
received the most attention in this context is the accumulation of
money balances. Given that the central bank’s main form of policy
action in afractional reserve banking systemis the purchaseor sale
of securities in exchange for bank reserves, even quite disparate
accounts of the behaviora process connecting monetary policy to
economic activity provide at least a potentia rolefor fluctuationsin
some measure of ""money"* to anticipate fluctuationsin income, out-
put, and spending (either real or nomind). In the most conventional
rendering, open market purchases providereservesthat enable banks
to increase their lending and thereby create more deposits, thus
reducing interest rates (as long as the demand for deposits is nega
tively interest elastic) and so stimulating spending. A closely related
alternative version places more emphasison the importance of bank
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lendinginfinancing either businessor household expenditures,so that
movements in money anticipate spending primarily because they
reflect what is happening on the other side of the banking system's
balancesheet. A quitedifferent view focusesinitially on the presumed
link between money and prices, associatingany effectsonreal activity
with the output decisions of producersunsure of how to interpret the
limited information they receive as priceschange.

In each of these representations, the behavior that ultimately gen-
erates changesin real economic activity and/or prices aso involves
movements of "money,” and if the timing is right, the FOMC can
exploit those movementsas a means of checking, and if warranted
changing, itschosen level for thefederal fundsrate or the quantity of
nonborrowed reserves. The mogt straightforward way to do so is
simply to comparethe observed level (or growth rate) of *'the money
stock” to prior expectations, formulated in conjunction with the
origina instrument choice. More money (or afaster growth rate) than
expected might mean that monetary policy ishaving amore stimula-
tive effect on economic activity than anticipated. Or it could mean
that, while monetary policy is having the anticipated effect, some
independent influence—fiscal expansion, for example, or a stock
market radly —is providing more stimulus than anticipated. Either
way, the indicated response would be to tighten monetary policy by
raising the funds rate or reducing (the growth of) nonborrowed
reserves. Such a procedureamountsto using*'money" asan informa-
tion variable, periodicaly exploiting its relationship to economic
activity to make mid-course corrections in the chosen policy instru-
ment as needed, rather than smply wait until the ultimate effect on
incomeand prices hasitsalf becomefully evident.!

Under most conceptions of how central bank actions affect the
economy, of course, movementsin money are not always a sign of
movementsin income and prices to come. More money (or a faster
growth rate) than expected might instead mean that bank customers
are smply choosing to hold larger deposits in place of aternative
formsof wealth, for reasonsunrelated to their spending or production
decisions. Or it could mean that banks have decided that a smaller
cushion of excessreservesis appropriate to newly prevailing market
conditions. Whenever the FOM C uses™ money** (or any other observ-
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able quantity or price, for that matter) as an information variable to
help guide monetary policy, it must inevitably makejudgmentsabout
just such mattersin order to decide whether, and if so by how much,
to react when thechoseninformation variable behavesunexpectedly.
When the Committee's judgmentsareright moreoften than not, using
an information variable in this way can help it to achieve more
desirable outcomes, although it does little to further the interest of
those who seek to monitor monetary policy externally.

By contrast, the Committeecould eschew making such judgments
on acase-by-casebasisand instead smply decidethat it will always
react to unexpected movementsin money asif they convey informa-
tionabout nonfinancia activity that warrantachangein thefundsrate
or in nonborrowed reserves. The limiting case of this manner of
proceeding is not only to treat al unexpected money fluctuationsas
informativein thissense but al so, as a quantitative matter, to react to
any such unexpected movements by changing the policy instrument
in such away asto offset them altogether (or to the maximum extent
possible). If the FOMC had initially thought such-and-such percent
money growth wasconsi stent with achievingitsobjectivesforincome
and prices, butincomingdatahasshownfaster growth, theCommittee
would thus respond by raising thefunds rate or withdrawingreserves
to the extent now thought necessary to restoremoney growth to just
that originally designated rate. In this case, the Committee would be
using money not merely asan information variablebut, further,asan
intermediate target— in the sense that it is, for some period of time,
conducting monetary policy asif its objective were not to influence
nonfinancial economic activity but to achieve a designated rate of
money growth (which, of course, ismorestraightforwardfor outsiders
to monitor).

But for what period of timeisthat?In the vast literaturediscussing
targets and instruments of monetary policy, analysisof thiskind of
intermediate target procedure typically does not designate any spe-
cific time interval for which the intermediate target is in force. For
purposesof formal analysis, doing S0 is perhaps beside the point. But
the substantiveforce of an intermediate target depends crucialy on
the length of time during which achieving a particular target actually
governsthe conduct of policy.
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For example, suppose the FOMC determines that achieving its
objectivesfor nonfinancial economic activity islikely to be consistent
with money growth of such-and-such percent, and further resolves
not to revisit this matter for the next year. Instead, during that timeit
will conduct open market operations solely with an eye to achieving
its chosen rate of money growth. Such a practice would clearly
distinguish this use of money as an intermediate target, not just asa
formal matter but in substance as well. Throughout the year the
Committeewould, in effect, be conducting policy under the presump-
tion, quantitative aswell asqualitative, that the open market response
appropriate to offsetting any unexpected movements of money isalso
the response appropriate to offsetting any unwanted fluctuations in
nonfinancial economic activity.

By contrast, suppose the Committee adopts what isformally the
same stance but also resolves to revisit the matter, including making
afresh assessment of whether theinitially designated money growth
rateis still consistent with the desired nonfinancial outcomes, after
just one month. Here money may still be the intermediate target of
monetary policy, in the sense that its movements govern open market
operations within that month. But as a substantive matter the Com-
mittee is addressing, regularly and frequently, the very same ques-
tions—to what extent does the latest movement in money say
anything about incomeor prices?and what rate of money growth now
seems most consistent with achieving whatever is now the desired
path of income and/or prices?—that arise when money is just an
information variable.

As a substantive matter, therefore, whether the designation of a
specific intermediate target for monetary policy really amounts to
what the literature has associated with such a procedure depends
importantly on the length of time for which it isin force. In one
direction, longer timeintervals givetheintermediate target procedure
substantive content. Indeed, as the interval becomes long enough,
pursuing an intermediate target becomes indistinguishable from fol -
lowing a fixed money growth rule without feedback. In the other
direction, shorter timeintervals render an intermediate target substan-
tively equivalent to an information variable.
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Just where today's FOMC practice stands along this spectrum is
ambiguous. As a rhetorical matter, under the Humphrey-Hawkins
legidation the Committee reports targeted growth rates (actualy
ranges) to Congressfor an entireyear a atime, with an opportunity
to revise thesetargetsat mid-year. A year is presumably long enough
to lend substantive content to an intermediatetarget procedurein this
context. As apractical matter, however, both the observed outcomes
and the Chairman's statements to Congress clearly show that the
Committee feels no imperative to meet its designated targets if it
judges doing so to be inappropriate. In this presumably moreimpor-
tant sense, money is clearly serving as (at most) an information
variable, not an intermediatetarget.

Regardlessaf whether the Committee uses* money** --or any other
varisble—as an intermediate target or just an information variable,
however, two basic requirements remain. The quantity or price in
question must be observable. And its movementsmust provideinfor-
mation about subsequent movementsof income, or output, or prices,
or whatever aspect of nonfinancia economicactivity monetary policy
seeks ultimately to affect. When changes in market structures or
practice render avariable unobservable (asimplied, for example, by
thefamiliar claim that thereis some concept of **money** that contin-
ues to be closely related to income or prices, but which does not
correspond to any measure that could be revealed by the available
data), or when such changessever avariable's empirical relationship
to nonfinancia economic activity so that its movementsare no longer
predictive, that variable's usefulnessfor purposesof monetary policy
isended. But on both counts, that is an empirical matter.

Evolving mar ketsand changingempirical relationships

Financial markets, both in the United States and elsewhere, have
undergonevast changesover time. In theUnited Statesduring the past
two decades, the markets for deposits and deposit-like instruments
have been aparticularly dramaticfocusof change. Banks, thrifts,and
other competing institutions, acting in response to relaxed govern-
ment regul ationaswell asto new opportunitiesopened by technol ogi-
cal advancesin communications and data processing, have widely
introduced new formsof wedth holdingthat either did not exist at all,
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or at best were available only by specia arrangement for very large
accounts, just ashort time before. Thedeposit-holding public, includ-
ing businessesas well as household accounts both large and small,
have responded in turn by massively shifting their patternsof deposit
ownership. All thisis, by now, highly familiarand well documented.?

Fromtheperspectiveof what mattersfor monetary policy, thesingle
most fundamental aspect of this sweeping change in deposit institu-
tions has no doubt been the abolition, virtualy at a stroke, of the
long-standing distinction between saving balances and transactions
balances. At least since the 1880s (Jevons, for example), economists
have distinguished the desireto hold money asarepository of wedlth
from thedesireto hold money asameansadf consummating purchases.
And at least since 1933, when the Glass-Steagall Act prohibited
payment of interest on demand deposits, this conceptual distinction
had corresponded in the United States to a readily visibledivision
between different formsof depositsactually offered by banks. Butin
the new world of money market mutual funds, money market deposit
accounts, and other instruments combining market-related interest
ratesand checking services, it isnow standard practicefor depositors
to make the same account balance serve both functions.

Nor has the scope of change within the last decade or two been
limited to institutionsand practicesaffecting the public's asset hold-
ing behavior. Borrowing arrangements, too, have become sharply
different. Thechangein thisregard that has probably been of greatest
significance to links between monetary policy and nonfinancial eco-
nomic activity is the securitization of residential mortgages and
subsequent establishment of ahighly liquid secondary market for the
resulting securities. Thisdevel opment haseffectively severed thelink
between mortgage financing and deposit flows, a link that had pre-
vioudy enabled theFederal Reserve(actingin conjunctionwith other
regulatory bodies) to exert particular influence over the pace of
homebuilding by setting market interest rates either above or below
the maximum interest rates legdly payableon deposits. The ceilings
that used to limit deposit interest ratesare now mostly gone, but in all
probability their presence today would make little differencefor the
cyclical variability of homebuilding because securitization has made
available to mortgage borrowersvirtually the entire market of saving
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flows, not just those that pass through depository intermediaries.

The more general erosion of the position of depository intermedi-
aries, of which mortgage securitization is just the most obvious
example, ispotentialy of paramountimportancefor theway in which
theFederal Reserve System conductsmonetary policy. At least under
current ingtitutional arrangements, the Federal Reserve's functional
role in this context is as the monopoly provider of reservesin a
fractional reserve system encompassing banks and other depository
intermediaries. But if theintermediary sector itself atrophiesin rela-
tion to theeconomy's overall systemsfor holding wealth, executing
transactionsand mobilizing saving to financeexpenditures, that func-
tional role correspondingly withers in its importance and effective-
nessfor the determination of nonfinancial economic activity.

Chart 1 shows that the share of total wealth holding in the United
States represented by depository intermediaries ligbilities has recently
declined sharply (mostly because of the collapse of the savings and
loan industry), after well over adecade of relativestability. Even so,
theseinsgtitutions sharein total wealth holding isapproximately what
it was two decadesago, and well abovewhat it wasthree decadesago.
By contrast, Chart 2 shows that the share of debt financing done by
depository intermediarieshas been declining for thelast two decades,
and at amore rapid rate in recent years. These institutions' sharein
total debt financing iswell below any recent benchmark.

No oneknowsjust how small reservable(or potentially reservable)
deposits must become in relation to total wedlth, or how small the
assetsof depository institutionsmust becomein relation to total credit,
before the central bank's ability to affect these ingtitutions behavior
by providing reserves no longer trandates into an ability to affect
broader aspects of economic activity. But thelimiting point issurely
not zero, and it is implausible not to expect the relevant associated
relationships to change, perhaps subtly but perhaps more dramati-
cally, well beforethat point is reached.

And change they have. Table 1 reports the results of standard
empirical exercises testing whether the respective growth of any of
the usual money or credit aggregates conveys information about
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Chart 1
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nominal income growth in the United States, apart from what is
already known from past income growth itself and from past move-
mentsof thefederal fundsrate. Thetabl e presentsF-statisticsfor tests,
based on quarterly data across different time periods, of the null
hypothesis that al of the coefficients on the lagged growth of the
specific aggregateindicated (that is, dl of the B;) are zero in autore-
gressionsof theform

4 4
(1) Ayr=+y Bi Amei+ Y Yilri+ . 8 Aye-i +ur

where y and m are, respectively, the logarithms of nominal gross
domestic product and the aggregate indicated; r is the federal funds
rate; u is adisturbance term; and the ;, i, and 8; are dl coefficients
to beestimated.3 Thefiveaggregatesconsideredarethe narrow (M1),
broad (M2), and broader (M3) money stocks, bank loans, and tota
debt of domestic nonfinancial borrowers.

Thefirst time period considered in Table 1 is 1960:2-1979:3, that
is, from theearliest timefor which the Federal Reserve providesdata
corresponding to its current definitions of the monetary aggregates
until the point when it introduced new operating procedures for
monetary policy. Theend of the 1970sal so marked the approximate
onset, or the acceleration, of many of the changes in private-sector
financial markets that have distinguished the more recent period. As
theF-statisticspresented in thetablemakecl ear, during 1960-79 each
of thefive aggregatesconsidered contained information about future
nominal income movements that was statistically significant at the
.10 level or, in mogt cases, better. By contrast, for the period since
then (1979:4-1992:4) not one of thefiveaggregatesdoes so. Further,
this sharp differenceis not smply an artifact of the shortnessof the
second sample. Except for M3, which isjust significant a the .10
level, the same result emerges when thetime period under considera-
tion aso includes theentirety of the 1970s(1970:1-1992:4).

The scope and import for monetary policy of changeslike those
documentedin Table 1 should not be underestimated. For the FOMC
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Tablel
F-Statisticsin Nominal Income Equations

Agoregate  1960:2-1979:3 1979:4-1992:4 1970:1-1992:4

Ml 4.98%%* 79 56
M2 207" 1.47 114
M3 2.68** 1.07 2.31*
Loans 4.50%** 56 1.46
Credit 4.770%%* 71 22

Note: Estimated regressions include four lagson each of nominal GDP, thefederal funds
rate, and the aggregate shown. Nominal GDP and the aggregate are expressed in logarithms.
All variablesare in first differences.

*kk
**
*

significant at the.01 level
significant at the .05 level
significant at the .10 level

to use any of these aggregateseven as an information variable, much
less as an intermediate target, it must know qualitatively that a
relationship between the aggregate and nonfinancial economic activ-
ity exists and it must know at least something quantitatively about
what that relationship is. If the F-statistics for 1979-92 (or even
1970-92) showed theexistenceof such relationships,thentherelevant
questions for policy purposeswould be whether they were the same
as (or similar to) theonesthat had prevailed earlier on, andif not then
whether (or how) the FOMC in the past could haveinferred the new
rel ationshipsonce they wereestablished, and whether the Committee
can now have sufficient confidence in these relationships going
forward to exploit them for policy purposes. But since the F-statistics
in fact show no such relationshipsin the first place, none of these
guestions arises, and certainly not the issue of exploitation for pur-
posesof monetary policy. What could it mean to use an information
variable that provides no information? Or to have an intermediate
target that is not demonstrably intermediate? What is left of the
familiar argument that monetary policy should be conducted accord-
ing to fixed rulesin order to render the economicenvironment more
predictable for private economic decisonmakers, if the economic
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outcomes that matter to private decisionmakers bear no predictable
relationship to the variable on which the monetary policy rule is
based?

Itis awayspossible, of course, that any or all of these aggregates
may bear ausefully informativerel ationshipto themovementof either
real income or prices separately, but that relationshipis obscured here
by combining real income and prices into the single measure of
nomina income. Traditionally, the most fundamental theory of
"money" in economics has emphasized the link to prices, leaving
implicationsfor real activity to more specific treatmentsembodying
impedimentsto Walrasian equilibrium that may be realistic but rest
on weaker foundations nonetheless? By contrast, much of therecent
empirica literature of the subject has explicitly focused on whether
fluctuations in money anticipate fluctuationsin rea output.® Either
kind of relationship would potentially be useful for purposes of
monetary policy, in that the FOM C as astandard matter indicatesits
concernfor both price inflation and real outcomes.

As Tables 2 and 3 show, however, such is not the case. Table 2
presents F-statistics, analogousto those in Table 1, for the B; coeffi-
cientsin autoregressionsaf theform

4 4 4 4
(2) Axp=0+y Bimpit N it Y, Sixe—i+ Y, G prei+

i=1 i=1 i=l i=1

where x and p arethe logarithmsof real grossdomestic product and
the corresponding price deflator, respectively, and dl other variables
are as in equation (1). Table 3 presents analogous F-statistics for a
further set of autoregressions that areidentical toequation (2) except that
p replacesx asthedependent variable. Asiswell known, noneof these
aggregates conveys statistically significant information about sub-
sequent movements of real income once the relationship alows for
theeffectsof interest rates(hererepresentedby thefederal fundsrate).
That was true before 1980, and it has been truesince. Before1980 most
of these aggregates did convey such information about subsequent
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Table2
F-Statisticsin Real Income Equations

Aggregate  1960:2-1979:3  1979:4-1992:4 1970:1-1992:4

M1 .82 1.18 1.32
M2 .92 .65 14
M3 1.18 18 10
Loans 1.18 .55 22
Credit 55 .59 .78

Note: Estimated regressionsincludefour lags on each of rea GDP, the GDP price deflator,
thefederal fundsrate, and the aggregateshown. Real GDP, the deflator, and the aggregate
are expressed in logarithms. All variablesarein first differences.

Table3
F-Statisticsin Price Equations

Aggregate  1960:2-1979:3  1979:4-1992:4 1970:1-1992:4

Ml 4.99%%x 1.06 38
M2 144 1.33 134
M3 2.20%% 1.13 2.96**
Loans 3.85%#* 2.73%:% 3.60%**
Credit 4.32%%x 55 65

Note: Estimated regressionsincludefour lagson each of real GDP, the GDP pricedeflator,
thefederal fundsrate, and the aggregateshown. Real GDP, the deflator, and the aggregate
are expressed in logarithms. All variables are in first differences.

*** Ggnificantat the.01 level
significantat the.05 level

*  dgnificanta the.10 level
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movements of prices. (Interestingly, M2 is the exception.) In more
recent samplesonly M3 and (surprisingly) bank loans have done so.

Changes of the scope and magnitudeillustrated in Tables 1-3 are
unlikely to be mere accident. Instead, these changes in statistical
relations have morelikely resulted from changesin economic behav-
ior, presumably incdluding—and perhaps especialy including—just
thekind of changesin financial market structure and practice that are
at issue here.

Threecasestudies

As a means of illustrating the connection between the changing
statistical relationshipsdocumentedin thesecond section and specific
changesin financial market structureand practice,itishelpful tofocus
in moredetail on threeof these aggregatesin particular.

Narrow money

Two decades or so ago, the center of attention among economists
and others who advocated a greater role for monetary aggregatesin
the making of U.S. monetary policy was the narrow money stock
(M1), consisting essentially of currency and demand deposits. The
reasons were theoretical, practical and empirical. The theory of the
demand for money for transactions purposesseemed well worked out,
especially in comparison to the more open-ended issuesinvolved in
demandfor money asameansof weelth holding. Asapractical matter,
it was straightforward that currency and demand deposits were the
two main ways of effecting transactions in the United States. By
contrast, endless debate and ambiguity surrounded any attempt to
draw a line separating what was "money" from what wasn't for
portfolio purposes. Finally, athough Friedman and Schwartz’s
(1963) historical work had used a broader aggregate aso including
savingsdeposits at commercia banks (but not thrifts), widely publi-
cized studies by Andersen and Jordan (1968), Goldfeld (1973), and
others seemed to point to M1 as the measure exhibiting greatest
stability in relation to income in the United States during the post
World War 11 period.
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As a result, M1 usually assumed pride of place in the FOMC’s
on-again off-again attempts, beginningin 1970, to incorporate mone-
tary aggregate targets (or constraints, or provisos) in its regular
directives to the trading desk. When the Committee dramatically
adopted new operating proceduresin October 1979, much of what the
changewasall about was ahei ghtenedemphasi son achievingtargeted
ratesof money growth. Again M1 wasthemain focusaf attention.

At the same time, it was well understood that the then existing
structure of reserve requirements, under which banks held reserves
against not only demand deposits but a so savingsdeposits, weakened
the Federal Reserve's potential control over M1. TheFederal Reserve
in 1978 had proposed a new system of reserve requirementsfocused
more narrowly on " transactions* balances, and al sointroducingreserves
against such balances on account at nonmember banks and even at
nonbank intermediaries.® Congress|egislated approximately thissys-
tem as part of the Monetary Control Act of 1980.

Ironically, just asthe Federal Reservewas placingM1 at the center
of its monetary policymaking framework and the Congress was
revamping reserve requirements to make M1 more closely control-
lable, the relationship between M1 and nonfinancia economic activ-
ity had aready begun to break down. Following a widely debated
episode a the end of the 1973-75 recession, in which business
recovered sharply despite M1 growth that normally would have been
consistent with a much slower advance of nominal income (to the
evident consternation of the Federa Reserve's critics), Goldfeld
(1976) added to his earlier paper a postscript wondering where the
"missing money" was. By the time the FOMC formally abandoned
its new operating procedures, Judd and Scadding (1982) werealready
in print with a survey article citing more than eighty paperson the
apparent demise of themoney demandfunction and theongoingeffort
to rescussitateit.

AsChart 3 shows, however, these eventsof themid- to late-1970s,
troublesome as they were at the time, now appear as mere blips
compared to what has happened since. Thereason, presumably, isthe
revolution in ways of effecting transactions that began with the
introduction of NOW accounts (in New England only) and money
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market mutua funds, assumed full force following the Depository
Ingtitutions Deregulation Act of 1980, and has since continued with
the introduction of "'debit cards."

Few peoplewould have expected the demand for any transactions
centered monetary aggregateto remain unaffected by these devel op-
ments (the Federal Reserve redefined M1, together with the other
standard aggregates, in 1980), but many failed to anticipate the full
extent of thecollapseof M1's relationship to both incomeand prices.
For example, well after the Federal Reserve had publicly abandoned
itsclose adherence to money growth targets, Milton Friedman (1984)
argued that the short-run relationship of M1 to nomina income
remained asreliableas before but had merely accelerated thetimelag
involved, and moreover that the longer-run relationship of M1 to
pricesaso remained predictive. As Table 1 shows, however, thereis
no statisticaly significant relationship between M1 and nominal
incomein the post-1979data. Table3 showsthesamefor prices. Even
the correlation between M1 growth and inflation, computed in the
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way Friedman recommended to bring out thelonger-run relationship
(using two-year moving averages to smooth out transitory fluctua-
tions, and a two-year lag to allow for duggish price responses),
dropped from .87 during 1959-78 to .10 during 1979-92.

Beginningin 1983, theFOM C not only widened theM 1target range
it reported to Congress but also stated explicitly that it was placing
lessemphasison M1 than on broader aggregates. In 1986 the Com-
mittee widened theM1 target rangeto five percentage points. In 1987
the Committeegave up reporting any M1 range at al.

Broad credit

In thelate 1970sand early 1980s, | wrote aseriesof papersshowing
that the total outstanding debt of al nonfinancial U.S. obligors bore
arelationshipto nomina income comparableto that for any of the
standard monetary aggregates(seeagain the 1960-79 column of Table
1).7 At the most basiclevel, themotivationfor thiseffort was thefact
that skeletal macroeconomic models like those of Tobin (1969) or
Brunner and Meltzer (1972) conveyed no a priori presumption that
onesided any sector's balance sheet be moreintimately related than
theother side to its nonfinancial activity. Liabilitiescould be just as
relevant as assets. At amore substantivelevel, many of the disparate
strands of what has since come to be called the " credit view" of
monetary policy at least had in common afocuson economic agents
ability to borrow.

Two aspects of this work were somewhat surprising, however,
especially in the context of *credit view" thinking. First, the debt
aggregatethat boreastatistically significant rel ationshipto income—
that is, the aggregate whose fluctuations tended to anticipate future
movements of income—included both the debt of private-sector
borrowers and government debt (unlike the corresponding private-
sector-only measure, a form of which had for some time been an
element of the standard index of leading indicators). Second, in
contrast to the usud " credit view" implication that thereissomething
special about the debt of banks, or perhaps of banks together with
other credit granting intermediaries, total credit consistently outper-
formed any bank-based measurein statistical testsof arelationshipto
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income. While these specifics raised some puzzles to be explained,
that did not take awvay from the fact that at least one measureof the
economy's liabilitieswasas closely related to nonfinancia economic
activity as any measure of its assetsthat could be labeled *money.”

When acentral bank usesan explicitintermediatetarget asthefocus
of monetary policy, therecan be only one such target.® But when the
central bank uses variableslikemoney asinformation variables, there
is no reason to limit the procedure to just one. Given the roughly
equivalent performancecf tota credit with any of thestandard Msin
providing information about subsequent fluctuations of income, the
conclusion| drew from theseresultswasthat if theFOM C weregoing
to use a monetary aggregate to guide monetary policy it should also
use total credit for this purpose. Not only were two sources of
information likely to be better than one, but one monetary aggregate
together with one credit aggregate also seemed preferable to using
two different monetary aggregatesin tandem (which some people at
the time were suggesting). Using both a monetary aggregate and a
credit aggregatewould broadentherange of information thusbrought
to bear on the monetary policy process to encompass nonfinancial
agents liability-issuing behavioraswell astheir asset-hol ding behav-
ior. In 1983 the FOMC began to includein its reportsto Congressa
monitoring rangefor total credit (whichit calls" domestic nonfinan-
cial debt™), and it has done so ever since.

As Table 1 shows, the collapse of the relationship between credit
and nonfinancia economic activity has been just as dramatic asthat
for any measureof money. Chart 4 further illustrates the enormous
break with prior debt-issuing patterns that began not long after the
1981-82 recession ended. Roughly one-third of therise sincethenin
total credit compared to income has reflected the federal govern-
ment's by-now chronicfiscal imbalance. Thedozen years since 1980
comprisetheonly sustained period since thefounding of the Republic
in which theU.S. Government'soutstanding debt hasrisenfaster than
the national income. In 1980 the government's debt amounted to 26
centsfor every dollar of U.S. grossdomestic product. By 1993it was
53 cents.

The other two-thirds of the increase in total debt in relation to
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income reflects the borrowing of both businesses and households.
Whilethegovernment'srising debt isamatter of fiscal policy (atleast
inthefirstinstance), theexplosionof private-sector borrowingisvery
much the stuff of changing financial market structuresand practices.
The most dramatic changesin this regard have been in the business
arena, where the wave of leveraged buyouts, debt-financed acquisi-
tions, and stock repurchasesthat dominated corporate Americaduring
much of the 1980s clearly stands as an object of interest in itsown
right. So too doesthe devel opment of the “junk” bond market, which
made so many of thesetransactionspossible. Between 1984 and 1989
U.S. nonfinancia corporationsborrowed (net of repayments) over $1
trillion. Roughly $600 billion of that went into transactions that
extinguished the equity either of the borrowing corporationsthem-
selvesor of other companiesthey were acquiring.

Market structures and practices affecting household borrowing
have changed as well. The most obvious and presumably the most
important example hereisthesecuritization of residential mortgages,
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already discussed above. The markets have also securitized other
household sector liabilities, however, including automobile loans
("CARS) and credit card obligations ("CARDS"). These changes
have clearly increased households ability to borrow. Examples of
institutional change that have plausibly increased households will-
ingnessto borrow includetherelaxation of bankruptcy requirements
invariousstates. (By contrast, changesin thetax codesince 1980 have
mostly reduced the attractivenessof borrowing by individuals.)

Inlight of these pervasivechangesaffecting government, business,
and households, the collapse of the credit-to-income relationship
documentedin Table 1 and Chart 4 is hardly astonishing.

Broad money

To the extent that support exists today for the use of any of the
conventional monetary aggregatesasan intermediatetarget for mone-
tary policy, theaggregatedf choice seemsto be thebroad money stock
(M2).? Within the Federal Reserve System, Feinman and Porter
(1992) have argued on empirica grounds that M2 demand not only
ismore stable than the demandfor other standard Msbut also that M2
outperforms potentia new candidate measures (for example, what
othershavecalled " liquidM2,” consisting of currency plusall depos-
itsin M2that can beredeemed at par on demand). Outsidethe Federal
Reserve, Ramey (1993), and Feldstein and Stock (1993) haveargued
that different forms of error correction procedures render stable the
ratio of M2 to money (or, in reciprocal form, the mis-named M2
"velocity").In recent yearsthe Federal Reserve's reportsto Congress
under the Humphrey-Hawkinslegidation have also attached more
importance to M2 than to other aggregates, at times suggesting that
relationships based on M2 may now be settling into a new, more
usefully exploitable stability after a period of disequilibrium due to
changing market structures.

The performanceof M2 during the most recent businesscycle has
been anything but reassuring, however. AsChart 5 shows, M2 growth
peaked in late 1986 and by yearend 1987 had slowed to rates that
would normally represent astrong predictionof recession. Growth of
M2 revived in 1988, fatered again in early 1989, but then revived
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evenmorestrongly beginningin mid-1989onward, so that by thetime
the recesson began at midyear 1990, M2 was giving the opposite
signal. Throughout this period M2 gavefalse signals broadly similar
to those given by other familiar business cycle indicators like the
federal fundsrate, thesopeof theyield curve, and the spread between
the commercial paper rate and the Treasury bill rate. Asisevident in
Chart 5, however, the difficulty with M2 has a so persisted well into
the recovery, with dow M2 growth more suggestive of renewed
economicdownturn than of even the modest recovery that has taken
place.

Chart 6, updated from Feinman and Porter (1992), makes the M2
growth puzzle more specific by plotting M2 "'velocity against the
Federal Reserve's standard measuredf theopportunity costof holding
M2—that is, thedifference between theweighted-averagereturn paid
on the various components of M2 and a weighted-averagereturn on
short-term market instrumentsnot includedin M2. Clearly something
has changed since 1988. Feinman and Porter showed that expanding
theset of marketinstrumentsconsideredto bealternativestoM2 (and,
importantly, choosing weights on those instruments’ returns that
retrospectively maximizedtheir explanatory power) reduced the mag-
nitude of the recent discrepancy but did not eliminateit.

Put in thesimplest way, thepoint of Feinman and Porter's suggested
improvement in the analysis of M2 demand is that depositors may
consider not just short-term money market instrumentsbut bondstoo,
and perhaps even equities, as potential dternatives to the deposit
componentsof M2. The conceptual point is hardly new,10 but there
isreason to believethat market conditions as well astheinstitutiona
response to those conditions has given it new practica relevance
within just the past few years.

As Chart 7 shows, the spread between long-term and short-term
interest rates hasbeen extraordinarily wideduring thelatest recession
and recovery episode. Holders of maturing certificates of deposit
therefore face alarge gap between the rates at which they can renew
their depositsand the current yiel dson bonds. (Whether thosecurrent
yields correspond to plausible expectations of the relevant expected
holding returnsis moredifficultto say.) At the sametimethat M2 has
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been puzzlingly weak, flows of household funds into bonds and
stocks, and especially into bond and stock mutual funds, have been
unusualy large. Net purchases of bonds and other debt instruments
by mutual funds totaled $90 billionin 1991 and $132 billionin 1992,
compared to $33 hillion per year on average during the previous
decade. Net purchasesof equities by mutual funds were $45 billion
in 1991 and $67 billion in 1992 versusa previous annual average of
just $8 billion.!! The increasing globalization of financial markets
may also have been an influencein thisregard, in that salesof mutual
fundsinvestingin foreign bonds and stocks have grown particularly
rapidly (albeitfrom a small base).

Not surprisingly, banks have responded to this competition by
joiningit. A Federal Reservesurvey of fifty-sixlarge banksin March
1993indicated that fifty-twoof them offered mutua fund productsto
their customers, presumably asaway of at |east keepingthedepositor
if not thedeposit. Roughly one-third of these banks had begun retail
sales of mutua funds just since 1990. Three-fourths of the banks
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marketing mutual funds as of March 1993 had sales representatives
|ocated on site at their branches; before1990 half of these had nosales
personnel available on a daily basis. The median percentage of
brancheswith available sales personnel has gonefrom 20 percent in
1990 to 90 percent in 1993. Among those banks that could estimate
the sourcesof mutual fund purchases, one-third to two-thirds appar-
ently camedirectly from their own deposits.12

In addition to disrupting whatever relationships between M2 and
nonfinancial economic activity may previoudy haveexisted (which
in itself would be damaging enough), these latest changesin market
structureand practice have two implicationsthat are especialy sub-
versive of any attempt by the FOMC to use M2 as an intermediate
target for monetary policy. First, theexistenceof an active, quantita:
tively substantial margin of substitution between any measure of
"money" and long-term assets greetly complicates the Committee's
task of controlling that aggregate. Indeed, aslong as the aggregatein
guestion consists mogtly of short-terminterest bearinginstruments, it
could even change the direction of the aggregate's response to open
market operations.

Suppose, for example, that the Open Market Committee seeks to
increasetherate of M2 growth (perhaps because, asin recent experi-
ence, actua growth has fallen below the targeted range). The pre-
sumptive action by the trading desk is to buy securities, thereby
adding to nonborrowed reserves and lowering the federal funds rate
and, via the market's response, other short-term interest rates. The
conventional expectation, based on the assumption of sluggish or
even fixed deposit ratesin contrast to quick-moving market rates, is
an increase in money demand. But if deposit ratesdeclineroughly in
step with short-term market rates, and if substitution between deposits
and longer-term assets is quantitatively important, the demand for
money may actually decline unless (or until) the fall in short-term
rates induces a matching fall in expected returns on the relevant
long-term assets.

As the Appendix to this section shows more formally, using the
illustration of a smple modd of money demand, money supply,
i ncomedetermination, and theterm structureof interest rates, whether
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"expansionary” open market operations (that is, open market pur-
chases) actually expand M2 or shrink it depends on relationships
among parameters, importantly including interest elasticities, the
estimation of which lies well beyond the scope o this paper. How
sharply the FOMC’s gtaff has estimated those parameters (and their
variance-covariancestructure) isan interesting matter about which to
speculate. | conjecture that in the currently prevailing circumstances
the Committee does not know with confidence even thesi gn, not to
mention the magnitude, of the short-run response of M2 to open
market operations.

The other serioudly damaging implication of the new substitutabil -
ity between M2 and equity and bond mutual fundsisthat flowsinto
or out of M2 may in thefuture assume the volatility that in the past
has been morecharacteristic of securitiesmarkets. In thecasedf bond
fundsin particular, no one knows whether the individualswho have
cashed in their certificatesof deposit to buy thesefunds havedone so
with a full appreciation of the risk properties of these longer-term
assets. Most open-end mutual fundsareessentially asl i qu d asdepos-
its, in that holderscan cash in their shareson notice. But liquidity is
not the sameas risk, and depending on the specific assetsin thefund,
therisk propertiesmay differ sharply from guaranteed redemption at
par. If at some point thenew holdersaf bond funds suddenly discover
that their sharesare subject to downward price variation, redemptions
triggered by arisein long-term interest rates could easily lead to a
""noise” surgein M2 demand sufficient tooverwhelm any "*signd” the
FOMC would hope to exploit by usng M2 as an intermediate target.

In its mid-year report to Congress under the Humphrey-Hawkins
procedure, in July 1993, the Federal Reserve' downgraded the role
of M2 in the monetary policymaking process, acknowledging that
"*rel ationshipsbetween money and income, and between money and
the pricelevel havelargely broken down.”13

Implicationsfor the conduct of monetary policy
Themain lesson to be drawn from thissurvey of changingrelation-

ships between familiar financial ,aggregatesand income and pricesis
that thereisllittle basisfor expecting the FOMC (or anyoneel se, for
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that matter) to identify any time soon anew, stable relationship that
can command the degree of confidence that was once optimistically
attached to any of avariety of such aggregates, and that isrequiredto
place that relationship at the center of the monetary policymaking
process. The pointisnot just the now-familiar finding that statistical
exercises devoid of behavioral content show a breskdown in prior
relationships. It is that thisbreakdown, in one case after another, has
plausibly had its origin in changing financial market structures and
practices and in the response to those changes on the part of house-
holds and business.

To be sure, if the financial markets stopped changing, thenin time
relationshipsof the kind that monetary policymakerscan perhapsuse
todeviseintermediatetargetsmight well emerge. But why expect that
to happen? A decade ago, when attention in this context mostly
focused on M1, it was perhapsplausi bl eto attri bute changing money-
to-income relationships primarily to changesin government regula-
tion, and from that assumption to infer that these rel ationships would
again stabilize as the abrupt regulatory changes of the early 1980s
receded into the past. But the point of the discussion aboveof credit
and M2 is that further change, on about as great a scale, took place
again in themid- tolate 1980s(in thecase of credit) and again in the
late 1980sto early 1990s(in the case of M2).

Moreover, evenif thefinancial marketsdid stop changing,and one
or more newly stable relationshipsof thiskind were to emerge, how
long would it then take to identify those relationships both qualita-
tively and quantitatively? Astheliteratureof thesubject over the past
two decades has amply demonstrated, figuring out which definition
of "money"” (in other words, which collection of inherently quite
different instruments) bears the most reliable relationship to income
or pricesis aready hard enough. But for such a relationship to be
genuinely useful for policy purposes, the FOMC a so needsto know,
at least to some reasonable approximation, its quantitative dimen-
sions: Doesthis aggregategrow in proportion to income, or more so
or less so? How sengitiveisit to interest rates? (And which interest
rates?) How different arethe comovementsthat occur over six months
from those that prevail over two years? For the foreseeable future,
such difficult but absolutely essential quantitative descriptionis just
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not in the offing, at least not with any seriouslevel of confidence.

What, then, istheFOM Cto do?One possibility, of course,issmply
to fall back on whatever the Committeeknows about the connections
toincomeand pricesof theinstrument thetrading desk setsdirectly—
nonborrowed reserves or the federal funds rale—and make policy
decisionson thebasisof those ultimaterel ationshipswithout drawing
on any other direct inputsto the policy process. But because thelags
between Federal Reserve actions and their ultimate economic conse-
gquencesarefairly long (at least according to most estimates), such a
bare-bones framework is inherently unsatisfying. Simply to wait it
out until thefull effectsof any changein thefundsrate have worked
their way through to nonfinancia activity, beforedetermining whether
the new level is appropriateor not, islikely to be tantamount, in too
many instances, to | etting the damage accumul ate.

TheFOMC'’s central need in thissituationisinformation: informa-
tion about the economy's current stateand itsfuturedirection, aswell
as about theeffectsof the Federal Reserve's own actions. And in an
economic and financial environment so dominated by ongoing
change, that information is harder to come by than ever. One impli-
cation of thisbasic description of the problem is that the monetary
policymaking process needs to incorporate information inclusively,
rather than focusing narrowly on any one variable (which would
amount to discarding information from other sources). A paralé
implication is that the policymaking process needs to exploit infor-
mation intensively, throughfregquent re-examinationsof just what the
information provided by any one sourceis saying.

More specificaly, the inclusive use of information presumably
means using asinformation variables(in the sense of thefirst section
above) not just several financial aggregatesrather than only one but
a broader, and potentially much broader, range of measures with
potential predictive context. For example, severa Federa Reserve
researchershaveanalyzed the predictive propertiesof thedope of the
yield curve (that is, the term structure of interest rates) with respect
to real economic activity,'4 and Mishkin (1990) has documented at
least modest predictivecapacity of somepartsof theyield curvewith
respect to prices. Similarly, Kuttner and | have shown that the spread
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between the commercial paper rate and the Treasury bill ratecontains
substantial information about subsequent movementsof rea activity,
albeit not about prices. ! Indeed, the paper-bill spread typicaly remains
highly significant in equations for rea income even when other
variables like money and credit are introduced, and those other
variablesusudly lose their significanceatogether in the presenceof
the paper-bill spread.

No one would suggest using the yield curve slope or the paper-hill
spread as an intermediate target of monetary policy. But once the
policymaking procedureisframed in termsof informationvariables,
rather than an intermediatetarget, thereisno reason why interest rate
relationships are any less suitable for this purpose than monetary
aggregates. Just as with a monetary aggregate, the FOMC can think
through in advance how theyield curve and the paper-bill spread are
likely to moveover thecoming monthsif its policy actionsare having
the intended effect and if nonfinancia activity is developing as
expected. And just as with amonetary aggregate, a sufficiently large
unanticipated movement of the yield curve or the paper-bill spread
could be the occasion for questioning whether economic activity,
either as affected by monetary policy or in other regards, isin fact
developing accordingto plan. That, in short, iswhat theinformation
variable procedurefor monetary policy isall about.

Thereisalso no analytical reason to restrict the Committee's set of
formally exploitedinformation variablesto quantitiesor pricesdrawn
exclusively from thefinancial world. Many of theobservableactions
that areintermediate between what monetary policy doesand what it
hopes ultimately to achieve take place in the sphere of real activity.
Conventional leadingindicator indexeshaveawaysexploited thefact
that goods orders, building permits, ground breakings and the like
typically precede the corresponding final sales and production that
account for much of an economy's output and income (although less
S0 as the share of servicesin total output rises). In contrast to the
unstructured use of such variablesas mere leading indicators, how-
ever, for purposes of monetary policy the relevant question is also
what information they contain about how effects attributable to Fed-
era Reserve actions themselvesare spreading through the economy.
Asistrueinthecasedf financia quantitiesand prices, therefore, there
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is room—indeed, there is nesd—to choose such variablesin part
according to how they fit into the Committee's conception of how
monetary policy affectseconomicactivity.

Asapractical matter, however,itislikely that much of thesubstan-
tive advantage to be gained from exploiting specific nonfinancial
variables as formal information variables for monetary policy is
already implicitin the FOMC’s existing economic forecasting appa-
ratus. If durable goods orders, or housing starts, or container ship-
ments move in ways serioudy a odds with the Committee's
expectations for overall activity consistent with its policy stance,
under current proceduresthat fact is unlikely to escape attention and,
if warranted, closeanaysis. Asaresult, much of the concrete advan-
tage of an explicit information variable procedure probably liesin a
moreinclusiveexploitation of financial quantitiesand prices.

It isimportant to emphasize, however, that broadening the array of
financia quantitiesand prices used asinformation variablesdoes not
guarantee superior ex post policy actions and outcomes. As Charts8
and 9 show, for example, in the period leading up to the 1990-91
recession, both the paper-bill spread and the yield curve dope gave
false signals similar to those documented for M2 in Chart 5. The
paper-bill spread fluctuated at levels normally predictive of areces-
sionfrom mid-1987 to mid-1989, then narrowed sufficiently to elimi-
nate any indication of recession by the beginningaof 1990 and did not
widen again until after the recession had begun. Theyield curve was
a somewhat better predictor in this episode, flattening in 1988 and
throughout 1989, but by early 1990 it had begun to steepen again
whiletherecession wasstill haf ayear avay. (A widening paper-bill
spread typicaly precedesrecessions, asdoesaflatteningyield curve.)

One interpretation of these events is smply that the paper-bill
spread and the yield curve slope are, not surprisingly, imperfect as
predictors of future economic activity.16 An alternative indication,
suggested by thework of avariety of recent researchers, is that these
variables (like M2, perhaps) are not so much predictors of economic
activity asindicatorsof the stance of monetary policy, and that what
thelr movements in this latest episode reved is that the 1990-91
recession was due to causes other than monetary policy (for example,
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the widely discussed "capital crunch™ a banks and other lending
institutions! 7). Much useful research remainsto be done in order to
establish, both for variableslike these spreads and for more conven-
tional variableslike M2, in which of these differing lightsto construe
them. Thedistinctioniscentral to their appropriate usein formulating
and carrying out monetary policy.

Regardless of the outcome of that investigation, however, the
demonstrablefallibility of variableslike the paper-bill spread and the
yield curveaspredictorsof economicactivity illustratesin yet another
context the advantage of using any such measures as information
variables, not intermediate targets. Unlike as with an intermediate
target, an unexpected movement of an information variable does not
automatically trigger achangein policy in thesenseof anew federal
funds rate or atered growth of nonborrowed reserves. It instead
createsthe presumption that thereis an issue to be addressed. There
remains, aways, the need for ajudgment. This central role of case-
by-case discretion in responding to the pertinent information that
arises does not mean, of course, that the FOMC should ignore the
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longer-run consequencesdf its actions.18 It does mean, however, that
in carrying out whatever itsappropriatelong-run strategy may be, the
Committee needsto make judgmentsabout whether or not the move-
mentsof specific observed variablesimply that it hasgoneoff course
and needsto take corrective action.

In principle, onecould perhapsimagineapolicy rule, based onsome
sufficiently complex form of intermediate target, that would inter-
nally embody just these kinds of judgments. After all, unless the
FOMC actsin apurely random way, its monetary policy decisionsdo
systematically reflect the Committee's economic objectives and its
understanding of how any specific action that it may takeor not will
affect the economic behavior to which those objectives relate. For
practical purposes, however —as Tobin (1983) and othershave empha:
Szed—"rules” in this context inevitably mean smple rules, not
elaborate interrelationshipsinvolving large numbers of variablesand
multiple contingencies. Given the complexity of the relationships
involved, a"rule" that fully reflected the Committee's decisionmak-
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ing processwould probably beimpossibleto writedown. By contrast,
for practical purposesof monetary policy a”rule” isnot arule unless
it can be written down in one paragraph and readily explained to
audiencesconsisting of businessexecutivesand Congressmen. Hence
the need for case-by-casejudgments, as new informationemerges, is
real.

Finaly, it should also be clear that those judgments are best made
frequently. Even the most reliable information variable can begin to
give fase signals, and changing financia market structures and
practices can distort (compared to prior experience) the content of
even those signalsthat continue to beinformative. The experience of
thelast decadeor so, asdocumented at somelength and in somedetail
in the second and third sections above, provides ample evidence of
just this phenomenon. Is it possible to know in advance that any
chosen variable will necessarily provide mideadinginformation? Of
course not. But that does not constitute groundsfor proceeding under
a strict presumption that it will not, as is inherent either in an
intermediatetarget procedureor in any procedure calling for automatic
responses to unexpected movements of selected information vari-
ables. Thepresumption,instead, isthat therearequestionsto beraised
and responsesto be undertaken or not in light of the best available
answers. Precisely because thefinancial market structures and prac-
tices that matter in this regard are as subject to change as they have
been in this latest period, assuming that yesterday's answer is still
right today isat best an invitation to error.

M or e fundamental issues

Finaly, even if the FOMC devises asuccessful system for formu-
lating monetary policy, based on a more inclusive explicit use of
financial price and quantity variablesand amore intensive procedure
for responding to the information that these variables contain, the
ongoing evolution of the U.S. financia markets as discussed in the
second section nonethel ess raises a broader —indeed, a more funda-
mental —issue for monetary policymaking.

The mogt straightforward way to frame that issueissmply to ak
why what the Federal Reserve System does mattersin thefirst place.
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Morespecifically,ina$6trillioneconomy with morethan $25 trillion
of financial claimsoutstanding in highly liquid markets where many
of those claimschange ownership not just easily but frequently, why
should it matter whether the Federal Reserve buys$1 billion worth of
securities or $10 hillion worth in the course of an entire year? How
can suchasmall difference matter even for the pricing of government
securities, of which thereare nearly $5 trillion outstanding, or, al the
more so, for the pricing of marketabledebt securitiesmoregeneraly,
of which thereare more than $12 trillion?How especially can sucha
small difference in Federal Reserve transactions exert a meaningful
influence on such matters as how much people choose to work or
spend, or how many housespeoplebuild, or how many factoriesfirms
put up, or how much businesses produce and how they price it?

Theanswer, of course, is that the Federal Reserveisamonopolist.
It and it one can create the reserves that, by law, banks and other
depository institutions must hold. Its purchases of securities do just
that. And relativeto theexisting amount of bank reserves($57 billion
at midyear 1993), $1 billion versus $10 billion growth in ayearisa
major difference.

But being a monopolist matters only if the item over which the
monopoly appliesisitsalf important. What if banks(and other deposi-
tory ingtitutions) can just aseasily carry out their activities—extend-
ing credit and taking deposits—without incremental reserves? And
even if they can't, what if there are other ingtitutions, like finance
companiesthat issue credit and money market mutual fundsthat take
deposits, to do so in their place?

Questions like these have been the stuff of monetary policy eco-
nomicsvirtudly sincethe subject'sinception. Thetraditionally accepted
answershave been that, at |east at some margin, bankscannot extend
credit and take deposits without incremental reserves on the same
termsthat they would otherwise establish, and that, for at |east some
would-be borrowers and/or depositors, other institutions cannot per-
form these functions on the same terms that would otherwise be
available from banks.!® Within that prevailing understanding, the
ongoing debate has then focused on such subsidiary questions as
whether it is the credit side of the story or the deposit side that
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primarily matters, whether monetary policy actions (through what-
ever mechanism)affect pricesaloneor real economicactivity aswell,
and which specific institutionsand instrumentsand aspects of nonfi-
nancial activity are more centra to the processthan others.

By contragt, if having reserves or not is no longer important to
banks, or if other lending and deposit creating institutionscan readily
take their place, then the Federa Reserve's monopoly over bank
reservesnolonger matters. And onceit does not, no onecan plausibly
expect even an ingtitution with a $350 billion portfolio (as of June
1993) to governtheevolution of pricesand quantitiesin a$26trillion
market, much less to exert a meaningful impact on nonfinancial
economic activity.

In the United States over the last decade or so, the value of the
Federal Reserve System’'s monopoly has apparently eroded in two
senses. One, noted in the third section, is that because the current
systemof reserve requirementsdatesto the era (actually not so long
ago) when advocates thought close control over M1 wasthekey to a
successful monetary policy, themajority of liabilitiesissued by banks
and other depository intermediariesare exempt from reserves. In the
absence of incremental reserves, banks can and regularly do fund
incremental credit creation by issuing certificates of deposit or other
non-reserve-bearinginstruments. Thissituationisreadily correctable,
at least in principle, although as a practical matter difficult questions
of definition amongformsof obligations (direct versusholding com-
pany, onshore versus offshore, insured versus uninsured, senior ver-
sus subordinated, and so on) would inevitably arise. So too would
problemsof the competitivenessof thedepository intermediaryindustry
asawhole.

The harder problemis the one discussed in the second section.20
Theroleof depository institutionscollectively isshrinkingin relation
to the broader job being done by the financial markets overal.
Without substantial empirical researchthat lieswell beyond thescope
of this paper, it is impossible to say just how small the depository
institution sector can become, relativeto economywidewedth hold-
ing or credit creation or saving and investment, before the Federal
Reserve'smonopoly even over reservesthat might beimposedagai nst
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the complete liability side of theentire sector's balance sheet would
loseitsforcein abroader market context. Still lessisit possibleto say
how the Federal Reserve should then seek to expand its powers—
"reserves” in someform for financial institutions other than deposi-
tory intermediaries?centralized coordination of capital requirements
for al lenders?—in order to re-establishits ability to influence mar-
ketwide financial and, ultimately, nonfinancia outcomes. But the
directionof thetrendsshownin Chart 1 and especialy Chart 2isclear,
and if they continue, then at some point more fundamental questions
like these will inevitably move to theforefront.

Author's Note: | am grateful to Ben Broadbent for research assistance; to Ernest Furgurson
for assistance in identifying the quotation from Clausewitz; to Robert Hall, Donald Kohn,
Reiner Konig, Kenneth Kuttner, Allan Melizer, Richard Porter, and David Wilcox for help-
ful discussionsand comments on an earlier draft; and to the G.E. Foundation and the Har-
vard Program for Financial Research for research support.
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Appendix:
The Responseof M2 to Open Market Operations

The question at issue is whether an expansionary open market
operation—that is, an increasein nonborrowed reserves--causesM 2
to increase or decrease. Asasimple illustration, consider thefollow-
ing compact, nondynamic model of money, interest rates, and nonfi-
nancia economicactivity:

(A1) money demand: Mt =0 + o1 Yt + oprss — 037y
(A2) money supply: My=Bo+B1R:+ Pors:

(A3)term structure: rzi="o + V7St + 12, 7%, r4i
i

(A4) aggregatedemand: Y;= 08 — d1rs: — &orLs

where M is the money stock, Y is nominal income, R isthe quantity
of nonborrowed reserves, and rs and rz. are short- and long-term
interest rates, respectively. (In the term structure equation, 7%, e+
indicatesthe expectation of short-terminterest ratesin thefuture.) All
coefficientsare assumed to be positive.

If the impact on the short-term interest rate is seen as temporary,
theeffect on money of achangein nonborrowedreservesinthismodel

isgiven by
M _ BiZ

(A3) dr ~ B2+Z

where
(A6) Z=0ud1 +v1 (03 +0ud2) — 02

If theimpact on theshort-term rateis seen as permanent, theeffect on
money is
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a1z
(A7 "4k dR ~ Ba+2Zx

where
(A8) Z+=oud1 + (11 +12) (03 +01d2) —

Intraditional modelsof money demand, in which money isassumed
to bear a fixed (perhaps zero) return and both rs and L represent
competing returns on non-money market assets, o2 would have the
oppositesgn (thatis, oz as written would be negative), and so % >0

unambiguoudlyin either (AS) or (A7). But for thecurrent situation of
>

M2, rs is more plausibly the own return. In that case % <0 as

>
0ud1 Hy1 (03T cud2) <a2 in the case of the temporary effect on

>

short-term rates (A5, A6) or, analogously, am <0as
>

o1&y (11t (a3 0182) <a2 in thecase of the permanent effect
(A7, A8).

This ambiguity prevails even in a short run sufficiently short that
open market operations do not yet affect nonfinancial economic
activity, so that Y is effectively predetermined with respect to M.
Replacing (A4) above by

(A4") aggregatedemand: Y: =380 — 8175,1-1 — N2rL,—1
simplifies (A6) and (A8) to

(A6) Z=yi03 -2

(A8) Zx=(y1 +72) 03 — 02,

> > >

Here, ‘gg <0 asyio3 <az2or as(y +y) eB< 02, repectively.
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Needless to say, moving beyond this smple model, either by
making these four equationsdynamic or by addingfurther equations,

makes the sign condition on Z—% mor e complicated rather than sim-

pler.
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Endnotes

'n light of the long-standing debate over whether or not money **causes™ income, a key
feature of such an information variable procedure isthat it involves no presumption of causality.
All that is necessary isa lead in timing, whether causal or not. See Tobin (1970) for an early
and concise discussion of thisdistinction.

23ee, for example, Simpson (1984). See also the paper by Franklin Edwards in this volume.

3See Friedman and Kuttner (1992, 1993b) for further details of the estimation and for the
results of alternative specifications.

*It i suseful to recall, however, that the connection between money and pricesitself restson
"ad hoc” assumptions about the existence of money and its role in the economy, so that the
familiar contrast to models involving *ad hoc” impediments to Walrasian equilibrium is, in
redlity, less than usually represented.

3See, for example, the exchange between Stock and Watson (1989) and Friedman and K uttner
(1993a). Earlier on, see, for example, Sims (1980) and Eichenbaum and Singleton (1986).

%See Federal Reserve Bulletin 64 (July 1978), pp. 605-10. The basic idea, however, was not
new then. The Commission on Money and Credit, for example, made a similar proposa in its
1961 report. A key motivation underlying this proposed change was to put non-member
institutions of the Federal Reserve System on an equal competitive footing with Federal Reserve
members.

"See, for example, Friedman (1983).

¥The target can of course be an average, perhaps with unequal weights, of other variables.
(Divisia aggregates, with optimally selected weights, are an obvious example.) Even asingle
money growth target is, after all, an average of growth targets for the composite elements of
whatever isdefined as'*money." with weights on those elementsin proportion to their size.

"McCallum (1987, 1988) and others have advocated policy rules centered on the monetary
base; but since the baseis subject to direct Federal Reserve control (and that is a large part of
McCallum’s point), under such a procedure it would be the instrument of monetary policy, not
an intermediate target.

®Early examples of arguments that bond and/or equity returns in principle affect money
demand include Friedman (1956). Meltzer (1963), and Brainard and Tobin (1968). See also
Friedman (1977) and Hamburger (1977).

"Data are from the Flow-of-Funds accounts.

12See Reid (1993).

BAlan Greenspan, testimony before the U.S. House of Representatives, Committee on
Banking, Housing and Urban Affairs, Subcommittee on Economic Growth and Credit Forma-

tion, July 20. 1993, pp. 9-10.

M See, for example, Laurent (1988), Strengin (1990). and Estrella and Hardouvelis (1991).
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15See again Friedman and Kuttner (1992, 1993b).

15g0r example, Friedman and K uttner (1993b) found that movements in the rel ative outstand-
ing supplies of commercial paper and Treasury bills exert a highly significant effect on the
paper-bill spread, asis to beexpected if investors regard paper and bills asimperfect substitutes
in their portfolios. Depending upon the estimate of the elasticity of substitution, either asmall
or alarge part of the movement of the paper-bill spread that was not predictive of real output
during 1987-90 can be attributed to the fact that the Treasury sharply cut back its issuance of
bills beginning in early 1987 and then resumed rapid bill issuance in late 1989.

See, for example, Syron (1991).

** That is sometimes the meaning attached to** discretionary' monetary policy in theeconomic
literature. See, for example, Barro and Gordon (1983).

¥In the absence of reserve requirements, banks would presumably hold reserve balances
anyway as a meansof clearing transactions. F a private transfer agent provided an alternative
clearing system not ultimately resting on reserves transfers, however, thequestion of thecentral
bank's potential ahility to affect banks' behavior via open market operations would again arise.
Thecrucial pointisthat thecentral bank maintains a monopoly over some necessary aspect of
the banking system's activity.

PAlso see again the paper by Franklin Edwards in this volume. For a more fundamental
perspective on the role of banks in relation to other intermediaries, and on bank lending in
relation to credit provided viaopen market securities, see Fama (1980,1985) and Bernanke and
Gertler (1989).
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Commentary: The Role of Judgment
and Discretion in the Conduct
of Monetary Policy

Donald L. Kohn

Making monetary policy isabout forecasting. Given costsof adjust-
ment, sluggishly adapting expectations, and other factors, the actions
of the central bank in the reserve market have their effects over a
considerable period.

The intermediate target/indicator discussion is a subset of this
forecasting exercise. The potentia vaue of such indicatorsor targets
is particularly high when thecentral bank is using short-terminterest
rates as a proximate target. The difficult question of when to change
short-term rates and by how much is complicated by the attention
focused on the central bank's target rate—in financial marketsandin
the body politic. Intermediate indicatorshelp the central bank check
on itsforecast and signa the potentia need to adjust interest rates;
they can discipline the policy process, working against tendencies
toward inertia; and, statements about their likely behavior can com-
municate the central bank's strategy and intentions to the public,
reinforcing credibility.

Ben Friedman has given us an interesting and thoughtful essay on
the properties and use of intermediate targets and indicators, the
effects on them of recent developmentsin the U.S. financial system,
and theimplicationsof those effectsfor techniquesof making mone-

tary policy.
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Ben drawstwo main conclusionsfor intermediate targetsand indi-
cators, and | find I am in broad agreement with them both. First, he
notes that the biggest effects seem to have been on those old standby
indicatorsinvolvingthegrowth of money and credit. Financia change
has widened the array of instrumentsavailableto saversand borrow-
ers, modified the character of existing instruments, and reduced trans-
action costsof shiftingamongfinancia instruments.In thisenvironment,
demandsfor particular setsof ingruments—Iabeled, for example, M2
or bank credit—become much more difficult to specify, have much
higher interest elasticities(as do their supplies), are more subject to
changes in tastes and technology, and therefore have considerably
looser and evolving connectionsto spending.

His second main point is that as a consequence of the process of
change, the Federa Reserve must look at al types of incoming
information—and must re-examine and reassess this information
frequently. Thiscertainly hasbeen the practice of theFedera Reserve
for mogt of its history, including since thefall of 1982. Throughout
this most recent period, monetary aggregates, including M2, have
played arole in policy, but as information variables rather than as
targets. And that role has been reduced as atypica velocity behavior
calledinto question theinformation content of first one aggregateand
then another. Quite frankly, | don't see an dternative to the current
inclusive, intensive procedure, as Ben haslabeledit.

Althoughl agreewith theunderlyingthrust of Ben's paper, | believe
some cautions are in order. These are not intended as criticisms but
are more on theorder of ruminationsthe paper has provoked.

Thefirst such caution concerns the difficulty of separating under-
lying changes in the financial system that are likely to persist from
the temporary productsof the current, peculiar, business cycle. Ben
notes this point in assessing the possible future usefulness of the
commercial paper-bill rate spread, but it has more general applicabil-
ity. The current cycle has been marked by an abnormal pattern in
monetary policy, which began to ease well before the cyclical peak,
by an unusually moderate recovery in which persistent expectations
of risinginterest ratesand higher inflation reflectedin extraordinarily
steep yield curves have been repeatedly proven wrong, and by mas-
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sive and unprecedented bal ance sheet restructuring by borrowersand
lenders—including the demise of a huge number of depository insti-
tutions, with new regulatory and cost burdensplaced on thesurvivors.
Moreover, atypica businesscycle patternshave not been confined to
the United States. It would beextraordinary if suchdevelopmentshad
not affected both the response of the economy to policy and the
signaling content of traditional indicators, including those involving
interest rate relationshipsaswell as money and credit aggregates.

Unless we expect future business cycles to look like this one, we
need to exercise caution in interpreting the financial and real devel-
opments of the last few years as necessarily being the result of
longer-termtrends. | don't expect theimminent resurrectionof P-star
or areliablecredit aggregate, but we should pause before discarding
agood deal of history on the basisof an unusua businesscycle.

Ben suggests that with the increasing unreliability of money and
credit aggregates, central banksshould pay moreattention to interest
rate relationships. And some have read Chairman Greenspan's dis-
cussion of red interest ratesin hisrecent testimony as pointingin a
similar direction. My second set of cautions concernsthistopic.

Interest rates and other price-typevariablesin financial marketsare
natural alternativesto money and credit as intermediate indicators.
Indeed, thereis a body of analysisin support of such an emphasis
when, as now, uncertainties about money demand are heightened.
Moreover,interest ratesareattractiveindicatorsbecausethey areclearly
along the transmission mechanism. As a consequence, they have a
moreforward-lookingflavor than many other variabl es, such asrecent
dataon pricesor output.

There are, however, pitfals involved in very heavy reliance on
interest rate indicators. One problem is that innovations in capital
markets likely have affected the relationship of these indicators, as
well as money and credit, to spending. The demise of Regulation Q
and usury ceilingsclearly have had an impact, but other changes, for
example, involving new markets and instruments and freer interna-
tional flows of capital, may also be affecting interest rate-spending
relationshipsin more subtle ways. Even the cyclical behavior of rate
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spreads, such as the yield curve or paper-bill, may be modified as
financial marketsevolve, if their previous patterns had reflected in
part the costs of shifting among instruments or the lack of available
alternativesfor lendersor borrowers.

Asamorefundamental problem,interest ratesor spreadsdo not, by
themsel ves, have unambiguousi mplicationsfor spendingor infl ation.
A given paper-bill spread, though it may have some indicator value
for redl activity, could be consistent with any inflation rate; and, the
dopeof theyield curve, while suggestive of the direction of market
inflation expectations, by itself says little about the level of such
expectationsor of actua inflation now or in thefuture. The problems
with targeting nomind ratelevel sthemselvesare well recognized. A
particular short-term nomina ratecan beconsistent with ever increas-
ing or ever decreasing output gaps and accelerating or decelerating
inflation. Interest rate targets and indicators need to be accompanied
by attention to variables that anchor the system in nomina terms,
perhaps even the price level or theinflation ratethemsaves

Some focus on real interest rates can help to an extent—possibly
reducing the odds on somedf the most egregious policy errors—but
it isno panacea. Like other rate variables, rea ratesdo not tie down
prices. Unlessset equal toitsequilibriumor natural levels, agiven set
of red.rates will not even avoid increasing or decreasing inflation
rates, and thereisno uniqueinflation rate associated with real ratesat
their natural level. Measurementsof actual and estimates of natural
real rates are complicated by the absenceof information on inflation
expectations. This problem is especially acute because the most
relevant rates for spending are those a intermediate and longer
maturities, where uncertainties about expectations are highest. At
these maturities, the influence of the Federal Reserve also is attenu-
ated, working through actual and expected paths of rea short-term
rates, whichareunder thecontrol of thecentra bank becauseinflation
expectations adjust Sowly.

Finally, equilibrium redl rates, o crucial for the evaluation of the
implications of actual real rates, may vary quite a bit over relevant
policy horizons. Redl ratesaredeterminedin thevery long run mainly
by tastesand technology, but factors affecting the supply and demand
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for goods and services over shorter periods, such as fiscal policy or
financia frictions, can have important effects on actua and equilib-
rium redl rates. Themonetary authorities need to takeaccount of these
effectsif they are to avoid exacerbating rather than damping swings
in output and prices.

Althoughdifficultiesin using redl ratesareformidable, in theory as
well asin practice, there is a potentia significant place for themin
policy —not as a target of policy but as an information variable. For
al the problems, policymakerscan till get anotion of arough range
for actual and equilibrium real rates. Largedeviationsof actual from
equilibrium rates will show through the uncertainties, aerting the
central bank to the nature of risks going forward. Thisgivespolicy-
makersimportant and useful information concerning longer run ten-
dencies in the economy against which they can evauate other
information bearing on whether the current policy stanceisappropri-
ae.

That issue—timely decisions on whether the current stance is
appropriate—isat theheart of monetary policy, anditisthethirdtopic
| want to address. The Federa Reserve was using an intensive,
inclusive methodology in the 1970s too, and probably in the early
1930s as well. The historical halmark of discretionary policy focused
on interest rates was too littletoo late, with the result that the central
bank has on occasion increased rather than decreased the amplitude
of businesscycles. When you look at everything, there alwaysseems
to be some pieceof informationthat counsel sagainst apolicy change,
or itistempting to await thenext bit of data, which may cinch thecase
for change. Moreover, the bias against acting tended to be greater on
the side of raising rates than lowering them, giving policy an infla-
tionary cast.

Thereare no easy solutionsto thisproblem. Just recognizing it may
be the most important step; even central bankers may be capabl e of
learning from the past. Certainly, complaints about the inflationary
biasin U.S. monetary policy have been scarce in the last fourteen
years. Arms-length relationships between central banks and day-to-
day politica pressures are important, along with central bankers
willing to exploit that scopefor action. Another key element surely is
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theoverall framework for policy, in termsof its ultimate objectives.
Many countries have been adopting explicitinflationor pricestability
objectives. In the United States, where the legidative mandate is
somewhat ambiguous, the Federal Reserve has emphasized that it
believes its contribution to the longer-run growth of the country
comesin seeking and achieving price stability. By measuring them-
selves againgt thisobjective, policymakershave added an el ement of
discipline to discretionary decisions based on inclusive, intensive
examination of new information.

Finally, wecometo Ben's""morefundamental issue” —the potential
impotence of the Federal Reserve. His concerns have two aspects:
One, that depository institutions will make do without reservable
liabilities,and two, that theeconomy will makedo without depository
institutions. The second seemsmore seriousthan thefirst. Thecentral
bank sets the overnight rate, as Ben points out, by controlling the
supply of auniqueinstrument, onewith noeffectivesubstitutes—that
is, deposits on its balance sheet. In the United States there are no
effective substitutes because the Federal Reserveinsists that deposi-
tories hold reserves against transaction deposits. But this is not
necessary for control over short-term interest rates sufficient for
policy purposes. Clearing balances at the central bank could work
about as well. Clearing through the central bank may be required, as
in Canada, but even without that requirement, reasonably predictable
demandsfor central bank balancesmay arise owing to the attractive-
ness to banks and their customers of riskless clearing through an
ingtitution that can create liquidity in a pinch. Countries without
reserve requirements seem to be able to achieve short-term interest
rate objectives, even with low average clearing balances. So long as
commercial banksclear through the central bank, that institution, by
mani pulatingits balancesheet, can force banksto obtain central bank
deposits through discount or open market repurchase facilities at
predetermined rates that form a basisfor other interest rates.

The effects of a shrinking banking system are more difficult to
analyze. Onecan conceived asituationin whichtheFedera Reserve
set an overnight rate for depositories, but these institutions were so
small, and had such limited capital, that their efforts to adjust their
portfoliosto take account of actual and expected overnight rates had
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little effect on other interest rates. The question is whether thisis a
realistic possibility. | suspectitisnot, at least in our lifetimes. First,
| would harken back to my first point—it is probably not legitimate
to extend the dope of the recent downward trend for depository
intermediation. Underlyingtrendsof demandsfor theservicesdeposi-
toriesdeliver--especially servicesthat requirethem toissueliabilities
and hold asssts—are nat likely to be as unfavorable. Even with securiti-
zation of bank assets, on the liability Sdethereislikely dwaysto be a
substantial demand by householdsand businessesfor theliquidity and
safety of bank deposits. And, those depositswill haveto be put to work.
Demandsfor deposits and the effect of bank arbitrage activitiesshould
be enhanced by the continued roleof commercial banksand the Federal
Reserve a the center of the payment system. | do not want to sound
complacent about these interesting questions; we need moreresearch
and thought--especiallyon theimplicationsof an evolving payment
system. Running monetary policy off of the demand for currency
alone may be a possible alternative should Federal Reserve deposit
accountsfall into disuse, but would be tricky at best. Todate &t |east,
the Federal Reserve has not noticed any degeneration in the fairly
predictable response of other short-term rates when we change our
stancein reserve markets—though it has been nearly a year since we
tried.

Author's Note: Thesecommentsare the views of the author and do not necessarily represent
the views of the Federal Reserve Board or itsother staff.






Commentary: The Role of Judgment
and Discretionin the Conduct
of Monetary Policy

Reiner Konig

Friedman's skepticism with regard to the use of monetary aggre-
gates asintermediatetargetsof monetary policy derives mainly from
U.S. experience, the upheavasin thefinancial system there, and the
consequent instability of the money demand function. To thisextent,
the quest for new approaches is quite understandable and, indeed,
necessary. However, the conclusions presented in his paper cannot
necessarily be applied to other countries where the financial sector
has been subject toless pronounced changes. | should liketoillustrate
thispoint, usng Germany as an example.

The Bundesbank was one of the first central banks to set itself a
formal monetary target; this policy has now been pursued for almost
twenty yearswithout the strategy as such having been fundamentally
called into question by the academic advisersof the policymakersin
Germany or by the public at large. Not that | am obliviousto the
technical difficultieswe have been having with our monetary target-
ing for the past three years or s0. Quite a number of specia factors
have been affecting thegrowth of the money stock and havedisrupted,
atleast in theshort run, itsindicator quality and itsmanagesbility —for
instance: German reunification, the introduction of atax on interest
income early in 1993, the prolonged inverseinterest rate pattern, or
the speculative inflows of foreign funds. Despite the short-term dis-
ruptions, however, the underlyingrel ationshi psamong the money stock,
interest rates, prices,andincomeshave remainedintact. Our econometric
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computations suggest, by and large, that the money demand function
has remained gable—a finding which has just been impressvely
confirmed by the Bank for International Settlements (BIS) in its latest
annual report. The forecast values obtained with econometric estima-
tions diverge sharply from the actud vauesin only afew quaters—a
result that came as a surprise to many observers, including the BIS.

The reason for the stability of the money demand function in
Germany isthegreat continuity of theinstitutional framework, com-
pared with that in other countries. Thefinancial marketswere almost
completely liberalized—both externally and interndly —at an early
date, namely in thelate 1950sand early 1960s. Interest rateformation
wasleft to themarkets, without thegovernmentor central bank having
any possibility of intervening directly. There were no quantitative
controlson lending. Theuniversal bankingsystem ensured that awide
range of competitive products was available. Financia innovations
tended to evolve naturally, rather than in abrupt surges, even if this
al so owed something toacertaininnate conservatismof thebanksand
their customers. Thelasting availability of arelatively stablecurrency
was of particularsignificancein this connection. At al events, inno-
vative hedgingstrategies, with al their adverseeffectson the stability
of macroeconomicstructural relationships, couldlargely be dispensed
with. Despite occasiona —and in part still persisting—disturbances,
therewas, dl in al, no reason to depart fromthestrategy of monetary
targeting, with annual targets announced in advance, which in Ger-
mean eyes has stood thetest of time.

Friedman makes a clear-cut distinction between intermediate tar-
gets and information variables. In intellectua termsit is no doubt
important to distinguish these two concepts. In the day-to-day imple-
mentationof monetary policy, however, thedividinglinesareblurred.
Friedman explicitly draws attention to the tempora aspect of the
reviewing of monetary targets. The shorter the review periodis, the
more the intermediate target and the information variable tend to
coincide. Quite apart from this, in practice the monetary policy
approachisnot smply amatter of "*rulesver sus discretion," but rather
a matter of the meaningful linking of rules and discretion. To this
extent, | think that Friedman'sdefinition of theintermediatetargetis
too strict. No central bank hasever and will ever interpretan interme-
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diate target so stringently that monetary policy is therefore pursued
"as if its objective were not to influence nonfinancial economic
activity but to achieveadesignatedrateof monetary growth.” Failures
to meet intermediate targets do not normaly lead to "automatic
responses” in Friedman's sense. Even if a monetary target is set,
monetary policy is not a mechanica deployment of technica instru-
ments, but remains a political operation with the inclusion of dl the
availableinformation. “Judgment” will never besupersededby mechan-
ical rules.

In the very derivation of theintermediate target, thereisconsider-
ablediscretionary latitude. For instance, thestarting point of monetary
policy must be analyzed carefully before amonetary targetisset. One
of thekey questionsinvolvediswhether, if thefinal target is missed,
abrupt, shock-like adjustments are to be made or, rather, gradual
adjustments. Moreover, the level of the envisaged monetary target
dependson the responsesto supply-sideshocks and the estimation of
money demand. The parameters of the econometric models merely
offer initia indicationsof that. Any remaining uncertaintiescan like-
wise be countered by means of a target corridor. Ultimately, the
intermediatetarget al so owesagreat ded to political decisions, which,
however, must be subjected to economicconsistency tests.

Whereas, strictly speaking, intermediate targets are nothing but
statements of intent on the part of central banks, the deployment of
the monetary policy instruments congtitutes definite action in the
central bank's field of operations proper, namely the money market.
The money stock —irrespectiveof itsdefinition--cannot be regul ated
directly.Instead, thecentral bank must gaugeconditionsin the money
marketin suchaway that thetarget can actually be attained. Hard and
fast rules cannot be laid down for this; indeed, | think there is no
aternativeto a process of trial and error. Theinstrumentsof interest
rate and liquidity policy must continually be coordinated with one
another. Exogenousinfluences on money market rates must be rec-
ognized as such and counteracted, where necessary. Furthermore, the
short-term operational targets constantly have to bereviewed to ensure
that they aretill consistent with theintermediatetarget (and thefinal
target).
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Monetary policy calls for incessant observation of the market in
three respects. First, it cannot disregard macroeconomic develop-
ments. The Bundesbank, too, constantly analyzes al relevant eco-
nomic indicatorsin order to be informed about thecurrent stateof the
economy. Second, the future disruption potential that might arisein
thedomesticfinancial marketsasaresult of innovationsand structural
changes has to be estimated. Third, external economic trends haveto
be monitored carefully —in particular, from the German standpoint,
exchange rate movements in the European Monetary System and
vis-a-vis the U.S. dollar.

In such acomprehensive information system, although the central
bank looks"a everything," it does not attach equal importanceto all
data. In the German case, it is the monetary indicators which merit
particular attention. The Bundesbank's monetary target isareflection
of the historical experience that inflationary processes are always
accompani edby an expansionof themoney stock. However, thisdoes
not imply areduction of monetary policy to monocausal analysisor
inflexibleoperatinginstructions. The Bundesbank hasalways permit-
ted shorter-term deviations from the target path of monetary growth
and, in particular, hasrespondedflexibly to changesin macroeconomic
conditions. Thisisreflected, for instance, in thefact that adownturn
in interest rates was initiated as early as autumn 1992, even though
there were aready signsof the monetary target being overshot. The
Bank acted in thisway in anticipation of envisaged trends, that isto
say, of afutureslowdownin the pace of monetary growth on account
of thesluggishnessaf businessactivity, and of an easing of inflation-
ary pressuresdue to the appreciation of the deutsche mark.

But flexibility and pragmatism need to be oriented toward suitable
""guiddlines.” Central bankshave no particul ar advantage with respect
to theinformationon thetransmissionmechanism and on thestructure
of the economicand financia system. In practice, their actions, too, are
marked by uncertainty and an incompl eteinformation base--despite
all their sophisticated methodsof analysis. In particular, distinguish-
ing between ephemeral and permanent shocksis not possible until a
fairly long period has elapsed; when such shocks occur, it is not
usualy possible to recognize their nature. A hyperactive monetary
policy that tried to head for the final target directly by means of
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feedback ruleswould be bound to come up against barriersquickly,
especialy since thefinal target is affected by numerous influences
which are outside the reach of central banks. Additional difficulties
might arise in the event of disagreements about,thefinal target to be
pursued. Friedman refrainsfromgivingacl ear definition of thistarget
in his paper; he juxtaposes, with equal priority, "'income” and
"prices.”” Butif theindicatorsthat areto be analyzed arechosen unduly
pragmaticaly, there is a risk that, where monetary policy is con-
cerned, factors of demand management will push their way into the
foreground relative to the goal of price stability. A published inter-
mediatetarget would makeit clear whichfinal target thecentral bank
isin fact pursuing.

Information variables need supplementing by normative ideas on
certain indicatorswhich are regarded as particularly important for the
transmission mechanism. Failing this, there would be a danger —par-
ticularly in a volatile politica environment —f monetary policy
becoming disoriented and ultimately reinforcing the fluctuations of
economic activity by means of a stop-and-go policy, rather than
exercising astabilizing influence. Thisis the underlying rational e of
formalizedintermediatetargets. They areintended to makethecentral
bank's actionstransparent by making manifest theintermediate stops
on theroad from thedeployment of theinstrumentsto thefinal target.
In addition,they enable responsibilitiesto be assigned unambiguously
in the field of stabilization policy. Even if, as Friedman sees it,
monetary policy is based solely on information variables, central
banks must necessarily el aborateideasasto whether the course of the
eva uated information variablesisappropriate, and how to respond to
undesirable movements. The road from such implicit assessmentsto
explicit target variables announced in advance is not so very far. But
that has not shed any light on the more difficult problem of what the
intermediate target should look likein detall.

In view of the instability of money demand in many countries, in
theindicator and intermediate target debate, attention isincreasingly
being focused on interest rates, the level of which should be steered
by the central bank in such away that the final target proper can be
attained. While short-terminterest ratesarelargely under the control
of central banks, long-term rates, which are far more important (at
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least for the German economy) mostly elude central bank control.
Fluctuationsin economicactivity, public sector budget deficits, infla-
tion expectations or interdependent global interest rates are superim-
posed upon, and sometimes counteract, monetary policy effects.
Hence interest rate changes may give rise to wrong signas. For
instance, an increase in long-term interest rates owing to higher
inflation expectations can hardly be seen as atightening of monetary
policy. Asit is not possible here to separate the endogenousfactors
of the economic process from the exogenous factors of monetary
policy, thelevel of interest ratesor thechangein that level would seem
to be unsuitable for use as a monetary policy indicator and thus
likewise as an intermediate target.

In order to circumvent these difficulties, greater attention has been
paid of late (in Germany as well) to theinterest rate pattern. Itisafact
that the "'spread” between short-term and long-term interest rates
providesacomparatively good forecast quality of economic activity.
Even so, the Bundesbank has not taken up theideacof using theyield
curve as the main indicator of monetary policy. First, the measure-
ment of theinterest rate patternis not unambiguous. In Germany the
interest rate pattern for along timelooked quite different, depending
on whether one used the rate for three-month funds in the money
market or theyield on federal bondswith aresidual maturity of one
year asthereferenceratefor short-terminterest rates. In thefirst case,
the interest rate pattern in mid-1993 was dightly inverse; in the
second, it was ascending normally. Second, the interest rate pattern
should not be considered independently of theinterest rate level. For
instance, if short-terminterest ratesaredeliberately left unchangedin
the light of monetary policy requirements, long-term interest rates
may fall becauseof heavy inflowsof capital from aroad—a Situation
with which Germany has been faced at times, particularly in the past
few years. The associated broadening of a negative" spread cannot
be regarded asatighteningof monetary policy; if anything, thedecline
in long-term interest rates signals an easing, which is tolerated by
monetary policy. Third, inflation expectations, particularly if they
fluctuate markedly, may distort the indicator quality of theinterest
rate pattern. Even so, the Bundesbank hasa waysanayzed theinterest
rate pattern carefully and commentedon it in its publications. Thus,
""the dope of the yield curve’™ serves as an information variable in
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Friedman’s sense. However, theinterest rate pattern does not gppeer —in
Friedman'sview, too—to be suitablefor use asan intermediate target
and key monetary policy indicator,even if itsinformation content is
quite substantial.

| see greater difficulties with regard to the informative value of the
"spread” between the interest rates for Treasury bills and those for
commercial paper (which is likewise mentioned by Friedman). In
German eyes, at least anumber of question marksare called for here.

—The impact of monetary policy on the paper-bill spread isbut
relatively small. Hence thisinterest rate differential isof only
limited value as an indicator for monetary policy.

— Thepaper-bill spread is ultimately a matter of harnessing a
further source of informationfor monetary policy. Totheextent
that this was merely amatter of adding an additional indicator
to the adready well-stocked arsenal of central bank analytic
instruments, nobody could object to that. But if a particularly
prominent role in monetary policy is envisaged for the new
indicator, thequestion arisesof how acentral bank isto respond
toan increasein thespread and aconsequent deteriorationin the
economicoutlook. Isit tolower interest ratesin order to stabilize
real output, irrespectiveof themovement of prices(aboutwhich
the spread admittedly says nothing)? And what role does the
spread play in the stabilization of prices? Conversdly, in the
event of anarrowingof thespread and consequently an expected
improvement in business activity, are central bank rates to be
raised?Is it possibleto usethe spread at all asabasisfor such
rulesof conduct?

—If too much emphasisis placed on the spread, thecentral bank
runs the risk of becoming a prisoner of the markets and their
sharply fluctuating expectations. The central bank would pre-
sumably move away from an orientation toward medium-term
stabilization to one toward the short-run fine-tuning of eco-
nomic activity. It would thus be assuming a responsibility
which—given its present range of instruments—it is not
equipped to bear.
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Furthermore, the paper-bill spread is based on specific financial
prerequisiteswhich are not satisfied in all countries. In Germany, for
instance, the public sector does not issue any short-term paper at al
tofinanceitsbudget deficits; it confinesitself toissuing medium-and
long-term securities. It isonly in the very recent past that commercial
paper has become more widespread; currently the market is not
particularly liquid, and there are comparatively few market players.
If a paper-bill spread could be calculated at all, given the underlying
scale of operations, it would be fairly insignificant.

Thisgoesto show yet again that monetary policy, and thestrategies
underlying it, must not be considered in isolation from the ingtitu-
tional framework in which it is embedded. The implementation of
monetary policy in every country is based on a particular financia
system and particular modes of conduct on the part of banks and
nonbanks. In the debate on the instruments and targets of monetary
policy, the varying experiences of individua countries therefore
inevitably result in different answers, although thisdoes not rule out
the possibility and desirability of nationa central bankslearning from
comprehensiveexchangesof viewson their respective problems, and
on recent academic approaches to their solution.
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Allan H. Meltzer

When the organizers of this conference invited me to discuss
Benjamin Friedman's paper, they anticipated that we would not agree
about the costs and benefits of adherence to precornmitted policy
programs, or rules. | will not disappoint them. But | would like to
begin by commending Ben for defining discretion, outlining some of
the proceduresfor implementing adiscretionary policy, and arguing
for itsvirtues. In atimewhen efficient markets, rational expectations,
neutral money, and time consistency have changed academic discus-
sion, it has become hard to find an academic economist who defends
discretionary monetary policy.

Earlier generations of economists rarely defined or defended dis-
cretion. They were content to criticize rules that fixed the rate of
money growth once-and-for-all. Using rea or hypothetical examples,
they showed that there were costs of neglecting new information, as
required by Milton Friedman's rule for constant money growth.
Generally, these discussionsavoided thedifficult i ssueabout whether
discretionary judgments would, on average, do better —whether the
gainsfrom discretionary action were lessthan the costsof errors.

Ben's main argumentsare:

(1) monetary aggregates are no longer related to output and
prices;
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(2) the monopoly power of the Federal Reserve " withersin its
importance’;

(3) even if the Federal Reserve wanted to control monetary
aggregates, shifting patterns of intermediation have greatly
complicated the task;

(4) other variablesthat have been proposed--theterm structure
of interest rates, the spread between various short-term market
rates, or theratioof nonfinancial debt to GDP—are also subject
to (substantial)errors and at times have been mideading about
thedirection of changein economic activity; and

(5)it has not been possiblefor economistsor central bankersto
find regularitiesof " sufficientcentrality and robustnessto pro-
videthe. . . basisfor sound policymaking."

Ben concludes that policymakers must make discretionary judg-
ments based on a wide range of information variables. These judg-
ments and interpretations of particular events must shift frequently.
In Ben's words, " assuming that yesterday'sanswer isstill right today
isaninvitation to error.”

| agree that the problem is dynamic not static--changeis always
with us. That the pace of change has accelerated is a more doubtful
proposition. Evenif itistrue, changeand the uncertai ntiesthat change
bringsdo not make the case for discretion. Changes can be misinter-
preted by policymakers. They may reactin away that destabilizesthe
economy or that haslong-run costsin excessof any short-term benefit.
Information availableto central bankersisrarely better than informa-
tion available to market professionals. Each must decide whether
changes are persistent or transitory, real or nomina and, given that
revisions are often large relative to announced changes, whether the
event actually occurred. These uncertainties open the possibility of
large errorsfrom the use of "'information variables.”

The caseagainst discretion

| begin with the case against discretion. Ben startsby quoting von
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Clausewitz on rules for war and comparing monetary policy to war.
The analogy overlooks a critica difference between war and eco-
nomic policy. An objectivein war isto confuseor misead theenemy
about your strategy, so rulesor predictablebehavior are undesirable.
Objectivesof economicpolicy such asstablegrowthand low inflation
aremore reedily achieved if the public understandswhat the policy-
maker is doing and believes that past and prospective actions are
related to the objectives. Generals want their enemies to be fooled;
wise economic policymakers seek credibility by following predict-
ablepolicies.

Twoissuesarenot in dispute. First, research has not uncovered any
singleindicator or predictor that awayscorrectly foreshadowsfuture
output and prices. No magic ratioshave beenfound, and noneislikely
to be found. Second, many of the short-term rel ations between mone-
tary aggregates (or other variables) and nominal output or prices
change when there are changes in policy or technica changesin
paymentsor financial systems.

These conclusions are neither new nor devastating for stabilizing
monetary policy or for policy rules. We have no reason to expect a
constant ratio of somemonetary or debt aggregateto GDP. Economic
theory impliesthat these ratioschange withinterest ratesand possibly
other variables as well as with financial innovation. The ratio of
money toincomeshould not bethe sameat interest ratesof 20 percent
in 1981 and 3 percent in 1993. Discretionary monetary policy deci-
sions would be easier to make if monetary velocity were like the
gravitational constant, or if the current and equilibrium real rates of
interest were observable, or if large scale econometric models pro-
vided reliable forecasts, or if there was any way economists could
consistently forecast thefuturewith small errors. Noneof theseistrue,
and noneislikely to becometrue.

A mainissueon which| disagreewith Beniswhether thedifficulties
posed by the size of forecast errors and the changes in relations
between economic variablesimply that discretion will deliver better
policy outcomes than an adaptive rule. An adaptive rule uses new
information asit accrues but, need not, and | believe should not, rely
on forecasts. It differs from a fixed growth rule that ignores new
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information. There would be much less reason for an adaptive rule,
or any rule, if the relationsin the economy were fixed, unchanging,
and subject to relatively smal errors. Oneaof the benefitsof aknown
policy rule—predictable central bank behavior —is thatit providesthe
public with more information about the future path of policy. In an
uncertain world, knowing the conditional responsesaof policymakers
removessomeof the uncertainty faced by househol dsand firms that plan
ahead. Sincethisis particularly true for long-term plans, unchanging
adaptive rules are beneficial. Rules contribute to credibility and
formation of correct market anticipations, two subjectsthat are never
mentioned in Ben's paper. Some research shows that a credible rule
lowers the cost of achieving zero inflation.

The main purpose of policy rulesisto guard against mgjor policy
errors. There may be, as| argue below, benefits from reducing the
size of modest fluctuations by avoiding errors and reducing uncer-
tainty about policy. The potentia gainsfrom thissource, though real,
aresmaller than thegainsfrom avoidinglargepolicy errors. TheGresat
Depression of the 1930s and the Great Inflation of the 1970s were
costly results of such errors.! These errors were not the result of
decisionshy malign individuals determined to do harm. They were
theresult of decisionshy well-intentionedindividualsmakingdiscre-
tionary policy decisions based on their beliefs, judgments, and inter-
pretations.

Itistoo easy to dismisstheseerrorsaspast or evenlong past events.
Would any central bank or government repeat these mistakes?

Recent experience gives no reason for comfort. Japanese policy-
makersin thesecond hdf of the 1980schangedfrom acrediblepolicy
of maintaining low inflation to an exchange rate target at a time of
deregulation. The new policy financed the so-called bubble economy.
The monetary base increased at acompound rate of 11.5 percent for
thethree years1986-89. Thiswas nearly doublethe growth rate of the
previous three years. The stock of base money increased more than
38 percent in these threeyears.2 By 1991, monetary base growth had
falen below 1 percent. Much of the excessive money growth went
into asset marketsin anticipation of higher inflation. When money
growth fell, anticipations changed to disinflation or deflation, and
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asset prices collapsed.

More recently, policymakers have repeated one of the costly mis-
takes of the 1930s. Member statesaf the European Community (EC)
maintained an obvioudly misaligned exchange rate system despite
unemployment rates above 10 percent in the United Kingdom, 11
percent in France and Italy, and 16 percent in Spain. Fortunately,
speculatorsforced governments to accept the realignmentsthat poli-
cymakers were unwilling to make.

The errors by European policymakers were mainly the result of
mistaken beliefsand interpretations. Some of the errorsrepeat earlier
mistakes—the unwillingness to abandon or adjust the gold standard
in the 1930s or the Bretton Woods System in the 1960s and early
1970s. Misinterpretationof interest ratesa so played arolein at least
two of these experiences—the depression and the collapse of Bretton
Woods.

Typicaly, discretionary policy relieson forecasts. A study of fore-
cast errorsfor real GNP growth in the principal devel oped economies
shows that on averageforecasters—using any of the currently avail-
able methods—cannot reliably distinguish a boom or recession one
quarter or one year ahead. (Meltzer, 1987). Forecast errors for the
widely used one-year-ahead economic growth forecastsmade by the
Congressiona Budget Office (CBO) from 1977 to 1991 have a
standard deviation equal to 44 percent of the average rate of growth.
CBO publishesforecastsaof consumer priceinflationtwo yearsahead.
The standard error of forecast for this horizon is 26 percent of the
averagerate of inflation. Errorsin administrationforecastsfor infla-
tion at the two-year horizonfor the same period are 29 percent of the
averageinflation rate and 57 percent for the average growth of redl
GDP.

The reported errors are not atypical, but they arelargerelativeto
the demands of discretionary policy. Even the comparatively low
error for CBO’s one-year-ahead forecast impliesthat it is difficult to
distinguish between rapid growth and near recession one year ahead.
For inflation two years ahead, the result is qualitatively similar. The
best forecasterscannot reliably distinguish between rising and falling
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inflation. Thesizeof forecast errorsprovidesareasonfor largepolicy
errors when policy is based on forecasts. Recall that discretionary
policy in the United Kingdom during its recent deep recession was
based onforecastsof arecovery that did not comeuntil after thepolicy
changed. That recession, and more certainly its depth and duration,
was avoidable. These costs must be charged to the account of the
policymakers.

Infavor of rules

The case for amonetary ruledoes not rest solely on thedifficulties
inherent in discretionary policy. Itisalwayspossiblethat arulewould
do worse. Recent work suggeststhisis not the case.

Therearemany possiblerul es, and much experimentationis needed
to learn more about the properties of different rules. The particular
rule | have chosen for illustration is a version of the adaptiverule |
proposed at these meetingsal most ten yearsago. (Meltzer, 1984). The
proposed rule maintainsa zero averagerateof inflation by setting the
current quarterly growth rate of the St. Louismonetary base equal to
the 12-quarter moving average of real GDP minus the 12-quarter
moving average of base velocity. The first term adjusts for past
changes in real growth, so it adjusts gradually for changes in the
sustained changesin productivity growth and for recessionsor rapid
expansions. The second term adjustsgradudly for changesin money
holding, changesin paymentssystemsand patternsof intermediation
such as those discussed by Ben Friedman.

To show how aruledf thiskind would haveworked in aninflation-
ary environment, | haveto adjust for theinflationand disinflation that
occurred. | regressed changesin thetwo moving averages,lagged one
quarter, on the current growth rate of the base and used the estimated
weights to compute the rule-specified value of base growth. These
vaues are shown by the heavy line in Chart 1. The rule-specified
values increase gradually over time and fluctuate within a narrow
range as growth and base velocity change.
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Chart 1
Base Growth Rule
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Actua valuesbelow theline mean that monetary policy was'tight™
relative to the rule, and values above the line mean that policy was
easier than specified by therule. | note that monetary policy wastight
before the recessions of 1969-70, 1981-82, and 1989-90 and that
policy remained tight during parts of these recessions. Policy was
exceptionally easy or inflationary in 1967-68, during most of the
1970s, and in 1985-86. These periods were followed by higher
inflation.

Chart 1 suggeststhat therule identifies periodsof overly expansive
and overly contractive policy. In earlier work, McCallum (1990)
showsthat thiswastruea soduring theGreat Depressionof the1930s.
His rule differs from mine, but the differences are not great. Both
adapt gradually to changesin the economy. Either rule would have
prevented the Great Inflation and avoided the costly disinflation. If
other mgjor central banks adopted similar rules, the rule would
provide abenefit for smal countries and would reduce exchangerate
variability.
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Ben Friedman's paper comments repeatedly about the breakdown
in the relation of money growth to nominal GDP growth. | have
learned to be skeptical about results based on vector autoregressions.
There are many competing resultsin theliterature, and they seem to
be sensitiveto changesin specification.

Chart 2 tells a different story. The chart was prepared for the
September 1992 meeting of the Shadow Open Market Committee. It
makes a simple comparison between the annual growth rate of the
domestic monetary base (theSt. L ouismonetary baseminusestimates
of foreign holding of domestic currency by the Board of Governors
staff) and theannualized growth rate of nominal GDP(spending). The
lag islonger than the one Ben used. The growth rate of the base is
advanced six quarters to represent a six-quarter lag of nominal GDP
growth behind domestic base growth. Three quarters have passed
sincethe chart wasdrawn. The additional observationsare shown by
the broken line that extends the path for spending.

Chart 2
Growth Rateof Spendingand Domestic Monetary Base
(GDP)
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Chart 2 suggeststhat the growth of the domestic base hasforecast
turning pointsin nominal GDPsince1985rel atively well. | don't want
to overstate the result. Simple relations of this kind are subject to
change. Thisreation is not an adaptive rule. Thelag in the relation
has not been constant through the 1970sand earlier in the1980s. The
chart suggests, however, that since 1985 turning pointsin nominal
GDP havefollowed turning pointsin the base with asix-quarter lag.3
Thechart deniesamain claim in Ben Friedman's paper; the relation
between growth of money and growth of nominal GDP has not
disappeared.

Did the Federal Reservefollow arule?

Advocacy of discretionisathrowback to an earlier era. For the past
fifteen years, most academicdiscuss on hasrecognizedthat thechoice
facing policymakersis not between rulesand discretion but between
different typesof rules. See Kydland and Prescott (1977). Thelitera
tureon policy credibility buildson thisfoundation.

Rules may be complex or smple. They may or may not rely on
forecasts. Toopposerulesistofavor unpredictablechangesthat cause
the public to misperceivewhat policymakersdo.

In arecent paper, John Taylor (1993) showed that arel atively smple
rule described most of the Federal Reserve's actions to change the
federal funds rate from 1987 to 1992. Taylor assumed that during
these years, the Federal Reserve adjusted the federa funds rate in
response to deviations of red GDP and inflation from the Fed's
targets. He used 2 percent as the inflation target and the 1984-1992
trend of real GDP as the GDP target. Taylor weighted deviations of
inflation and real output from target equally, although he recognized
that this was an arbitrary choice.

Chart 3 showstheactual federal fundsrate and therate given by the
hypothetica rule. The Fed appears to have followed a consistent
policy in this period; they behaved as if they followed a simple
adaptiveruleof thetype suggested in somerecent literature. Therule
was not followed mechanically and the Fed appearsto have changed
weightsor other behavior in 1992 by lowering the federal funds rate
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Chart 3
The Federal Reserve s Palicy Rule
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more than prescribed by thequasi rule. They have not returned to the
rulein 1993.

Chart 3 makesclear that the recent abandonment of the M2 target
isof little practical consequence. The Fed has rarely adjusted policy
so asto achieveany of its announced monetary targets. Asin earlier
periods, thefederal funds rate has been the principal instrument that
the Federal Reserve used to set policy. (Brunner and Meltzer, 1964).
Since the federal funds rate moved with output and inflation in a
rule-like way, the policy outcomes of this period—rising inflation
followed by recesson—are attributableto that rule.

Chart | shows that monetary policy was too expansivefrom 1985
to 1987 and too restrictivefrom mid-1988to theend of 1989. The St.
Louis base rose at an average annual rate of 9.5 percent from second
quarter 1985 to second quarter 1987 and by 4.2 percent from second
quarter 1988 to theend of 1989. The rate given by the adaptive base
rulefor thisperiod was between 6 and 7 percent. Theexcessivegrowth
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in the earlier period contributed to risinginflation two yearslater, in
1987-89. The restrictive policy of 1988-89 contributed to the reces-
sion and dow growth of 1990-91. Sinceearly 1990, base growth has
been excessiveagain according to therule summarizedin Chart 1.

Concluson

Benjamin Friedman's argument for discretionary policy based on
information variablesis, | believe,al ong step backward. The announced
change in any variable is a mixture of known or anticipated and
unanticipated movements. Policymakers like the rest of us, do not
know what is news and what was antici pated, which movementswill
persist and which are transitory. Usually, we cannot separate perma:
nent and transitory changesin real and nomina variablesor real and
nominal changes in prices, wages, interest rates, and many other
variables. Information is subject to change when dataare revised.

The Federd Reserve's recent decision to rely on red interest rates
issubject to all of these problems. It isdifficult, even after theevent,
to separate one-time pricechangesfrom persistent changesin therate
of price change, or to distinguish real and nomina effectson market
interest rates, or to disentangle permanent and transitory changesin
real interest rates. Basing policy decisions on movements of red
interest rates will be no more successful than past attempts to use
nominal interest rates as aguide.

A ruleisnothing morethan a systematic decision processthat uses
informationin aconsi stent and predictableway. Several central banks
have recognized what the academic research of thelast twenty years
hasformalized. Somehaveadopted medium-term strategiesto control
inflation sometimes, asin Germany, usng a monetary aggregate as
an indicator. New Zealand hasgonefurthertoward anexplicitrulefor
price stability with sanctionson thecentral bank governorto encourage
successful implementation. Canada is perhaps somewhere between
the two.

It is often said that monetary policy must choose between stable
prices and stable exchangerates. For the past twenty years, we have
had neither. If central banksare seriousabout protecting their curren-
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cies from the inflationists in legislatures and governments, and seek
to avoid thedestabilizingshiftsfrom excessiveexpansiontoexcessive
contraction that contributed so much to the variability of, prices,
exchange rates, and output in the 1970s and 1980s, more of themin
the future will choose and announce an operationa rule. They may
choose oneof the adaptiverulesthat have been proposed or abetter
rulethat hasnot yet been devised. But they will movetoward rule-like
behavior, toward cooperationwith marketsinstead of attemptstofool
them.

Therulel proposed if adopted by major countries would provide
reasonable price stability and enhanced exchange rate stability. It
would offer smaller countries an opportunity to fix their exchange
rates, if they choose, and import reasonable price stability. These
public goods cannot be obtained by discretionary policy.

I will close with some remarks about the themeof thisconference.
Itisan ancienttheme, with antecedentsasol d asmonetary economics.
In the past thirty years, we have revisited the theme many times.
Monetary policy was said to be undermined by intermediation, by
growth of Euro-currency markets, by the** cashless” society, by credit
cards, by deregulation, and now by securitizationand by international
capital flows. Thelist could be expanded.

None of these predictionscame true. Aslong asthereis ademand
for base money and the central bank has a monopoly on production
of base money, monetary policy will continue to affect output and
prices. Short-term relations between money and other variables
change, however. Thisis the message of the famous Lucas critique.
Since we have little firm knowledge of these relationships, the fact
that they change with innovations gives another reason for taking a
longer-term focus, reducing theinfluence of short-termchanges, and
pursuing predictable medium-term strategies expressed as a rule.
Surely thisisbetter than pretending that policymakershave informa-
tion or insight that they do not have and that neither they, nor we
academics, can provide.
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Endnotes

'McCallum (1990) provides evidence on the gain from the use of an adaptive rule in the
United States in the depression. The gain would have been greater if the same rule had been
followed by many countries as proposed in Meltzer (1984, 1987).

?Data are for Reserve Money from IMF data base as reported in International Economic
Conditions, Federal Reserve Bank of St. Louis, July 1992.

*Turning pointsin the growth rateof the base are not affected by subtracting foreign holdings
of U.S. currency. The base growth rate is higher before adjustment.

*The ruleisr =p + .5y +.5(p-2) + 2 where p and y are respectively the rate of inflation over
the past four quartersand the percent deviation of real GDP from itstrend over 1984 to 1992.
See Taylor (1993).
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Financial Markets in 2020

Charles S. Sanford, Jr.

Introduction

At Bankers Trust, we spend alot of time anticipating trendsin the
financial markets, not only those affecting short-term price move-
ments but also those that are responsiblefor the long-term evolution
of the system itself.

Anticipating thelonger term isespecially compelling today consid-
ering the speed at which the financial system is changing. Even our
inherent romanticism doesn't let us forget that we are straddling the
twentieth and twenty-first centuries, aperiod when morethan ever the
future seems just around the comer.

But there's thefuture and the future. For the purpose of this paper,
let's impose astop-loss on our observations. | like the year 2020. For
one thing, it isthe year when the Jet Propulsion Laboratory predicts
that VVoyager will stop transmitting databack to Earth—aforecast that
for somereason | find exciting. Twenty-sevenyearsasoisfar enough
away to alow trends to develop, yet near enough to be useful for
long-range planning. And it doesn't hurt to know that 20120 stands
for perfect vision. Maybethat alonewill improvetheoddsof my being
correct.

Thus this paper will focus on the period between now and the year
2020, contempl ating how thefinancial functionswill evolveover that
period and how quickly change will come.
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Anyonewho deals in thefinancial markets knows that anticipating
trendsisdifficult at best. But he or she also realizes that not to try is
tantamount to accepting the most unlikely scenario of al: no change.

So | will plunge ahead.
Constantsand change

Heraclitus said it best: "All is flux, nothing stays still. Nothing
endures but change."” That is true. Nonetheless, between now and
2020 two phenomena will remain constant. First, human nature will
not change. Second, the basic financial functions, as | will define
them, will not change, although how we perform these functions will
change.

First for human nature. A very basic element of that nature is a
hunger for security — law and order, job security, retirement security,
decent and affordable health care, and financial security. For avariety
of reasons, people have begun to feel that organizations, especialy
governments, designed to provide their basic security no longer can
be relied on.

This societal change is having a profound impact on financial
institutions' relationships with their clients and employees, who once
automatically accepted an institution's promise that **We know what
is best for you."

By necessity, not by preference, people are becoming moreinvolved
in creating their own security by doing their own homework and
making their own decisions." One-way broadcasting™ and "' command
and control™ styles are no longer acceptable. This pervasive sense of
vulnerability is putting risk management at the top of the agendafor
many people and organizations. To the degree that financial institu-
tions can better help their clients deal with risk, the clients are very
ready for change. In any event, gaining their trust will be an essential
challengefor financial institutions.

In addition to the sense of individual vulnerability, two other facets
of human nature will affect thepace of change: people's inherent thirst



Financial Markets in 2020 229

for knowledge and their frequent aversion to change. Thefirst isthe
motivator behind financial innovation and the second is the greatest
barrier to it.

That barrier isdeeply entrenched, asevidenced by areport from an
observer at the Digital World Conference, which was held in Los
Angelesin July 1993: " Given that this was a conference on digital
technology for industry insiders, | saw very few laptop computer note
takers; 99 percent used paper and pen. Very few had mobile tele-
phones with them, and consequently thelines at the pay phones were
lengthy."

We see that even technologists have trouble adjusting to the new
environment. | have no doubts, though, that their children, steeped in
today's technology, will be far less likely to be lining up for pay
phones by the time they dominate the work force—well before 2020.
It won't belong beforetheimpact of the' computer games™ generation
isstrongly felt at the policymaking level.

Countering any inertiathat works against changeisthehumandrive
for knowledge. And thisthirst has been whetted by rapid advancesin
financial theory, as exciting and as portentous as the twentieth cen-
tury's major developments in physics and biology. A substantial
portion of this paper will deal with those developments.

L et me emphasize, however, that this paper looks only at the future
impact of currently available technology. It does not delve into Buck
Rogers speculation about new inventions(or Star Trek, depending on
your age and frame of reference). And it does not talk about couch
potatoes with virtual reality helmets operating out of hermit huts. It
recognizes that an ocean of new technologiesis availableto today's
markets, but that the process toward implementation of these tech-
nologies has hardly begun.

Some may believe that the predictions in this paper are too bold,
but | believethat if anything, changewill befaster and morefar-reach-

ing.
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Thebascfinancial functions

As the existing technologies come onstream, they will affect how
the basic financial functions will be performed. These functions are
(2) financing, (2) risk management, (3) trading and positioning, (4)
advising, and (5) transaction processing. This paper will avoid many
standard financial termsof twentieth century thought. Although finan-
cial functions will be the same, they will be looked at differently in
the twenty-first century. Thuswe will not refer to *'loans,” **borrow-
ings," or "*securities,” but to " claimson wealth™ or " financial claims.”
We will avoid theterm " banks™ because banks, certainly as weknow
them, will not exist.

Financing

Financing facilitates the movement of funds from suppliers to
users. Usually it starts with the identification of users and suppliers
by afinancia institution and ends with the creation of products to
satisfy both.

Successful productscreated by afinancial intermediary enableeach
party to meet its needs for timing and location of cash flows and for
the amounts of money to be supplied or used. Theintermediary also
hel ps clients assess the merits of alternative products, seeking to find
theleast costly source of money for usersand getting the best possible
return for suppliers, taking into consideration their appetitesfor risk.

R sk management

Risk management is the process of moving clients closer to their
desired risk profiles by helping them shed unwanted risks or acquire
new risks that suit their portfolios. At times, thiscan be done simply
by matching aclient who wantsto shed arisk with one who wantsto
acquire that risk. More often, it involves unbundling, transforming,
and repackaging risksinto bundlestailored to fit the particular needs
of variousclients.
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Trading and positioning

Trading and positioning is the buying and selling of claims on
weadlth. It provides liquidity to clients so they can more easily alter
their portfolios or raise cash. It also moves market prices of financial
claimscloser totheir fair values and makes market pricesmorevisible
and reliable.

Advising

Advising is making decisions on behalf of clients or giving them
information and advice that help them make better decisions for
themselves.

Transaction processing

Transaction processingisthe storing, safeguarding, verifying, report-
ing, and transferring of claims on wealth.

As noted, some of these functions are taking on new forms and are
becoming more sophisticated, but they will be needed as much in 2020
asthey are today.

Technical and market environment in 2020

Again, technology is driving these changes. Information technol-
ogy already is helping us execute thesefinancial functions better and
faster by providing improved data collection, calculation, communi-
cations, and risk control. By 2020, those tools will be much cheaper
and far more powerful. Asindications of thistrend: A transistor, once
costing $5, costsless than a stapletoday; entirereference librariesare
now stored on onefive-inch compact disc, and computer users have
become accustomed to increasing their processing power by afactor
of tenevery fiveto seven years at noadditional cost. And the progress
is geometric because each element—computation, availability of
data, communications, and agorithms—feeds on the others.

Thisrevolution in information technology isenabling thefinancial
world to operate on a much more complex level than before.
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At times the speed and power at which computation and communi-
cations tasks can be accomplished is so much greater than in the past
that it brings qualitative change, not just quantitative change. For
example, the options business could not operate as it does today
without high-speed computers to track its intricacies, including the
monitoring of risk profiles and valuations. Computer technology has
made it possible to disaggregate risk on a broad scale and redistribute
it efficiently, enabling management to maintain greater risk control
while giving employees more freedom to use their own judgment. In
other words, information technology allows afinancial organization
to decentralize whileimproving control.

The ability to program computers to digest ever-larger amounts of
information more and more quickly enables usto apply sophisticated
automated logic—what we call "automated analytics”—to many
problems, such as performing elemental arbitrage tasks. Eventually
these programs will be embedded on computer chips, which will be
ableto solve progressively more complex problems—and onaglobal
basis.

Indeed, by 2020, atrue global marketplace will be established, with
everyone— individuals, companies, investors, organizations, and
governments— linked through telephone lines, cables, and radio-
wavetechnology. With the touch of a button, peoplewill have access
to other individualsand vast databases around the world. Such access
will bereadily available through phones, interactive television, work-
stations, or hand-held " persond digital assistants™ that combine all
these functions.

Organizations will be "fully wired" so that their computers will
capture incoming and internally generated data, analyze theinforma-
tion, and makeit instantly available to any authorized person, wher-
ever he or she may be. Armiesof clerksand administrators no longer
will be needed to serve as messengers, translators, reconcilers, or
summarizers of information. As discussed below, this will change
how firms are managed.

To further increase the system's efficiency, al financial claims
(including claims on volatility) will be in book entry form, and
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ownership of al these claims will be transferable instantly anywhere
around theglobe via 24-hour multicurrency payment systems. Settle-
ment risk will be eliminated and with it a major bottleneck to trans-
action flows. Thishasenormousimplications for releasing capital and
lowering transaction costs.

"Wealth accounts"

A key to the system will be wesalth accounts," in which companies
and individuals will hold their assets and liabilities. These accounts
will contain today's relatively illiquid assets such as buildings and
vehicles as well as what we know today as stocks, bonds, other
securities, and new typesof financial claims. These accounts would
also contain dl formsof liabilities.

Computerswill continuously keep track of theseitemsin thewealth
accountsand will constantly mark both assetsand liabilities to market,
making these items effectively liquid. Within an individual wealth
account, the arithmetic sum of the items will be the net worth.
Y esterday's income and today's wealth will always be known with a
high degree of confidence.

Thewesalth accountswill be thefocal point for financial processing
and reporting. The integrity of these accounts will be validated by
institutions, much the same as checking accountsor mutual funds are
today. Wealth accounts will be instantly tapped via*wealth cards."
For example, thiswill allow you to pay for your sportscar by instantly
drawing on part of the wealth inherent in your vacation house.

Wealth accountswill simplify theprovision of credit. In theultimate
extension of today's home-equity lines, instant credit will beavailable
to companies and individual s secured with the current value of their
wealth accounts. Leverageconstraintswill be established by investors
and perhaps central banks. Some investors will continue to extend
unsecured credit on the basis of an individua's expected income
stream, but this would violate thiswriter's strongly held view that one
should never extend unsecured credit to anything that eats.

Owners of wealth accounts will use automated analytics to help
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them determine their risk/reward appetites and suggest appropriate
actions to achieve those targets. If the owner approves, the wealth
account would proceed to automatically implement the program. Of
course, some people will prefer the advice of a human on more
complex or large transactions, for both expert judgment and psycho-
logical comfort.

Automated analytics will also provide customized investment man-
agement, making the wealth accounts far superior to today's mutual
funds. In effect, individualswill have the option to manage their own
mutual fund.

All seekers of financial claimswill understand that to get full access
to the financial markets they will be legally responsible for keeping
their wealth accountsup to date. These accountswill beelectronically
accessible to any authorized user, directly or through computerized
analyticsprograms. Privacy will be maintained aswith today's check-
ing accounts.

Global electronic bulletin boards will be the principal medium
through which buyers and sellers will post their needs and execute
transactions. Many financial claims (including what are known today
as loans and securities) will bypass middlemen (commercial and
investment banks) and will be bought and sold by electronic auction
through these global bulletin boards, with minimal transaction costs.

Today we have only afew recognized rating agencies. In 2020 we
will have hundreds— perhapsthousands —f specialized providers of
news, data, and analysis that will provide interactive electronic bul-
letins, on demand, real-time, and tailored to each subscriber's particu-
lar notion of risk.

There will be no specia need for retail financial branches because
everyone will have direct access to his or her financia suppliers
through interactive TV and persond digital assistants. Trueinterstate
banking will have arrived at last! Or more accurately, true "' global
banking” will have arrived, as every household will bea branch.”

A key feature of 2020 isthat nearly everything could be tailored to
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a client's needs or wishes at a reasonable price, including highly
personalized service from financial companies. Firms will be selling
to market segments of one.

In addition to the bulletin boards that will be open to anyone who
pays a nomina fee, users and suppliers of financial claims will be
networked to each other to exchange real-time data and documents
(computer-to-computer), to automatically execute most day-to-day
transactions, and maybe to confer viavirtual reality electronic meet-
ings. On any givendeal, firms may compete not only with their natural
competitorsbut with their nominal clientsaswell. In effect, supplying
financial assistance will be afree-for-all. 1t will not be limited tothose
calling themselves "financial institutions™ because any organization
or individual will be able to reply to needs posted on the bulletin
boards. That means an organization that specializes in financial
matters may, at times, find itself competing directly with its clients.

Other elements of the financial world of 2020 are especialy hard
to predict. What form will robbery and fraud take? Aswe said, human
nature will not change and dishonesty will be around in 2020 asit is
today. V oicerecognition, DNA fingerprinting, and securedata encryp-
tion will instantly verify transactions, preventing today's scams. But
new formsof 'information crime™ will appear.

Geography will be less of a constraint. Many employees could be
geographically dispersed, such as those engaged in processing (for
cost advantages), in salesand marketing (to be closeto the customer),
and in handling local problems that require local solutions. But the
people responsiblefor creating productsand overall strategy will still
have to be in major cities. These people need the creative stimulation
that isfound primarily in cities, where they will thriveon face-to-face
contact with peoplefrom different backgroundsand culturesandfrom
different disciplines— artists,scientists, businesspeople and lawyers.

“Particle finance"
In fact, a convergence is taking place among these disciplines as

finance becomes more like science and the arts. Financial theory is
becoming increasingly important and tremendously useful as theo-
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retical advances have emerged in the last few years. These include
portfolio theories, asset pricing theories, option pricing theories, and
market efficiency theories.

Many of the financial world's most creative people are devoting
their time to these theories and are radically improving our compre-
hension and management of risk. They deal with variables asstraight-
forward asinterest rates and ascomplex as the weather —all of which
have an enormous impact on the markets.

This path-breaking work is providing a solid platform for innova-
tion in practice as well asin theory. The rapidly growing acceptance
of derivative-based financial solutionsisone very important example
of this.

At thispoint, however, the science of marketsis at an extraordinar-
ily early stage of development. We are still in a'*Newtonian™ era of
"classica finance," in which we tend to look at financia instru-
ments—such asstocks, bonds, and loans—in static, highly aggregated
terms.

Models based on classical finance analyze risk at the level of
""securities” (or options on these securities) and usually assume that
the voldtilities of the securities are constant over time and can be
estimated with statistical averages of past price data—a stationary
world where there is no progress, no structural change, no evolution.
But in reality, a security's volatility isbased on a highly aggregated
bundle of many complex underlying risks that are unlikely to be
stationary and that usually interact with oneanother. Classical finance
also assumes that human beings are rational economic decisionmak-
ers—an assumption that frequently appears to be violated.

Most classical finance models looking at Bankers Trust would
concentrate on the ""beta” of its stock —the stock's volatility relative
to the market. These models would have great difficulty dealing with
themultitudeof underlying critical risk factorsthat produce beta, such
as changes in financial market volatility, changesin global product,
the volumes of our transaction processing, an earthquake in Japan,
changesin consumer confidence in the United Kingdom, or achange



Financial Markets in 2020 237

in our corporate strategy. We describe these critical factors as™ finan-
cial attributes.” Beta ignores them or grossly summarizes them as
homogeneous packets of white noise.

Theoreticians, however, are not ignoring them. Researchers have
begun to look for a theory —what we call " The Theory of Particle
Finance" —that will help us better understand an asset's financial
attributes.

Finding such atheory isnotjust around thecomer, but weareseeing
interesting signs of progress, and by 2020 a much more powerful
financial discipline will bein place. We are beginning from a New-
tonian view, which operates at thelevel of tangible objects (summa-
rized by dimension and mass), to a perspectivemorein line with the
nonlinear and chaotic world of quantum physics and molecular biol-

ogy-

Quantum physics, which operates at the level of subatomic parti-
cles, and which may eventually bridge subatomic and astronomical
events, goes much deeper than Newtonian physics— beyond objects
to molecules, to atoms and to subatomic particles.

Similarly, classical biology operated at the level of the organism
and was preoccupied with taxonomy and anatomy. Biology advanced
by probing deeper into the cells and genes, which are much closer to
the fundamental building blocks of life. This made it possible to
explain someof thecritical interactionsamong cells, organisms, and
the environment.

Like quantum physics and modem biology, particle finance is
beginning to look beneath betato identify an asset's financial attrib-
utes, including the attributes individual and collective volatility.
Efforts also are being made to integrate these attributes into the
desired financial claims.

This work is creating order from apparent disorder, providing
building blocks that will allow the more effective packaging and
management of risk in an economy whose structure is constantly
changing.
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The purpose of this research is to reach the most efficient balance
of risk and return— getting a higher expected return on the same risk
or getting the same return with lower risk.

Asnoted earlier, the theory of particle financeisstill initsinfancy
—but by 2020, it will be much further advanced, aided by an explo-
sion in computing power and financial data. We can't say which of
today's early attempts to advance the theory of particle finance will
work, but already the developmentsare intriguing.

For example:

(1) Chaos theorists are attempting to find the underlying structure
and patern—if they exist--of theapparent randomnessof changesin
asset values. (The " Random Walk” may not be completely random
after al.)

(2) Researchers are building neural networks that mimic certain
complex properties of the human brain. When harnessed to massive
computing power, it is hoped that these neural networks will find
meaningful patternsin thenoise™ of financial attributesand, learning
from experience, will strip away some of the apparent randomness of
financial events.

(3) "Fuzzy logic" is amathematical way of drawing definite con-
clusions from approximate, vague, or subjective inputs. Because it
attempts to embody certain kinds of human perception and decision-
making skills, it may help us understand complex interactive systems
that involve human intervention (like financial markets).

(4) Combinations of these and/or other new methods may produce
the answer. For example, information gleaned from the neura net-
works might be used to define “fuzzy” relationships in the system and
then to write "*fuzzy" rules to control the processes or to predict the
systems' behavior in new situations.

The 2020 technology environment promises much greater market
efficiency through better information and lower transaction costs.
However, as particle finance uncovers myriad risk variables, now
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existing but "'invisible," it also uncovers theinefficiencies associated
with these variables. Also, the constants of human nature will still
produce financial fads and bouts of irrational market euphoria and
gloom (athough we can hope that better information will dampen
their intensity). The ideal of a perfectly efficient market will not be
achieved by 2020, if ever.

Particle finance and more powerful technology will substantially
reduce the amount of unwanted risk borne by individuals, institutions,
and thesystem asawhole. Wewill find better ways to quantify, price,
and manage today's familiar risks. We will also uncover, quantify,
price, and manage risksthat exist today but are hiddenfromview. The
net benefits will be great--even granting that new and unforeseen
risks could be created by thisenvironment.

Applying particlefinance

Meanwhile, progress is being made at the front lines as well asin
thelabs. Pioneers in the derivatives business are successfully identi-
fying, extracting, and pricing someof the morefundamental risksthat
drive asset values, such asinterest rates, currency values, and com-
modity prices. Even though today these early applications look crude
and primitive, they have aready created a new and powerful process
for solving important and practical financial problems. These range
from limiting an airline's exposure to fuel priceincreases to helping
acompany hedge the value of a pending acquisition.

And important new applications are already on the runway: credit
derivatives and insurance derivatives, for example.

Long before 2020, credit risks will be disaggregated into discrete
attributes that will be readily traded, unbundlied, and rebundled.
Intermediarieswill manage alarge book of diversifiedlong and short
positions in credit attributes. They will make marketsin credit risk
attributesand in bundlesof attributescustomized to suit the particular
needs of their clients.

Such tailored products will permit each business to price and
manage credit risk arising from its activitiesin a way that is best for
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that business. Perhapseven residual credit risks |eft after this process
will be covered by athird-party insurance policy.

As the discipline of particle finance evolves, the primary job of
financia institutionswill be to helpclients put theory to practical use.
Just astoday's man on the street does not practice particle physics, he
will not practice particle finance in 2020.

It may often be done for him or her through automated analytics.
For example, particle finance and automated analytics would provide
much better asset allocation advice than is available today—allocat-
ing positions across many financial attributes rather than just picking
the stock-bond mix.

The more advanced automated analytics programs will be like
today's sophisticated computer chess programs, which can beat most
players, but not al. As a result of competition from automated
analytics, experts will be challenged to move on to higher and higher
levels of wisdom and creativity.

However, the financial professional who prices the risk attributes
will continue to use acombination of automated analytics and judg-
ment. He or she will be responsible for the validation of thelogic and
historical data used in the automated analytics. In addition, forecasts
of prospective market conditions will continue to play acritical role
in pricing risk attributes, especially where prospective events are
influenced by nonlinear relationships or structural changes that are
not evident in past dataor experience. Wewould expect acombination
of chaos theory, fuzzy logic, and other tools to assist with predictive
problems.

While advances in financial theory and technology will give tal-
ented peoplemore powerful toolsto apply their human creativity, they
will not be replaced with robots. The CAT scan did not replace skilled
neurologists—it gave them a tool that allowed them to apply their
judgment with more precision and power.

In addition, highly skilled and creative specialistswill continue to
be needed to define and solve problemsthat are particularly complex
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and unique. Thesefinancial specialistswill be the highest practition-
ersof particlefinance, combining a creative grasp of financial possi-
bilitieswith a psychoanalyst-like ability to helpclients understand the
true nature of their preferences for risk and return.

Theroled central banks

Therole of central bankswill change asfinancial markets change.
Two basic functions of central banks will be to protect us from
systemic risk and to keep inflation in check.

The mechanisms by which central banks will deal withinflationin
the world of 2020 are not clear. One method might be the use of
margin requirementsto control the amount of credit extended against
wealth accounts. Clearly, capital controls and fixed exchange rates
will berelics of an earlier age.

Another mission will be to avoid systemic collapse. We emphasize
that this is not the same as dampening market volatility. Nor will
regulators have to concern themselves with the fate of individual
institutions, ending government-sponsored bailouts. Examiners will
monitor the risk attributesof individual institutionsto judge whether
and how they contributeto therisk attributes of the system asawhole.
(Everything else is random noise that cancels out at the portfolio
level).

Central bankerswill focuson the prospectivebehavior of thesystem
as well as current values of key targets. They will operate in the
alphabet of financial risk asmany advanced professionals do today—
"delta" risk, the changein the values of instruments that are derived
from the values of other instruments; *gamma” risk, the impact of
highly nonlinear price changes on the behavior of the portfolio;
"vega' risk, the change in the behavior of the portfolio arising from
changes in theimplied volatilities of the underlying instruments; and
"theta" risk, the changein the behavior of the portfolio arising from
the passage of time.

Toeffectively operate inthisenvironment, central bankerswill have
to thoroughly understand and use the new computer and communica-
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tions technology. Human nature being constant, they will also need
to understand the psychology of crowd behavior and its prospective
impact on financial market stability.

Thus central banks will have tools to prevent systemic collapsein
the world portfolio similar to thetools that financial institutions will
use to manage the corporate systemic risk in their portfolios. These
tools will include real-time data and automated analytics.

Insuring against systemic risk will require a globally coordinated
effort, which could well bethe biggest challenge to the central banks.
Will governments be able to put aside their parochial nationalistic
agendas?

A few implicationsfor financial ingtitutions
arisngfrom particlefinancein 2020

Particle finance presents a cornucopia of new business opportuni-
ties for financial ingtitutions. Myriad risks, perhaps inexhaustible
risks, areyet to be uncovered, described in* probability of occurrence™
terms and then rebundled to satisfy client needs. There will alwaysbe
aneed for new disciplines and technologies to measure and deal with
these risk attributes. In addition, all of these attributes and bundled
productsmust be stored, safeguarded, verified, reported, and transferred.

Financial professionals will constantly be re-educating themselves.
We, for example, are creating a ' Bankers Trust University,” where
our people will be encouraged to spend many of their working hours.

Obvioudly, in the era of the theory of particle finance, financia
organizationswill look very different from the way they do today and
will require anew type of manager.

With >virtuallyno layers of management, financial organizations
will attract an array of highly skilled and creative experts, including
awidearray of peoplefrom science and mathematics.

Senior management will be like conductors of orchestras guiding
their "artists" and " scientists™ through example and influence rather
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than by *command and control.” One of the important jobs of top
managers will be to get their technical experts and managers to play
in the same key. They are temperamentally differentfrom one another,
but asfinance, science, and the arts continue to gradually merge, the
scientist, artist, and manager will becomemorealike. Theleaders' most
important functions will be to inspire by articulating aclear vision of
the organization's values, strategies, and objectives and to know
enough about the business to be the risk manager of risk managers.

Superior judgment will always be essential and will continueto be
valued highly sinceit will not beembedded on silicon. Depth of talent
will be critical to success, so recruiting and retaining people will
remain management's most important job. Technology will never
replace the subtlety of the human mind. People will be the most
important factor in 2020, just asthey are now. We must learn how to
grow wise leaders from the ranks of specialists, adifficult task.

Conclusion

These concepts will not flourish unless society blesses them. A
social critic may say they are nothing more than afinancial engineer-
ing exercise designed to enrich a few at the expense of many—a
Zero-sum game.

Not true. For as risk management becomes ever more precise and
customized, the amount of risk that weall haveto bear will be greatly
reduced, lowering the need for financial capital. This will have a
tremendoussocial val ue becausefinancial capital that had been required
to cushion theseriskswill be avail ableel sewherein society to produce
more wealth to address society's needs. In addition, this will liberate
human capital by the greater leveraging of talent.

And these concepts will not flourish unless our clients bless them.
As valuable as macro capital generation may be, it is not enough. On
a micro basis, individuals and organizations must see vaue for
themselves; clients must buy the service. Their trust must be earned
by delivery of objective diagnostic help and solutions of value to
them. Weshall earn it.
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I ntroduction

International capital markets, liketheir domesticcounterparts,serve
severa key functions. They channel resources from units (house-
holds, firms, governments) that are saversto unitsthat are dissavers,
thereby loosening the constraints imposed by self-finance and ena-
bling increases both in the overall productivity of investment and in
the smoothing of consumption. They provideliquidity. They allocate
and diversify risk. They may even helpto " discipline” errant borrow-
ers-either by subjecting them initially to a rising default premium
and ultimately, to the threat of credit rationing, or by forcing adjust-
mentsin exchangerates. By permittingtradein financial assetsto take
place without regard to either national boundariesor the nationalities
of market participants, there is a strong presumption that the effi-
ciency, liquidity, risk-pooling, and disciplinary attributesof capital
marketswill be enhanced.

In someimportant respects, devel opmentsover thepast twodecades
have been kind to the view that the benefitsof open capital markets
are being increasingly recognized and that integration of capital
marketshasal ready proceeded quitefar, To begin with, therehasbeen
aprogressivedismantling of capital and exchangecontrolsamong the
major industrial countries,followed by abroader-basedliberalization
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and reform of their domestic financial sectors. A snapshot of those
liberalization measuresis shown in Table 1. Note that liberaization
has spanned money, bond, and equity markets. Prior to the second
haf of the 1980s, it was the offshore markets and the banksthat led
theway, but sincethen it has been thereformeddomestic marketsand
the securities marketsthat have provided much of the momentum.

Tablel

Highlightsof Financial Liberalization
in Major Industrial Countries

United States
1964 - Interest Equalization Tax introduced.
1971 - NASDAQ system introduced.
1972 - IMM opens, trading FX futures.
1975 - deregulation of securities firms commissions;
- CBOT opens, trading interest rate futures.
1978 - International Banking Act.
1979 - Reg. K: subsidiaries of commercial banks can deal in and underwrite
equity securitiesoutsidethe U.S.
1980 - DIDMCA phases Reg. Q out by 1986.
1981 - International Banking Facilities. o o
1982 - Security Pacific isfirst bank to set up a securities firm subsidiary;
- currency optionsintroduced. ) ] )
1984 - 30\})erceﬂt withholding tax on interest income [gmd toforeignersrepealed.
1986 - NYSE, AMX, NASD allow foreign issuers if they comply with home
country laws, -
- Government Securities Act.
1987 - CBOT begins evening trading.
1988 - Primary Dealer Act requires reciprocity before foreign financial
institutions can become dealersin U.S."government security markets.
1989 - CFTC approves GLOBEX.
1990 - Rule 144a exempts from registration privately-placed debt and equity
offered to qualified ingtitutional buyers.
1991 - Multi-jurisdictional disclosure system with Canada.
1992 - Reforms to governmentsecuritiesmarket includere-designof auctionmles;
after-hours trading on NASDAQ International .

Canada o
1977 - Equity optionsintroduced at TSE, MSE,
- Computer Assisted Trading Scheme ECATS) goesonlineat TSE.
1980 - Interest rate futuresintroduced at TSE.
1983 - Negotiable commissions at ME, TSE.
1984 - Toronto Futures Exchange (TFE) t;)lgaens.; )
- Montreal and Boston exchanges establish automated traderouting system.
1986 - Blue Paper "New Directionsfor the Financial Sector™ published,
- agenda includes integration of financial services industries by common
ownership and extension of powers.
1987 - From June, all banks are allowed to own securities companies;
- Ontario allowsrestricted cross-border activity by foreign dealers;
- Ontario and B.C. allow foreign ownership of securities deal ersincorpor-
ated in these provinces. ) ] ) o
1989 - Bank Act eases restrictions on foreign share of Canadian banking activity.
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1990 - Pension funds can increaseforeign assets eventually to 20 percent in 1993.
1991 - Canadian and U.S. securities regulators recognize a multi-jurisdictional
disclosure system;
- introduction of off-hours trading sessions.
1992 - Ontario allowsforeign advisersto provide investment advice to sophisti-
cated investors;
- deposit-taking and similar institutions given expanded securities trading
and advisory powers.

France
1967 - Bank lending rates deregul ated.
1984 - New Banking Law provides a unified regulatory structure;
- foreign exchange controls rescinded, money market opened up.
1985 - CP market opens, but only to nonbanks;
- capital market fees, taxes reduced, deregulated.
1986 - Computerized securities quotation and order system (CAC) introduced;
- MATIF opened;
- T-bills available to all investors;
- deregulation of banking commissions;
- interest rateson depositslonger than 3 months areliberalized;
- partial capital flows liberalization.
1987 - ﬁeform of the government securitiesmarket: introduction of market makers;
- optionsintroduced.
1988 - New Stock ExchangeLaw: banks and other financial institutions can own
securities companies,
- strengthened prudential rulesfor stock exchange members;
- deregulation of commissions; OATs listed on the NY SE.
1990 - Virtually all exchange controls eliminated.
1991 - Reform of the market for negotiable credit securities;
- regional stock exchangeslink to Paris.
1992 - Completion of the electronic payment and delivery servicefor securities;
- introduction of efficient payment and delivery system for ECU securities.

Germany

1981 - Temporary capital controls lifted.

1984 - Tax onforeign investors' income from German bonds eliminated.

1985 - Bundesbank allowsissuesof DM bonds with innovative features and
allowsforeign-owned banksin Germany to lead-manage foreign DM
bond issues;

- DM FRN, currenlc}y swaps, zero-coupon bonds introduced.
1987 - private use of ECU placed on samefooting asthat of other currencies;
- Federal Bond Consortium opened to foreign banks.

1988 - For(le(i gn investors allowed to buy five-year Federal Bondsin the primary
market.

1989 - Rulesfor foreign DM bonds eased.

1990 - DTB opens;

- FX-denominated bond, note issues permitted;
- primary market for Federal bonds changed to include auctions.

1991 - securihestransfer tax abolished;

- nonresidents allowed to buy one to two-year Treasury Financing Paper;
- DM CPmarket startsup;
- Federal Treasury Notes introduced.
1992 - proposals for centralized supervision of securitiestrading;
- enforcement of insider trading and reporting regulations;
- money market mutual funds authorized;
- company and stamp taxes abolished;
- German branches of foreign banks can lead-manage DM bond issues and
MTN and CP programs;
- regional exchangesto be integrated.
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Italy
1984 - open-end investment fundsintroduced. ] )
1985 - stock exchanges introduce continuous auction trading for listed shares;

- proposed securities market reforms include computerization and integra-
tion of systems for quoting, information dissemination, order routing,
and execution, clearing, and settlement; concentration of all securities
transactions in one market system; regulating the market for unlisted
securities; regulation of securities firms;

- controlson capital inflows lifted, restrictions on residents' foreign assets

relaxed.
1988 - creation of screen-based Government securities market based on a system
of primary dedlers; ]
- most remaining foreign exchange control sabolished.
1990 - Government securities market open to foreign investors;
- remaining foreign exchange control s abolished. . ]
1991 - approval of comprehensiveregulatory framework for securities business
and reformsto organization and functioning of the markets, including
futures and options;
- start of screen-based trading on the stock exchange.
1992 - completion of centralized share depository;
- MIF opens,
- tax exemption of interest paymentsfrom certain currency bondsis removed.

an
1%90- first Samurai bond.
1972 - Interbank FX trading beginsin Tokyo.
1973 - six foreign stocks listed on TSE. ]
1974 - ban on issuance of Japanese corporate bonds overseas islifted.
1978 - first issue of Euro-yen bondshy a nonresident. ) )
1979 - first issuein Japan of unsecured yen-bonds by aforeign private company;
- foreign exchange controls relaxed;
- banks can issue short-term FX loans;
- Gensaki bonds offered to nonresidents;
- domestic CD market be%j ns, open to nonresidents.
1980 - securities firms offer MT government bond funds;
- new Foreign Exchangeand Foreign Trade Control Law;
- FX bankscan make MT, LT FX loans. )
1981 - Japanesebank subsidiaries can lend ST Euro-yen to financetrade with Japan.
1982 - Japanese banks can lend L T Euro-yen to borrower of their choice;
- new Bank Law and Securitiesand Exchange Law.
1983 - banks can sell newly issued, M T and L T govemment bonds OTC,;
- JASDAQ introduced:;
- Samurai bond regulations relaxed;
- postal insurance can buy foreign bonds.
1984 - securitiesf i scan sell FX CDs, CPin thedomestic market;
- banks allowed to deal in govenunent bonds;
- non-Jsapanese banks can lend yen; )
- FX trading no longer tied to commercial trade and hedging-swaps allowed;
- yen-FX conversion limitsfor foreign banks abolished.
1985 - introduction of govemment bond futures,
- bankers' acceptances introduced;
- nineforeign banks open trust subsidiaries;
- interest rate deregulation begins,
- Euro-yen FRNs, zero-coupon bonds, CDs, warrants introduced;
- withholdingtax on Euro-yen bondsissued by Japaneseresidents removed,
- MT, LT Euro-yen |oans liberalized; ] )
- first Shogun bond issue; first Euro-yen straight bond issued;
- bond rating agencies set up.



The Integration o World Capital Markers 249

1986 - TSE admits 6 foreign members;
- 12 Japanese banks make markets on SEAQI;
- Japan Offshore Banking Market opened;
- restrictions on Japanese purchases of foreign securities removed;
- insurancecompany and pension fund trust accountscan increaseFX assets.

1987 - domestic and %uro-yen CP markets introduced;

- Jauanese banks' overseas subsidiaries can deal inforeign CP;

- membership in government bond syndicate opened to foreign banks;

- Japanesefinancia institutions can trade in overseasfutures markets;

- stock index futures traded on Osaka exchange;

- banks allowed to sell government bonds on the secondary market from
dateof issue;

- auction used in primary market for 20-year government bonds.

1988 - Financial Futures Tr::ﬁng Law;

- Four Japanesesecuritiesfirms become primary dealersin theU.S. govern-
ment securities market;

- restrictions on domestic and Euro-yen CP issues by nonresidents relaxed;

- postal savings system allowed to increase forei n assets;

- participation of residents in overseasfinancial Futures markets permitted;

- taxes on bond transactions reduced;

1989 - TIFFE opens,

- for%i gn securities firms appointed |ead-managers in govenunent bond
syndicate;
- relaxation of restrictions on the JOM;
- medium- and long-term Euro-yen loans to residents permitted;
- ]gll financial institutionsallowed to trade as brokers in overseasfinancia
utures.
1990 - licenses given toforeign companiesto enter the bank trust market;
- commissions for large transactions are lowered.

1991 - Report of Securities and Exchange Council on capital market reforms
proposes that banks and other financia institutions be allowed to own
securities subsidiaries;

- two Japanese branches of U.S. securitiescompaniesallowed to tradein
foreign exchange;
- foreign securitiescompanies' subsidiariesin Japan are given bank licenses.

1992 - legislation on financial sector reform uassesthe Diet;

- Securities and Exchange Surveillance Commission ¢ | ited,

- investment trust “Guidelines” revised to facilitate L tof invest-
ment trust management companies by both domestic and foreign firms;

- securitieshouses allowed to offer money market funds.

United Kingdom

1979 - foreign exchange controlsabolished.

1981 - fi st 1ssue of ECU T-bills.

1982 - LIFFE opens.

1986 - "'Big Bang'": negotiable commissions; dual capacity securities firms;
other financial institutions can own securities firms; computer trading
system modeled on NASDAQ; SEAQ International; improved trading
and settlement systems for government securities;

- Financial Services Act set up the SIB and SROs, RPBs which report to it;
new investor protection rules,

- Central Gi |t58fﬁce set up —provides book-entry transfer, rolling one-day
settlement, and assured pay ments; market makersfor Gilts;

- CPmarket introduced.

1987 - Banking Act formalizes B of E supervision.

1988 - Introduction of acomprehensivetrade reporting system covering al
marketsin the UK.

Other

1973 - floating exchange rates;
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- ERM startsup;
- ECFirst Non-Life Insurance Directive allowsinsurers licensed in one
member to open branches in other members.
1975 - Basle Concordat implements home country supervision.
1976 - first currency swap.
1979 - First Life Insurance Directive.
1981 - first interest rate swap;
- first ECU bond.
1983 - Basle Concordat revised to implement consolidated supervision.
1985 - EC Directiveon UCITS;
- White Paper on compl etion of the single market.
1986 - Sln?:e European Act;
- ECFirst D|rect|veon Capital Liberalization.
1988 - BIS capital standards agreed;
- EC Second Directive on Cap|tal Liberalization.
1989 - OECD Codeon Liberalization of Capital Movements agreed;
- ECInsider Trading Directive;
- EC Second Banking Coordination Directive agreed.
1992 - Investment Services Directive agreed

Sources: Goldstein and others (1993), ISMA (1993), OECD (1991,1993), Takedaand Turner
(1992).

Beyond liberalization,international financia marketshaveresponded
to the same fundamental forces that have been shaping the entire
financial services industry. Dramatic decreases in the costs of tele-
communications and of information gathering and processing, the
need to financelarger government deficits and external imbalances,
thedesireand opportunity to hedgeagainst thehigh variability of asset
prices and inflation rates, the ascent of both **securitization™ and the
"inditutiondization™ of saving and investment, and improvementsin
paymentsand settlement systems, haveal played arole.

By now, liquid marketsin central and local government securities,
in equity,in corporatedebt,in commercial paper, in bank certificates
of deposit,in asset-backedsecurities, and in both exchange-tradedand
over-the-counter derivative instruments have become a prominent
featureof thefinancial landscape in most major industrial countries.!
The restructured bank debt of many developing countries has now
been securitized and is regularly priced and traded in the secondary
market. "' Globa™ bonds and equitiestoo are gaining a strong foot-
hold.2 Improved liquidity permitsinvestors to move quickly in and
out of domestic and international investment positions. Advancesin
the technology of financial transactions have reduced transactions
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costs to the point wherethey less and less serve as an impediment to
rearranging portfolios when expectations change. It is increasingly
common, for example, to see investors switch between bond and
equity funds when expected yields diverge. When transaction costs
in the spot market are too expensive, theinvestor hasthe opportunity
to take equivalent positionsin the derivative markets (where daily
trading volume hastripled since 1986). Theincreasing concentration
of savingin institutional funds(thatis, in mutual funds, pensionfunds,
insurance companies, unit trusts, and hedge funds) aso means that
individua investors are increasingly turning to professional fund
managers when choosing among the extensive menu of liquid secu-
ritieson offer; see Table2. U.S. and European fund managers alone
now control over $8 trillion in assets.3

All thishasinduced an impressivegrowth in international portfolio
investment among the major industrial countries. Tota cross-border

Table2

TheGrowth of Indtitutional I nvestors. Financial Assets
asa Percentageof Household Financial Assets

Pension Funds and Collective Investment

Life Insurance Cos. Institutions Total
Country 1980 1985 1990 1980 1985 1990 1980 1985 1990
United 178 21.1 235 22 50 7.7 200 26.0 312
States
Japan 13.8 16.6 208 18 36 56 15.6 20.2 264
Germany 194 24.2 271 32 48 81 22,6 29.0 35.1
France 8.0 11.2 147 27 124 217 106 236 36.3
Ttaly'? 16 09 32 na 21 29 na 29 61
United 1 39.9 499 53.7 16 31 49 415 531 586
Kingdom
Canada 194 233 26.7 10 16 30 204 249 29.7
!Total assets.

2At book value.
Source: Johnson, C. "New Players, New Rules—Financing the 1990s,” Lafferty Publications.
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equity holdings in the United States, Europe, and Japan increased
from $800 billion in 1986 to $1.3 trillionin 1991, whiletotal cross-
border ownership of tradable securitiesis estimated to have risen to
$2.5trillion. A significant shareof thegovernment debt of all Organi-
zation for Economic Cooperation and Development (OECD) coun-
triesis now held by nonresidents. Close to 50 percent of all trading
in theequity of firmslocated in the European Community (EC) takes
place outsidethe homecountry.> Oneout of every sevenequity trades
worldwideinvolves aforeigner as a counterparty.® More generally,
the last two decades have witnessed an enormous expansion in the
volume and range of international financial transactions. No matter
whether the relevant yardstick is taken to be the average daily net
turnover in theforeign exchange market, or the scale of grosscapital
flowsin the mgjor industrial countries, or the stock of Eurocurrency
bank loansand bonds, or theshareof foreigndirectinvestmentin total
grossinvestment,thereislittledoubt that theinternational component
of financial market activity has grown faster than either the domestic
component or the value of world trade.”

Yet in other respects, both the domain of international financia
liberalization and the current degree of capital market integration
emergeas more limited.

Nearly fifty years after Bretton Woods, it is noteworthy that less
than one-fifth of thelnternational Monetary Fund's (IMF) 168 mem-
ber countriesand territories voluntarily refrainfrom either restricting
payments or using separate exchange rates for some or al capital
account transactions.* For some larger Western European countries,
capital controlswere not fully removed until 1990, and somesmaller
Western European countries took such action only during the past
year. In short, the establishment of capital account convertibility is
still by no means a universal phenomenon.’

Nor have we reached thestage—even in the most devel oped finan-
cia markets—where the foreign-currency denominated investments
of banksand of ingtitutional investorsarefreeof regulatory guidance
and constraints.A summary of thosemeasuresfor thelarger industrial
countriesis shown in Table 3. Most G-10 countries exercise some
guidance on net open forex positions for their banks, and mutual
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funds, insurance companies, and pensionfundsare usualy subject to
sometype of "*prudence” ruleon their foreign-currency denominated
investments.

Once we move beyond the wholesale market in heavily traded,
highly liquid, largely default free, financial assets to the broader
categoriesof world saving and wealth, it islikewise apparent that the
Walrasian auctioneer plays a more modest role. The largest compo-
nent of wealthin almost al economiesishuman capital, an asset that
is not traded either domestically or internationally. As originaly
highlighted by Feldstein and Horioka (1980), experience across a
wide spectrum of countries reveals that the lion's share of domestic
investment isstill financed by domestic—and not by world—saving.
Retained earningsstill occupy animportantroleinfinancingbusiness
investment.10 A nontrivial shareof household financial assetsin the
major industrial countries continues to be held in nonintermediated
form (for example, equity in self-owned business). As recently as
1984, three-fourthsof familiesin the United States did not own any
stock at al (Mankiw and Zeldes, 1991).

Net international capital flows(that is, current account imbal ances)
aso tell a somewhat different sory than gross flows. Although net
capital flows for industrial countries grew markedly between the
mid-1970sand the second haf of the 1980s, they were still consider-
ably smaller (relativeto GDP) than during the pre-1914 gold standard
era.ll The United Kingdom ran an average current account surplus
equivalent to roughly 4 1/2 percent of GNP from 1880 to 1913, and
Austraia, Canada, and the Scandinavian countrieswere ableto main-
tain large average deficits over an extended period. Today, it isstill
unusua to see a mgor industrial country incur a current account
imbalance equal to say, 3 percent of GNPfor threeor more yearsin
arow. In fact, for G-7 countries over the 1970-93 period, this has
happened on only five occasions (the United States, 1985-87; Japan,
1985-87; Germany, 1986-89; the United Kingdom, 1988-90; and
Canada, 1989-93);!2 see Table4. Theaveragecurrent accountimbal -
ance (relative to GDP and without regard to sign) for G-7 countries
over the 1980swas 1.7 percent.

Moreover, while there is clearly a much greater diversity of
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2The same regul atory constraintsapply to security houses,

Table3 (continued)
United Net opendealing positionin any | Not subject to any specific Subject to matching and | Collective investment schemes
Kingdom |onecurrency may not exceed {0 limitations in their holdingsof  |localization rules, which require | (unit trusts) are required to
percent, and that of all foreign currency assets. them roughly to balance. invest at least 90 percent of their
currencies taken together liabilitiesexpressed in a assetsin transferable
not exceed 15 percent, of the particular currency with assets | securities in “approved
adjusted cagital base. In prac- 1n that currency. markets,” which includes
tice, limits for most individual marketsin virtually all member
banks are set lower than these countries of OECD.
general maximaafter taking into
account each bank's experience
and internal control system. i
United Foreign currency exposure of Reguilated by aspecial federal U.S. stateinsurance regulations | Primarily regulated by the SEC
States banks is not subject toany law—Employee Retirement attempt "'to prevent or correct under federal laws. An open-
regulatory limitations, butitis  |Income Security Act (ERISA).  |undue concentration of ended fund may not hold more
monitored through weekly and  |Permissible investments subject |investiment by type and issue than 15 percent of its net assets
monthly reports on spot and to the "' prudent expert™ rule, and unreasonably mismatching |in illiquid assets. Otherwise no
forward positions. whichincludes a requirement to |of maturities of assetsand explictt restrictions are imposed
iveconsideration to diversifica- (liabilities” These laws usually  |on investment in foreign
on and liquidity factors. Other- |allow an unrestricted"basket”  [secunties.
wise no explicit restrictionson | of investmentsfor certain
holding foreignsecurities, amount of assets, which can be
including foreign equitiesand alocated to foreign securities.
foreirncurrencv-denominated
bonds.
European |Under the EC directive on The EC Pension Fund Directive [The EC life and non-life The Undertakingsfor Collective
Community capital adequacy, if afirm's reguires member states to insurance directives intend to Investment in Transferable
overall net foreign exchange | abolish arbitrary investment removeall legal barriers for the |Securities (UCITS) Directive
position exceeds 2 percent of its | requirements slich & lists of creation of acommon market in |introduced the principleof the
total own funds, it will multiply | permissible assets or mimmum  |insurance. They also set out siAgle authorization requirement
the excess by 8 percent to Investment requirements. provisions to harmonizeruleson amf aimed a coordinating the
calculate itsown funds Member states cannot require  |admissible investment. laws of member states. No
requirements against foreign funds to hold more than 80 guidelines are set out for
exchange risk. percent of their assetsin restricting UCITS fund's cross-
matching currencies and must border investment.
take account of the effect of any
currency hedging instruments
held by the institution.
For the securities houses of these countries there are no explicit regulatory restrictions on foreign exchangepositions and other cross-border investments.
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Current Account Balance/Gross Domestic Product, Major Industrial Countries, 1970-93 (in Per cent)

Table4

1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981
United 023 -0.13 -048 053 0.13 114 024 -0.74 -0.68 -0.01 0.09 017
States
Japan 097 251 217 -0.03 102 -0.14 0.66 158 170 -0.87 -1.01 041
Germany 071 045 047 1.46 2.77 104 083 0.78 139 -0.71 171 -052
France -0.27 0.08 018 040 171 057 123 0.30 147 0.86 -0.65 -0.91
Ttaly 0.83 172 149 -155 -436 027 -1.34 101 2.06 146 -2.19 -226
United 154 1.89 0.30 -1.37 -3.95 -149 0.73 -0.09 057 033 123 265
Kingdom
Canada 116 0.38 -0.26 0.24 085 -2.70 -2.07 -1.98 -2.03 -1.76 0.36 -1.72
1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993
United -0.36 -128 -2.62 -3.01 -346 -3.60 -258 -1.93 -164 -0.06 -105 -1.60
States
Japan 0.63 175 2.77 3.66 432 361 275 199 122 218 3.20 338
Germany 0.78 0.81 1.60 264 4.46 414 423 485 2.88 -118 -1.30 -1.42
France -2.14 -0.79 015 -0.20 0.12 -0.90 -050 -0.48 081 -0.50 021 0.16
Ttaly -1 0.37 -059 0.87 040 -0.19 -0.68 -1.24 -1.34 -1.84 -2.06 -158
United 167 124 055 0.78 0.02 -1.06 -343 4.22 -3.09 -1.12 -200 -2.84
Kingdom
Canada 0.75 0.76 0.61 -0.65 -2.25 -2.10 -256 -352 -3.85 4.34 -4.16 -3.34
TEstimated

Source: World Economic Outlook, I nternationa Monetary Fund, May 1993.
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internationally-traded assets on offer today than during earlier peri-
ods, there hasin general been less convergence of nominal and red
interest rates across thelarger industrial countriesthan duringearlier
regimes. Bordo (1993) finds that for nominal and rea long-term
interest rates, as wel as for nominal short-term rates, convergence
across the G-7 countrieswas lower during the 1974-89 period than
during either the classical gold standard (1881-1913) or Bretton
Woods (1946-70); only for short-term rea interest rates did the
outcome go the other way. It could be that thisdifferencein conver-
gencedf interest rates across monetary regimesreflectsfactorsother
than the degree of internationa capital mobility (such as a higher
incidence of country-specific shocks and/or a higher divergence of
inflation rates during thefloating rate period), but that remainsto be
sorted out.

True, international diversification of assetshasbeenincreasingover
the past decade. Neverthel ess,empirical studies indicate that portfo-
lios in mgor industrial countriescontinue to be subject to a strong
"home bias," such that actual international diversificationis signifi-
cantly lower than that suggested by optimal portfolio considera-
tions.!3 U.S. investors hold about 94 percent of their equity holdings
in the form of U.S. securities; for Japan, the United Kingdom, and
Germany, the corresponding percentages each exceed 85 percent. !4
The 300 largest pensionfundsin the world haveonly about 7 percent
of their assetsdenominated in foreign-currency instruments. 1>

This paper discusses the extent to which national capital markets
have become linked and identifies several of the more important
consequences of that increased degree of integration. The organiza-
tional scheme is as follows. The second section examines various
measuresof theintegrationof world capital markets, including devia-
tions from the law of one price, differences between actual and
optimally diversified portfolios, correlations between domesticinvest-
ment and domestic saving, and cross-country linksin consumption
behavior. We aso review some of the methods that have been
employed to gauge the degree of capital mobility in developing
countries. In the third section, we anadyze two recent episodes of
large-scaleinternational capital flows—namely, last fall's turmoil in
the European Monetary System (EMS), and the surge of capital
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inflowsinto Latin Americaduring the last three yeers—for insights
into theworkingsof today's global capital market. Finally, thefourth
section offers some concluding remarks on the future evolution of
international capital markets, on exchangerate management, on alter-
native approachesto living with larger and moreinfluential financial
markets, and on thefinancing of investment in theformerly centrally
planned economies.

Anticipating our conclusions, wefind that there are indeed impor-
tant linkages between national capital marketsand that theextent and
strength of those international linkageshave been increasing signifi-
cantly over the past decade or so. Integration has proceeded farthest
for those liquid, financia instruments widely traded in the major
financia centers. That market is now large enough and integrated
enough to place tighter constraints than before on the conduct of
macroeconomic policies, especially under fixed exchange rate
regimes. Themassivecapital flowsthat took placein thefall of 1992,
and then again this past summer, to prompt adjustmentsin exchange
rate parities and a widening of the bands in the Exchange Rate
Mechanism (ERM) of the EMS, are indicative of the strength and
agility of that major segment of today's capital market. Increasingly,
more countriesand a wider range of assets are being drawn into the
moreintegrated portion of the market, asfinancial liberalization and
innovation proceed, as the cost of acquiring information and of
executing tradesof financial assetsfalls, and as securitizationand the
role of ingtitutional investors grow. We expect thisincreasein inte-
gration to continue.At the same time, it is premature to speak of a
single, world capital market since large componentsof world saving
and wedth are not traded, since a clear home bias in portfolio
decisions persists, and since the threat of government intervention,
currency risk, and thedifficultiesof dislodging established domestic
firmsin retail markets, al till operate to keep the bulk of national
saving at home and to segment some national marketsfrom others.
While the discipline exercised by capital markets over government
policiesis neither infalliblenor aways applied smoothly and consis-
tently, we find that markets have on the whole encouraged adjust-
mentsin policiesthat go in the right direction. There are legitimate
concerns about the impact of increased international capital mobility
on the effectiveness of macroeconomic policiesand on the manage-



The Integration of World Capital Markets 259

ment of systemicrisk, but we doubt that either of those concernswill
be allayed by effortsto thwart liberalization and globalization, or to
make ex antedi stinctions between productive and unproductivecapi-
tal flows. A more promising gpproach is to attempt to improve the
functioning of market discipline, to see that risk is appropriately
priced, and to ensure, where possible, that liberalization isaccompa
nied by astrengthening of supervisionon acoordinated, international
basis. Finaly, experience teaches us that the hundreds of billions of
dollars of new investment needed to help transform the formerly
centrally planned economies of Europe and Ada into efficiently
functioning market economies will come mainly from inceases in
domestic saving. World capital markets will play an important, but
not predominant, role.

Measuring the integration of capital markets

Consider the paradigm of a perfect and comprehensive capital
market in which wealth holders can trade claims on literadly every
economically valuable asset (including human capital and state con-
tingent securities) with free and complete information and with little
or no transactions cost. No such perfect and comprehensive capital
market existsat theinternational level or at the national level, evenin
themost financially advancedcountries. Neverthel ess, by considering
variousways in which observable economic behavior might diverge
from the implications of a perfect capital market, it is possible to
derivevariousmeasuresaof the degreeof international capital market
integration. Since these various measures tend to focus on different
functionsthat capital markets are expected to perform, they do not,
unfortunately, always yield similar, or even directly comparable,
conclusions concerning the degree of international capital market
integration.

One agpproach is to note that under perfect international capital
mobility, there would be no official barriersto international capital
flowsand, presumably, transactions costsfor asset tradeswould not
be much greater for tradesacrosscountriesthanfor thosewithinthem.
In thereal world, of course, thereareahost of barriersto cross-border
capital flows, extendingfromdifferencesin languageandinformation,
to officia restrictions and policies that favor domestic asset trade
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relativeto foreign trade. A catalogueof theserestrictionscan provide
useful information about barriers to international capital flows, but
does not provide an easily interpreted measure of the economic
importanceof these bamers.

Another approach focuses on the ideaof “the law of one pricg’ —
that is, thatidentical assetsshouldtrade at the same pricesin different
locations. This approach has spawned a large literature which is
reviewed below. Closely related to this approach are a number of
studiesthat focuseither on thedegree of substitutability acrossassets
that might naturally be thought of as close or nearly perfect substi-
tutes, or that examinetheextent to which rea interest ratestend to be
equalized or tend to move together internationally. Along adifferent
tack, several studies have explored whether portfolios of assetsheld
by residents of different countries are internationally diversified to
the (large) extent that would be consistent with perfectly integrated
capital markets. Even more distinct in concept are two broad classes
of studies that either investigate the extent to which correl ationsof
national savingsand national investment are consistent with perfect
international integration of capital markets, or that explore whether
correlationsof consumption movementsacross countries are consis-
tent with therisk sharing that would be expected with perfectintegra-
tion.

Even though thereisby now aburgeoning literature that addresses
directly the measurement of international capital market integration,
it has proven difficult to reach firm and clear conclusions about the
degree—if not the trend--of integration. Thisambiguity reflectsthe
fact that no single method of measuring the degree of integration is
completely freeof conceptual and technical difficultiesthat cloud its
interpretation. 16

Capital marketscan respond to ashock either throughcapital flows,
or through achangein asset prices, or through some combination of
the two. This means that integration cannot be gauged by looking at
the scale of capital flows aone. Trading of some benchmark U.S.
government securities, for example, takes place both inside and
outside the United States. An unanticipated event (such as achange
in the Federal Reserve's discount rate) can trigger an immediate
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adjustment of these securitiespriceswithoutany capital flowsor even
any transactions occurring. Divergenciesfrom the law of one price
(that is, yield differentials on supposedly identical assets) have to
contend with the problems that observed yidd differences could
reflect characteristics of the assets (default risk, liquidity, existence
of tied services, and so forth) that have little to do with unexploited
opportunitiesfor international arbitrage, and that there are different
ways of modeling expected returns (so that testsfor the lawv of one
price are always joint tests of the degree of integration and of the
model used to define expected returns). Also, law-of-one-pricecom-
parisons are typically restricted to a subset of assets that is much
narrower than anything like national ' capitd.” Departuresof actual
from optimal portfolios run into the thorny problem that thereis no
“world” economic agent who consumesthe world consumption bas-
ket, so that investors from different countries bring different con-
sumption perspectives to bear on their optima portfolios.
Correlations between domestic investment and domestic saving,
while covering a wider range of assets than in law-of-one-price
comparisons, can be spuriousindicatorsof thedegreeof international
capital mobility because (asdetailed below) theobserved correlations
can be influenced by a gamut of “other” factors. Correlations of
consumption behavior acrosscountriesarejoint testsof therisk-pool-
ing attributesaof international capital marketsand of somerestrictive
assumptionsabout both the availablemenu of assetson offer and the
nature of shocks (common versus country-specific and transitory
versus permanent) impinging on economies. And on and on.

In the remainder of this section, we attempt to give the flavor of
these dternative approaches to the measurement of integration—
along with a summary of thefindings.

Law-of-one-price exercises

Assuggested earlier, abasic characteristic of aperfectly integrated
asset market is that the asset's price is the same everywherein that
market, that is, asset prices must obey the "lawv of one price.” In
comparisonsof offshoreand onshoreyields, thetypica practiceisto
look in the two financial centers at the cost of interbank funds
denominated in the same currency (for example, the nominal interest
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rateon alarge, yen-denominatedcertificateof depositin Tokyo versus
that on aLondon, Euroyen deposit of the same maturity). Obvioudly,
no currency risk isinvolved here but yieldscould divergebecause of
differences in transactions and information costs, the existence or
threat of capital controls, differencesin tax treatment, and perceived
default risk.

Two main conclusions have emerged from such offshore/onshore
comparisons. The first one is that these differentials have declined
markedly during the 1980s. This suggests a move toward closer
integration of capital markets, especially for those countries (like
France and Japan) which have relaxed their capital controls during
thisperiod; seeChart 1.17 Thesecond conclusionisthat during periods
o turbulence, these differentials widen appreciably--as uncertainty
increases and liquidity decreases.!® When fixed exchange rates are
under pressure, the widening of offshore/onshore differentials is
frequently regarded asasignal that market participantsare concerned
that the (onshore) authorities may impose or tighten capital controls
to defend therate. Theseconcernsgo beyond garden-variety paranoia.
Giavazzi and Giovaninni (1989), for example, haveshown that in the
early years of the EMS, capital controlsemployed by wesk currency
countries became more binding during speculative attacks. More
recently, during last fall's turbulence, capital controls were tightened
by threeEM Scountries(Portugal, Spain, and I reland) in unsuccessful
attemptsto avoid forced realignments.

A closerelative of the offshore/onshore tests are those of covered
interest rate parity (CIP) 19 CIPisabasic arbitrage relationship that
says that the difference in interest rates on instruments issued by
comparabl eborrowersbut denominatedin different currenciesshould
be just equal to cost of cover in theforward exchange market. CIPis
usually tested by examining interest rateson Eurocurrency deposits.
As with the offshore/onshore differentials, the presumption is that
since exchangerisk hasbeen eliminated, any departurefrom ClPmust
owe to transactionscostsand to **country* or ' politica™ risk factors
(capital controlsand thelike).

Even without doing any formal tests, thereisastrong presumption
from the practicesof market participantsthat CI P should hold. Inter-
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Chart 1
Domegtic and Offshorelnterest Rates: United
States, Japan, and France, June1973 - June 1993
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views with large banks have repeatedly confirmed that the CIP
condition is used to set the (forward) exchange rate spreads or the
interest rate spreads (between domestic and foreign currency depos-
its) at which tradingisactually conducted. Not surprisingly, empirical
testshavefound: (1) that CIP holdsto aclose approximationin most
short-term markets in industrial countries; (2) that deviationsfrom
CIP are on average much smaller than they used to be—again sug-
gesting atrend toward closer integration; and (3) that departuresfrom
CIP beyond what can be explained by normd levels of transactions
costsare often related to actual or prospectivecapital controls.20

Some notion of the size of departures from CIP—and how they
differ across groups of countries--can be obtained from Table 5,
taken from Frankel (1991). A negative mean differential (in column
2) impliesthat to theextent that barriers to capital flowsexisted during
the 1982-88 period, they operated to discourage capital from flowing
out of the country; a positive differential carries a symmetric inter-
pretation. Two thingsin Table 3 merit comment. First, drawing both
on comparisons with earlier studies and estimation of time trends,
departuresfrom CIP were on average smaller during the 1980s than
during the 1970s; this trend toward increasing integration was par-
ticularly markedfor Portugal, Spain, France, New Zealand, Denmark,
Australia, and Italy. Second, distinguishing between thetrend and the
level of integration, departuresfrom CIP were generally smaller for
industrial countriesthan for devel opingones, albeit with somenotable
exceptions (for example, Hong Kong and Singapore had small
deviations, whileDenmark, Spain,and New Zealand had rather large
ones); put in other words, capital marketsin industrial countries are
farther aong in the integration process than those in the developing
world.

These comparisonsof offshore/onshore differentialsand of depar-
turesfrom CIP, deal only with the short end of the financial market,
usua ly employing dataon three-month instruments. They are there-
fore mute on whether integration has progressed equaly far for
longer-term markets. Here, empirical studiesarefew and far between.
Thislargely reflectsthe situation prior to the 1980s when the market
for foreign exchange cover for maturitiesbeyond say, two years, was
rather limited. The tremendous expansion during the 1980s of the
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Tableb5

'Country Premia’ or Covered Interest Differentials(local minus
Eurodollar: 3-months rates); | nterest Differential L essForward

Discount, September 1982 to April 1988

Number of Standard Series  Root Mean
Observa- Error of Standard Squared
tions (1) Men(2) Mean(3) Deviation(4) Error (5)
Group 1
Canada 68 -10 .03 21 24
Germany 68 35 .03 24 42
Netherlands 68 21 02 13 25
Switzerland 68 42 03 23 48
United Kingdom 68 -14 02 20 25
Group 340 14 01 21 A
Group 2
Hong Kong 68 A3 03 28 31
Malaysia 63 -146 16 128 195
Singapore 64 -30 04 31 43
Group 195 -52 05 .76 114
Group 3
Bahrain 64 -2.15 A3 1.06 241
Greece 58 -9.39 80 6.08 1126
Mexico 43 -16.47 1833 1201 20.54
Portugal 61 -7.93 123 959 1249
South Africa 67 -1.07 117 9.55 9.61
Group 293 -6.64 48 823 11.82
Group 4
Augtria 65 13 05 39 41
Belgium 68 12 .03 .26 29
Denmark 68 -353 .19 157 38
France 68 -174 32 268 320
Irdland 66 -79 Sl 417 4.24
Italy 68 -40 23 192 19%
Norway 50 -1.03 11 .76 129
Spain 67 -240 45 3.66 439
Sweden 68 -23 06 45 51
Group 588 -1.10 09 225 277
Group5
Austraia 68 -5 23 194 208
Japan 68 09 .03 21 .23
New Zealand 68 -1.63 .29 242 292
Group 204 -6 12 178 206
All Countries 1,620 -1.73 09 381 5.36

Taken from Frankel (1991).
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market for currency and interest swaps has made it much easier to
arrange cover for longer maturities, up to even seven, ten, or twenty
years, in addition, the growth of the over-the-counter markets has
meant that such cover can now be "' custom-tailored to participants
needs to a larger extent than was the case when cover had to be
purchased using the standard contracts available on the organized
exchanges. Thissuggeststhat deviationsfrom Cl Pat longer maturities
are probably smaller today than they were say, ten yearsago. Popper
(1990), using swap-covered return differentials on 5- and 7-year
government bonds, even finds that CIP departures are smaller for
longer-terminstrumentsthan for for comparableshorter-termones. It
isnot clear, however, how robust that finding will turn out to be with
respect to other instruments and other markets. On the one side,
governmentsmay be'morelikely to impose controlson shorter-term
rather than on long-term capital because assets with short maturities
may be perceived as morespecul ativein nature; seeHamio and Jorion
(1992). On theother side, the still more limited availability of long-
term hedging instruments (relative to short-term ones) could make
transactions costs higher at that end of the market; see Hilley and
others (1981).

From timeto time, effortshavea so been made to extend the scope
of integration inquiries to include equity price movements. One
interesting new line of inquiry isto examinethe premiaobservedin
closed-end country mutual funds. Under perfect capital market inte-
gration, theshare priceof the country fund should equal its net asset
vaue, computed from the price of foreign shareslisted in theforeign
market. Differencesbetween thetwo can be ascribedto what aforeign
investor would be willing to pay to circumvent legal restrictions on
buying the shares directly.?! Bonser-Neal and others (1990) found
that a number of country funds showed a significant decrease in
premia (over the 1981-89 period) either in anticipation or following
announcements of investment liberalization measures—a finding
which supportsthe af orementionedtrend toward decreasing segmen-
tation.

A second, more traditional approachisto look at correlations in
stock priceindexesacrosscountries. Here, four findingsarerelevant:
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(1) correlations of stock market movements across industrial
countries are usually low to moderatein size ;22

(2) thereisnosignificantincreasein thesizeof thesecorrelations
over the past twenty yearsor so;23

(3) cross-country linkages are much tighter during periods of
extreme turbulence, such asin October 1987, than during more
tranquil times; and

(4) cross-country spilloversare asymmetric, with spillover from
the U.S. market to others much stronger than in any other
direction.2* Note also that high correlation of ex post stock
market returnsbetween two countriesdoes not necessarily imply
close integration of these markets since expected returnscould
dtill differ.?

Next, suppose that market participantschoose not to cover against
currency risk. Then, to the extent that asset holders regard securities
denominated in different currenciesasless than perfect substitutes, a
new source of market " segmentation™ enters the picture. In theory,
imperfect substitutability among assetsdenominatedin different cur-
renciesdoesnot necessarily imply any imperfectionin thefunctioning
of international capital markets—any more than different expected
returnsfor assetswith different risk characteristicsin domestic capital
marketsimplies an imperfection in these markets. In practice, how-
ever, evidence of a high degree of substitutability among assets
denominatedin different currencies would naturally be thought to be
evidenceof ahigher degreedf international capital marketintegration.
By anaogy with the theory of international trade, international price
divergencesresulting from transportationcostsand other rea barriers
to tradedo not imply any economicinefficiency. Nevertheless,goods
markets are clearly more integrated internationally when transport
costs are low, as well as when tariffs and other artificia barriersto
tradearelow. Moreover,in thecaseof international financial markets,
there is the suspicion (at least in some quarters) that currency risk
associated with widdly fluctuatingexchangeratesisalargely artificial
barrier to international capital market integration.
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One way of assessing the degree of segmentation resulting from
currency risk is by testing for its absence; that is, by testing whether
the condition of uncovered interest parity (UIP) holds. If UIP holds,
then markets are equilibrating the (known) nomina return on a
domestic currency asset with the expected nomina yield, trandated
into domestic currency, on an uncovered position in a comparable
foreign currency asset. UIP isequivaent to the combination of CIP
with the assumption that exchange markets are driven at the margin
by risk-neutral investorswho equate the forward exchange rate with
the expected future spot exchangerate.26

Tests of UIP have often involved assessments of whether the
forward is a biased predictor of the expected future spot rate. To
estimate the expected future spot rate, researchershave relied either
on survey datacof theexpectationsof exchange market participantsor
on the assumption that exchange rate expectationsare formed ration-
aly (which permits substitution of the actual exchange rate for the
expected rate). By now, the evidence points pretty clearly to the
following conclusions: (1) forward rates are biased (and even per-
verse) predictorsof expectedfuturespot rates;2’ (2) probably themain
reason why forward ratesaresuch lousy predictorsof expected future
spot rates is that “news” about the variables that matter for the
determination of exchangerates (for example, future monetary poli-
cies) consistently reaches the market between the time the forward
contract isentered into and the time that the contract expires;2® and
(3) the resulting "'risk premium’™ varies over time but has proved
difficultto relate to variables(like relative supplies of domestic and
foreign assets) that theory suggests should influenceit.?? Other tests
of UIP have concentrated on the mean value of deviationsfrom UIP
and on thedegreeof autocorrelationin thosedeviations.3? Thebottom
line here too has been that UIPdoesnot hold and that assets denomi-
nated in different currencies are viewed by the market as imperfect
substitutes.3! Given the relatively high degree of exchangerate vari-
ability that has characterized the floating rate period,3? it is not
surprising that Frankel (1991,1993) findsthat most of the variation
in (real) interest rate differential s across countriesin the 1980s owes
much moreto " currency risk premia* than to ** country risk prernia.™

Thus far, we have taked about tests of the law of one price
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exclusively in nomina returns, and we have restricted our attention
to wholesale markets. Integration of capital marketsis considerably
|ooser once we move to real returns, and when we consider cross-
country linkages among retail markets.

Themain reason why integration of real returnsfor assetsdenomi-
nated in different currenciesis a more stringent condition than inte-
gration of nomina returns is that the former aso implies close
integration of goods markets. That is, equality of red returnsrequires
not only that UTP hold but &l so that ex anterel ative purchasing-power-
parity (PPP) hold as well. This latter condition means that the
expected change in the nomina exchange rate needs to be equal to
the expected differencein inflation rates between the two countries
involved (thatis, thereal exchangerate remainsconstant). It turnsout
that nominal exchange rate changes during the 1970s and 1980s
departed widely from the predictionsof relative PPP (Frenkel, 1981;
Frankel, 1991), as real exchange rates showed pronounced swings,
sometimesreaching as much as 50 percent. It isonly either over very
long time periods (spanning decades) or under conditionsof hyperin-
flation, that PPP seemsto provide areliableexplanation of exchange
rate behavior.

Studiesby Mishkin(1984), Cumby and Mishkin (1986), and others
suggest that real interest rates in the industrial countriesdo show a
tendency to move together but clearly not enough as to establish
anything likeequality of real returns. Real interest rate spreadsacross
themajorindustrial countrieshavebeen significant over thepast thirty
years (see Chart 2—as acombination of monetary and real shocks,
of differencesin macroeconomicpolicy stancesand mixes, of changes
in the credibility of exchange rate commitments (and differencesin
exchange rate polices), and of marked differencesin cyclical posi-
tions, have each exerted an influence. Theseintercountry differences
are also not uniform--either across pairs of industrial countries, or
over time.

Although comparable data across countries on borrowing and
lending ratesfor retail customersis much harder to come by than for
wholesal e transactions, there are strong hints that both thelevel and
trend of integrationislower in retail financial marketsthan in whole-
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Chart 2
Major Industrial Countries: Real Interest Rate
Spreads, 1961 - Second Quarter 1993
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sale ones. Part of the story is that barriers to entry in banking for
foreign ingtitutions—ranging from national brand name loyalty, to
large start-upcostsfor branch networks, to restrictions on ownership
structures—are probably greater on the retail side. Part of it is that
retail customers are more captive of local financial institutionsand
lessknowledgeabl eabout international optionsthan arelargetriple-A
corporationswho can either fund themsel vesdirectly or borrow from
foreigningtitutions. And part of itisthat liberalizationof interest rates
on small savingsaccountsand of commissionson small equity trades
has often beenoneof thelast carson thetrain of financial reform; see
Tablel. In any case, evidencethat Deutsche Bank and BankersTrust
can get the same rate of return on large certificates of deposit in
Frankfurtandin New Y ork doesnot necessarily meanthat individuals
with small saving accountsin eastern Germany earn thesamereal rate
of return asindividualsin Peoria, Illinois.

Departures fromoptimally diversified international portfolios

Y et another approach to gauging how "international™ capital mar-
kets have becomeis to examine the extent to which actual nationa
investment portfoliosdiffer from thoseimplied by optimal portfolio
theory. Because returns on financia assets do not always move in
tandem across countries, standard portfolio theory suggeststhat such
internationa diversification can reduce overall portfoliorisk; indeed,
because many shocksarecountry specific, thereisapresumptionthat
benefits should be larger from international than from domestic
diversification.

As suggested in the introduction, international diversification has
been on therisein mgor industria countries, especialy over the past
decade. One rough measureof thisdiversificationis provided by the
ratio of cumulativeinternational capital flows relativeto new issues
of all domesticassets. Such dataare availableon astandardized basis
for twelve OECD countries; see Table 6. Averaging inflows and
outflows, this ratio increased from about 12 percent in 1975-82 to
amost 17 percent in 1983-90.33

But al thisrefersto thetrend of international diversification. When
we turn to judging the level of diversification, the message from



Table6
Ratioof Inward and Outward Foreign I nvestment to New | ssuesof Domestic Assets, 1975-90

(cumulative flows, in percent)

1975-82 1983-90
Inward Foreign Outward Foreign Inward Foreign Qutward Foreign
Share of OECD , Investmen Investmen Investmen Investmen
Financial Wealth Domestic Assets Domestic Assets Domestic Assets Domestic Assets
Total Assets

United States 36.2 3.4 57 8.4 2.4
Japan 25.3 3.7 4.3 92 13.6
Germany 39 11.0 11.2 17.7 32.6
France 6.4 10.3 95 14.5 13.9
Italy 4.6 10.9 6.4 8.1 6.6
United Kingdom 6.8 29.7 335 26.6 24.0
Canada 3.0 13.7 8.0 14.4 6.4
Spain 2.2 8.2 35 10.5 8.5
Netherlands 1.2 . L 22.7 32.8
Sweden 1.6 13.5 6.6 15.6 11.6
Belgium 1.2 31.2 259 335 34.7
Finland 0.8 13.6 9.1 18.7 12.2
Average? 13.6 11.2 16.7 16.6
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Table6 (continued)

1975-82 1983-90
Inward Foreign Outward Foreign Inward Foreign Outward Foreign
Shareof OECD, Investmen Investment/ Investmen Investment/
Financial Wealth Domestic Assets Domestic Assets Domestic Assets Domestic Assets
Bondsand Equities

United States 451 115 32 12.8 23
Japan 17.3 8.1 .. 110 e
Germany 34 4.4 14.6 325 46.8
France 7.3 16.9 13.6 181 144
Italy 6.0 21 37 35 7.0
United Kingdom 39 6.4 82 437 37.0
Canada 4.2 232 123 304 153
Spain 12 12.6 6.6 419 105
Netherlands 1.0 s e 39.7 474
Sweden 15 12.9 4.1 224 238
Belgium 14 12.6 8.9 10.3 379
Finland 0.7 20.3 6.0 28.0 129
Average? 11.9 81 245 232

' Does not sum to 100 percent because of missing datafor somesmall OECD countnies. The latter share of asset issueswas assumed to be proportional to their

shared 1985 OECD GNP which was 7 percent.

2Unweighted.

Source: OECD Financial Statistics - Part 2; Financial Accountsof OECD Countries, Organizauon for Economic Cooperation and Development, various issues.
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existing studies (Tesar and Werner, 1992 and French and Poterba,
1990) isthat theexisting degreeof diversificationisfar short of what
would be implied by optimal portfolio considerations;>4 moreover,
thisconclusionisquiterobust to aternative methodsof specifyingthe
preferred portfoliostrategy.33 Another way of saying much thesame
thing is to ask what the pattern of expected returns across countries
would need to be to make existing portfolio allocations " optimal."
Theanswer isthat investors would need to expect that returnson the
domestic market are much higher than the world market portfolio
suggeststhey truly would be. In thecase of U.S. investors, Tesar and
Werner (1992) calculate that the ""home bias” is about 200 basis
points, for German investors, thebiasgoesall theway upto 928 basis
points.

Just what accountsfor this home bias remainsapuzzle. Thelist of
possiblesextendsfrom transactionscosts, toexternally-imposedpruden-
tial limits on foreign assets, to uncertainties about expected returns,
to higher (than warranted) risk perceptions about foreign assets due
to relative unfamiliarity with those markets and institutions.36 Our
own preference leans heavily toward the last factor.37 Indeed, we
would suggest that thereis not only ahome bias but also a neighbor-
hood or regional bias. Based on discussions with portfolio managers
during the Fund's capital market missions, we conclude that thereis
astrong tendency even today for investorsto be most knowledgeable
and comfortable with investmentsin their own back yards, and to
invest in regions where they have previoudy had other business
relationships. Distance outpredicts anything else in explaining trade
patterns; we suspect that it still hasarole (asaproxy for familiarity)
in investment flows as well. Over time, we would expect this home
or neighborhood bias to decline, but we would be surprised if it goes
away entirely during our lifetimes.

Saving and investment correlations

A third route to inferring thedegreeof integration or capital mobil-
ity among group of countriesis to examinethe relationship between
domestic saving and domestic investment. This approach was pio-
neered in the early 1980s by Feldstein and Horioka (1980) and
Feldstein (1983). The basicideaisthat in aworld of perfect mobility,
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thereshould be practically no relationshipbetweenacountry'sdomes-
ticinvestment and itsdomestic saving: investment would be financed
out of thepool of world saving, whilesaverswouldlook toinvestment
opportunities worldwide—not just in the domestic economy. Opera-
tionally, the test is to regressthe ratio of investment to GDP, (I/Y),
on the ratio of domestic saving to GDP, (SN): an estimated coeffi-
cient of oneon thedomestic saving rate meansthat all of thedomestic
saving is retained a home and is trandated into higher domestic
investment (zero capital mobility), whilea coefficient of zero would
imply complete international leakage of domestic saving (perfect
capital mobility). When Feldstein and Horioka (1980) estimated this
regression on a sample of 21 OECD countries over the 1960-74
period, they found that the estimated coefficienton domestic saving
was very close to one (0.8 -0.9) —implying very |ow international
capital mobility.

Sincethen, savinglinvestmentcorrel ationsof theFeldstein/Horioka
variety have been estimated again and again, employing a host of
different time periodsand country samples(includingboth cross-sec-
tion and time-seriestests, and covering bothindustrial and developing
countries) —but the main findingthat domesticinvestment i sfinanced
primarily by domestic saving has proved extremely robust.38 Only
two qualifications merit mention. Oneisthat inclusion of datafor the
decade of the 1980s suggests this correlation is probably declining
over time (that is, that capital mobility is increasing).3® The second
qualificationisthe(counter-intuitive) finding that saving/investment
correlations are much lower for groupsof developing countriesthan
for groupsof industrial ones.40

With lessand less questioning of thefacts, thereal issue hasturned
on whether savinglinvestment correl ations can tell us much about the
degree of international capital mobility, and if not, why not. The
answer to that question has spawned a sub-literature of its own, as
much of theinternational economics profession hassought tofind an
explanation that would be consistent both with the high observed
correlationsand with their gut feeling that international capital mobil-
ity isactually high (not low). Proposed solutionsto thepuzzlefall into
five categories: (1) imperfect goods market integration; (2) current
account targeting; (3) missing variablescommon to domestic saving



276 Michael Mussa and Morris Goldstein

and investment; (5) country size; and (6) imperfect substitutability
between financial and redl capital.

Thefirst twoexplanationshaveal ready been hinted at. For domestic
saving rates to have no effect on domestic investment rates, it would
be necessary, inter alia, for real interest rate parity —not just nominal
interest rate parity —to hold. But capital mobility can only equalize
nominal rates of return and there is not enough substitutability in
goodsmarketsacrosscountriesto make PPPhold. Thus, thestory here
(Frenkel, 1991) is that high saving/investment correlations primarily
reflectimperfect goods marketintegration—and not low international
mobility of capital.

The second explanation is that countries have implicit or explicit
current account targets that they pursue with their macroeconomic
policy tools so asto prevent large, sustained net international capital
flows; as noted earlier, sustained, large current account imbalances
have been arelatively, infrequent eventfor large, industrial countries
over the past two decades. If, for example, governments systemati-
caly adjusted the public sector's net saving/investment position to
offset shiftsin the private sector's imbalance, this would contribute
to high observed saving/investment correlations--even if capital
werefree to exploit international arbitrageopportunities.4!

A cluethat there may well be something to thesegoods market and
current-account- targeting explanations comes from some recent
effortsto estimate Fel dstein-Horiokaregressionson regional data. An
advantageof using regional dataisthat one can maketheassumptions
that goods market integrationislikely to be higher within than across
countries, and that regiona authorities have no current account tar-
gets. Assuch, thiscould makeit easier toisolate the degree of capital
mobility.42 In fact, regional savinglinvestment correlations for Can-
ada (Bayoumi and Sterne, 1993), for the United Kindgom (Bayoumi
and Rose, 1991), and for the United States (Sinn, 1992), al obtain
results that are closer to the perfect capital mobility pole. Some
authorshavesimilarly investigated the behavior of savinglinvestment
ratios for the gold standard era when tolerance for current account
imbal ances was apparently higher; in this case, however, the results
havebeeninconsi stent, with Bayoumi (1990) reportinglow saving/in-
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vestment correlations for that period and Obstfeld (1993a), using
different data sources, reporting high ones.

Several questions remain. How can goods market integration
explain the tendenciesfor saving/investment correlations to decline
in the 1980s and for these correlationsto be lower in developing
countries (where protectionist trade barriers are presumably higher)
than in industrial ones?In the absenceof well-specified policy reaction
functionsfor governmentfiscal positions, how can we disentanglethe
external constraint from ahost of other influences(including politica
and historical factors)?Wasthe primary causeof thelarger U.S. fiscal
deficit in the mid-1980s and early 1990s a more benign attitude
toward current account imbalances or wasit political considerations
that militated against both raising taxes and controlling government
expenditure?Thelatter explanation seems closer to the mark.

A third class of explanations has involved a search for missing
variablesthat could lie behind movementsin both saving and invest-
ment. Since both saving and investment are known to behave pro-cy-
clically, thereisadanger when using high-frequency time-seriesdata
that saving/investment correlations could be capturing such cyclical
influences. It turns out, however, that when cyclically-adjusted vari-
ables are used, or when the observations cover averages of longer-
term periods, or when estimation methods to guard against
simultaneous equations bias are employed, the high correlations
remain.*3 Population growth could be:important because countries
with high ratesof population growth would be expected to have high
investment rates (becauseof theinvestment needs of arapidly grow-
ing labor pool) and high saving rates (becauseof the higher share of
young people who are high savers relative to ol der dissavers). Sum-
mers (1988) illustrates how initial wedlth can matter by citing the
exampleof acountry ravaged by war, wherethedesireto rebuild both
the capital stock and household wedlth holdings would generate an
increasein both investment and saving. Because thelife cycletheory
of saving givesthegrowth rate of GDP (and labor's shareof national
income) aprominent role, and becausetheinvestment ratetooi slikely
to be affected by incomegrowth, one (Obstfeld, 1986) might likewise
make the case that thisisthe missing variable. Again, however, what
could be is not the same as what is. By and large, adding these
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variablesto thebasi cinvestment/saving equationstill producesresults
similar to the origina findings (Feldstein and Bacchetta, 1991),
Summers, 1988). Finaly, Tesar (1991) and Leiderman and Razin
(1993) survey agroupof real businesscycle modelswhereexogenous
disturbancesto either [abor productivity (cum immobilelabor) or the
termsof tradeleads bothinvestment and saving to respondin thesame
direction. Simulation methods are then employed to show that, with
reasonable parameter valuesand with shocks drawn from the histori-
cal record, these models can produce correlations of saving and
investment that |ook similar to thecorrel ationsfound by Feldsteinand
Horioka. Therub, here, however isthat these results seem to be quite
sensitive to small differencesin the parametersaof the model and in
the stochastic propertiesof the shocks (transitory versus permanent,
thedegree of correlation acrosscountries, and so forth);# thislack of
robustness makes the simul ation resultsless than convincing.

We do not have any strong nomineesof our own to put forward for
the missing variable™ Oscar, at least for theindustrial countries. But
we do find something strange in the aforementioned finding for
developing countries that saving/investment correlations are very
low—indeaed, much lower than for industrial countries. It seems
doubtful that capital mobility should be higher for developing coun-
tries than for industrial ones-even if capital controls are rather
ineffectivein devel oping countries(see below),and even thoughthere
have clearly been some periods of substantial capita flight. One
would al so expect that a considerableamount of investmentin devel-
oping countrieswould be financed by the sameindividuals, families,
and firms that do the saving.*> The more of this Robinson Crusoe
self-intermediation that goes on, the higher should be the correlation
between saving and investment in devel oping countries.

Threeother factors are also probably important. One isthe nature
of the macroeconomic policy regime. More specificaly, the same
policy environment (a relatively low and stable rate of inflation, a
reasonable fiscal deficit, a competitive real exchange rate, and so
forth) that makesit attractiveto savein country x isalsolikely to make
it attractivetoinvestin country x, for residentsand nonresidentsalike.
Empirical studies of capita flight from developing countries, for
example, havefound that these same macroeconomicand exchange
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Table7
Saving and I nvestment: Fud and Nonfud Exporters
Regression: U, =at B &y, te

Estimatesof
. ] Fuel Exporting Nonfuel Exporting
Time Period Countries Countries
197192 0.18 0.61
(0.13) (0.07)
1971-81 0.12 0.63
0.13) (0.08)
1982-92 0.26 0.59
0.12) (0.06)
1971-73 0.21 0.72
(0.19) (0.10)
1974-76 0.07 0.60
(0.09) (0.08)
1977-79 0.22 0.59
(0.14) (0.07)
1980-82 0.06 043
(0.14) (0.07)
1983-85 034 0.66
(0.13) (0.08)
1986-88 027 0.52
(0.13) (0.06)
1989-92 0.37 0.62
(0.13) (0.06)

Notes: Countries where average ratio of fuel export to total exports in 1984-86 exceeded 50
percent areclassified as"fuel-exporting™ (17 countries); al othersare classified as
"nonfuel-exporting™ (73 countries). (I/Y), and ($/Y} i denote repsectively the average
investment and saving ratio over the sample period.

rate policy variablesareinfluential in explaining the time-series and
cross-section behavior of capital flight (Dooley, 1988; Rojas-Suarez,
1991). This too should work in the direction of high correlations
between domestic saving and investment.

A second potentially important factor is that some developing
countrieswith less diversified production and export structures--oil
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exportersare the classicexample—will find it useful to invest much
of their saving abroad, both because of the limited set of investment
opportunities a home and because of traditional diversification
motives. This would suggest that saving/investment correlationsfor
say, fuel exporting devel oping countries, should be lower than those
for other devel oping countries with more diversified economic struc-
tures. As shown in Table 7, such correlations do seem to be consis-
tently lower for fuel exportersthanfor nonfuel exporters.Asexpected,
thecorrelationsare particularly low in those subperiods (1974-76 and
1980-82) following large increasesin oil pricesand in export earn-
ings.

Third, one presumably also wants to take account of shocks that
have different effects on certain subgroups of developing countries.
For example, saving rates declined appreciably after 1981 in those
developing countries with debt-servicing difficulties as a result of
sharply higher interest paymentson external debt and of awidening
of fiscal imbaances; the debt overhang aso acted to discourage
investment in those economies. The reduction in the debt overhang
and theimplementationof effectivestabilization measureshave,since
the mid-1980s, helped to reverse this decline; see IMF (1993a). In
contrast, those devel oping countries without debt-service difficulties
were able to maintain high savingratesthroughout the1980sand have
recently increased themfurther. In any case, wethink further empiri-
cal work to determineif, how, and why saving/investment correla-
tionsdiffer acrossgroupsof devel oping countriesi swarranted before
one can give meaningful interpretation to the observed aggregate
correlations.

Thisbringsusto countrysi ze. It could matter for two reasons. First,
small countrieswould be expectedto haveal essdiversified economic
structurethan large countriesand hence will depend more on capital
inflows and outflows to offset domestic shocks. Second, a country
that islargein world financial marketswill be ableto affect theworld
interest rate. For example, a dip in the large country's saving rate
could raise theworld interest rate and lead to afall in both domestic
and world investment. Both hypothesized effectsof country size go
in the samedirection, namely, that small countriesshould havelower
saving/investment correlations than large countries. Thisis an emi-
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nently testable proposition. Again, theresults have not been convinc-
ing. While some studies find that country size matters (Murphy,
1984), most find that it doesn't matter enough to ater the basic
empirical regularities.46

Thelast suspect is wesk substitutability within national economies
between heavily (internationally) traded, highly liquid, largely default-
freefinancial assetsdenominatedin different currencies(for example,
Treasury bills) and less (internationally) traded, less liquid, more
risky, real assets (such as equities). As hinted at earlier, we believe
there is something to this general point athough we would readily
admit that relatively little is understood about the mechanisms that
would separatedeci sionsabout broad capital accumul ationfromthose
that involve accessto world capital markets.4” What we do know is
that someassets (government securities) are much morehighly traded
and arbitraged than others(equity claims on small business) and that
individualsdon't takeanywherenear full advantageof diversification
(either national or internationa) in their daily lives. Clearly, more
research is needed to sort out what assets get traded and when, and
how arbitrage between nontraded and traded assetsis frustrated.

Cross-country linksin consumption

Thisisthe newest branchin theempirical literatureon international
capital market integration. Its theme is that free trade in financia
assets will alow countriesto offset idiosyncratic risks and hence, to
moreeasily smooth consumption. In fact, as Obstfeld(1993a) empha-
sizes, if themenu of traded, state-contingent assetswerecomplete (so
that al consumption riskswereinsurable), marginal utilitiesof con-
sumption would be perfectly correlated across countries. Sincethose
conditionsare not satisfied in practice, one getsthe wesaker presump-
tion that increases in capital mobility should be accompanied by
increasesin thestrengthof cross-country consumptionlinks. A related
proposition (Razin and Rose, 1993) is that countries with relatively
open capital marketsshould display |essvolatility in consumption but
greater volatility in investment than countries with less open capital
markets (since greater access to the world capital market improves
thediversification of country-specific shocks but also widensthe set
of investment opportunities).
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Thusfar, empirical support for the consumption-smoothing hypo-
thesishas been mixed. Obstfeld (1993a, 1993b) finds: (1) that corre-
lations of national consumption with world consumption, for both
industrial and devel opingcountries,areuniformly significantly below
one(that is, below thevaue that should theoretically prevail if capital
were perfectly mobileand if themenu of state-contingent assetswere
complete); (2) that the correlationsare higher for industrial countries
than for devel oping ones; and (3) that thecorrelations are on average
higher for 1973-88 than for 1951-72—adbet with a fairly large
number of individual-country exceptions. On thewhol e, these results
are consistent with the view that thedegreeof capital market integra-
tion is increasing, athough the increased coherence in the recent
period would aso be consistent with a constant degree of capital
mobility cum ahigherincidenceof commonshocksin themorerecent
period (Leiderman and Razin, 1993).48 The related proposition that
countries with more open capital markets should display smoother
consumption and more volatileinvestment than those with lessfinan-
cia opennessdoes not fare so well. Razin and Rose (1993) test this
on a sample of 138 industrial and developing countries for the
1950-88 period. Thisisredly a test of oneimplication of increased
capital mobility —not atest of capital mobility itself, sincetheauthors
construct a measure of capital mobility for each country based on a
factor analysisof capital account restrictions.In brief, they find that
there is at best a weak relationship between capital mobility and
consumption smoothing and no relationship at al between capital
mobility and thevolatility of investment. Rather than reject thetheory,
Razin and Rose (1993) argue that theexplanation liesin the nature of
shocks: sincethere'arepervasivesignsin their databoth of persistence
and commonality of shocks across countries, the lack of a link
between capital market opennessand volatility is not surprising.

Measuring capital market integration and mobility
in developing countries

In addition to the difficulties already mentioned, estimating the
degree of capital market integration faces some specia obstacles
when applied to developing countries. As noted earlier, the vast
majority of devel oping countriesmaintain formal legal restrictionson
international capital movements. Moreover, some of these countries
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have a so subjected (domestic) interest rates in the formal financia
systemto bindinglegal constraints; thismakesapplicationof standard
"law of oneprice" testsproblematic. To be sure, thereareinformal or
“curb” marketsin many of these' financialy repressed” countriesthat
might substitute for market rates, but data availability on those rates
isseverely limited. Thefact that official capital flowsto these coun-
tries, typically driven by other than relativeyield considerations,|loom
largein total capital flowslikewise raisesfurther questions about the
interpretation of Feldstein-Horiokasaving/investment correlations.

All that beingsaid, thereisagrowing body of empirical evidence—
nicely summarizedin Montiel (1993)—that suggeststhat useful tests
of financial integration can be undertakenfor thesecountries,and that
theresultsleanin thedirection of higher capital mobility than isoften
assumed.

Oneway around the absenceof market-determineddomestic inter-
est rates is to conceive of the actual domestic interest rate as a
weighted averagedf theexternal interest rate that would prevail under
UIP, and of the domestic interest rate that would prevail in afinan-
cialy closed economy (wherethelatter isafunction of theobservable
excessdemand for money). By so doing, onecan estimate the weight
of "externd" relative to “domestic” factorsin determining domestic
interest rates (Edwards and Khan, 1985, and Haque and Montiel,
1990). The higher the weight of externa factors, the larger is the
country's degree of capital market integration with the rest of the
world. In asimilar spirit, one can aso adjust thedata used in tests of
saving/investment correlations for nonmarket aid flows. These two
methodol ogies can be supplemented by other indicators of integra-
tion, ranging from cross-country correlationsof consumption behav-
ior, totestsaof Ul Pfor those countrieswheredomesticinterest areless
affected by legal constraints,to simpleratiosof grosscapita flowsto
GDP. Using acombination of al thesetechniques, Montiel (1993) is
able to classify developing countries into three broad groups, corre-
sponding to high, intermediate, and low degrees of capital market
integration.

Only afew studieshave explicitly tested for changes over timein
the degree of capital market integration for developing countries.
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Thosethat do however (Farugee, 1991, and Frankel, 1986) find strong
indicationsthat capital mobility and integration have been increasing
during the 1980s. Not all of that is attributable to the progressive
dismantlingof capital controls.Somedf it a soreflectsthediminished
effectiveness of those capital controls that are still in place. In this
connection, Mathiesonand Rojas-Suarez (1993) concludethat capital
controlsin devel oping countries werelesseffectivein the 1980s than
in earlier periods, as theincentives for moving funds across borders
increased, while the costs of doing so fell.

Unfortunately, estimates of capital market integration—no matter
what the methodol ogy--cannotby themselvesconvey afull picture
of the policy implications of those markets. For example, it is not
necessary for expected returns to be fully equalized before large
capital markets(relativeto thestock of official international liquidity)
can put mgor constraints,of both the helpful and unhelpful variety,
over the short-term on the conduct of macroeconomicpolicies. Simi-
larly, portfolios that have a relatively low degree of international
diversification can—if they arelarge enough—generate large poten-
tia capital flows when expectationsabout relative yieldschange. For
example, the roughly 5 percent foreign-asset share of U.S. pension
fundsisequivalent to about $125 billion. For thisreason, we next turn
to two recent episodes of large, international capital flowsfor addi-
tional insight into their implicationsfor economic policy.

Tworecent episodesdf largeinter national capital flows

In reviewingdevel opmentsin international capital marketsover the
last few years, two episodesmerit prideof place. Onewastheturmoail
in European foreign exchange marketsthat reacheditspeak in thefal
of 1992, and then reappeared in the summer of 1993. During the
September 1992 turmoil, eight European currencies weredeva ued or
alowed to float, two large members of the EMS suspended their
participation in the mechanism, and central banks engaged in huge
amountsof exchangemarket intervention (on the order of $150-200
billion) in an effort to hold existing paritiesagainst thetideof private
capital flows. In thelate summer of thisyear, that turmoil resurfaced
and thistimeresultedin awideningof theERM bandsto plusor minus
15 percent around the bilateral central ratesfor all ERM currencies
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except the Dutch guilder (against the deutschemark).

The second episodeis the revival of large-scalecapita inflowsto
Latin America. After averaging about $8 billion a year in the second
half of the 1980s, theseinflows surged to $24 billionin 1990, to $40
billion in 1991, and to $53 hillion last year. Mexico was easily the
largest recipient of thoseflows but Argentina, Brazil, Chile, Colom-
bia, and Venezuelaaso figured prominently. Accompanying these
capital inflowsin most of the host countrieswere rea exchangerate
appreciation, faster economic growth, an accumulation of interna-
tional reserves, aboom in stock and real estate markets, and a strong
upturn in secondary market pricesfor foreign loans.

The EMS crisis®

To appreciate why there was so much selling pressure against
certain European currenciesin the summer and fall of 1992, one has
to go back about five years. During the 1987-91 period, there were
large, cumulativeinflowsof capital into higher-yieldingERM curren-
cies. An important motivating factor was the growing belief by
international investorsthat theEM Scountrieswereon anirreversible
convergence path toward Economic and Monetary Union (EMU).
This, in turn, implied that interest rate differentials in favor of high-
yielding ERM currencies would more and more overestimate the
actual risk of exchange rate depreciation. Why, therefore, settle for
theyield on adeutschemark bond when you could get the higher yield
on aliraor pesetabond, absent the compensating currency risk? As
seen in Chart 3, one-year lira yields were offering over the 1987-92
period an average spread of about 5 percent over the corresponding
deutsche mark instrument (the yield differential over U.S. dollar
instruments was also wide).”® As the period since the last major
realignment in the EM S lengthened (by theend of 1991, it had been
amostfiveyears),and asthe politica commitment to EMU strength-
ened—culminating with the signing of the Maastricht Treaty in
December 1991 —the " convergence play" seemed secure. Without
pretending to any precision, total capital flows involved in such
convergence plays could wel have been in the neighborhood of
$200-300 billion.
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Chart 3 (cont.)
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Thedifficulty of course wasthat actual convergenceamong ERM
countries—though significant—was not deep enough to justify the
assumptiondf rigidly fixed exchangerates. Elementsof vulnerability
included: lossesin competitiveness, largefiscal deficits, weaknesses
in financia sectors, sharp cyclical differences, and divergent mixes
of monetary and fisca policy (in the wake of German unification).
While predominantly ahome-grown problem, the sluggish economic
recovery in North Americaand, to alessextent, dow growth in Japan,
also made the external environment inhospitablefor those European
countries attempting to recover from recessions. With the benefit of
hindsight, it could be said either that the markets (like authorities)
didn't pay enough attention during this period to the evolution of
fundamentals, or that market participantsbelieved that they could get
out of long positions in overvalued currencies before the market
correction took place. The negative outcome of the Danish referen-
dum in June 1992 and the uncertainti es associated with the outcome
o the French referendum in September put into question both the
certainty of theMaastricht Treaty ratification and the ability of some
countries to achieve enough convergenceto sustain existing parities.
Seemingly, amost a once, the markets rediscovered currency risk
and acted accordingly.

In addition to the potential for sharp shiftsin sentiment, a second
sdient feature of the crisis (from the perspective of international
capital markets) was the broad range of private market participants
involved-encompassing banks, security houses, instititutional inves-
tors, hedge funds, and corporations. Indeed, that wide participation
explainsin part why theflowsthat flooded into central bankswereso
large. Therolesplayed by different classesof participantsvaried: for
the most part, it was plain defensive maneuvering to undo earlier
exposures in certain currencies; for some, it was primarily an inter-
mediary role as both amarket maker and as asupplier of credit; for
others, it was more aresearch and advisory role; and for yet others, it
was heavy position-taking, leveraging to the hilt. The distinction
between hedging and specul ation becomesblurred when most market
partici pants become convinced —rightly or wrongly —thet a nontriv-
ial changein exchangeratesiscoming, and that the changeislikely
to bein onedirection. In that circumstance, everybody gets into the
act.
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Turning to the behavior of liquidity during the crisis, markets
worked quite well. There were no magjor failures of financial firms,
nor did we observe a persistent seizing up in any of the larger asset
markets. This is not to say that there weren't strains. While forex
markets operated continuously, spreads at times widened to five to
ten times the norm in most of the ERM cross-rates. There werealso
periodswhenthesizedf tradesdeclined. Therewereinstancesin some
markets of a hesitation to quote forward rates because of the great
volatility in short-term interest rates; similarly, OTC option markets
suffered, becauseextremely highinterest rate volatility increased the
risk of quoting prices. Some firms with lower credit ratings tempo-
rarily lost access to their interbank markets and had to go to the
derivative exchangesto hedge positions. Thelargest strains surfaced
intheEuropean currency unit (ECU) market, wherethesame political
eventsthat rai sed uncertainty about thefutureof EMU simultaneously
created uncertainty about thevaue of the private ECU in termsof the
official basket. Fortunately, thecrisisremainedlocalizedin European
currency markets and did not spread either to national debt and equity
markets, or to thedollar or yen exchange markets. It al'so needsto be
recognized that theliquidity situation might well have been different
if central banks were not standing on theother sideof the market and
supplying it with such massiveamounts of liquidity.

L ast but by no means|east, what did last fall's crisis—as well asits
resumption this summer —tell us about the implications of interna-
tional capital marketsfor the policy optionsof theauthorities? Here,
we would draw five main observations.

First, the crisis demonstrated that existing international capital
markets can mobilize very large amountsof financia resources, and
that the pressuresagainst an exchangerate parity can quickly become
enormous. In the 1970s, the possibility that a central bank could be
faced with a run on its currency that could amount to say, $100-200
billion within the space of afew weeks was remote. It no longer is.
Thisimplies,inturn, that even massiveexchange marketintervention
will almost certainly not be effective when it tries to stabilize
exchange ratesthat are out of line with fundamentalsand when it is
not flanked by other policy measures. Sterilized intervention can till
be hel pful when itsmandateisframed more modestly and closer toits
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capabilities;that is, it may be helpful in countering disorderly market
conditionsin theshortterm, in sending asignal about future monetary
policy intentions, and in providing a shot—and we emphasize
short—breathing space while fundamental policy changesare being
made. Because the resources of the private sector are considerably
larger than those of even G-10 central banks, thequality of interven-
tion—particularly as a signal of joint monetary policy cooperation
and of joint commitment to an agreed parity —is likely to be at least
asimportant as the quantity.

Second, the stability of a pegged exchange rate system today—
given the size, profit orientation, and technical capacity of interna-
tional capital markets—depends importantly on whether a high
degree of convergencein the economic performance and domestic
policy needs of participating countries can be rapidly achieved and
maintained. In particular, there can only be one monetary policy for
agroup of countriesthat seek to keep their bilateral exchangerates
fully fixed. Thiscould be themonetary policy of thedominant country
to which other membersof the group passively adjust, or it could be
the monetary policy that isagreed by some common mechanism. But
it cannot be separate policies for different members of the group.
Moreover, since forex markets react not only to today's monetary
polices but alsoto how monetary policy isexpected to evolvein the
future, the mechani smsand i ncentivesthat assure the subordinati onof
nationa monetary policy independenceto the requirementsaf afixed
exchangerate regimemust be perceived ascredible.

Third, in looking at the consistency of exchangerates with funda-
mentals, it is necessary to look beyond measuresof long-term com-
petitiveness; one aso needsto includein thelist of fundamentasthe
gap between the internal and externa requirements of monetary
policy. In addition, the internal requirements for monetary policy
cannot be defined solely with respectto inflation. Cyclical conditions,
the prospective path of unemployment, and the health of the banking
system, matter aswell, and will inevitably form part of the market's
assessment of whether agiven monetary policy stance iscompatible
with given exchangerate commitments. Whatever thedesirability and
prowess of aggressive interest rate action to defend fixed rates in
countrieswith healthy fundamentals and in situationswherethe gap
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between the internal and external requirementsfor monetary policy
is not particularly wide, such tactics are more limited when those
conditionsare not satisfied. During the 1992 crisis, Germany was not
willing to reduce interest rates significantly before it had more assur-
ance that inflationary pressures were under better control, and Italy,
the United Kingdom, and Sweden each decided in the end that the
costs of keeping interest rates well above what would otherwise be
required on domestic grounds were too high to tolerate. In this past
summer's recurrence of the crisis, there was again a decision that it
would be too costly on domesticgrounds(for both Germany and other
members of the ERM) to implement a pattern of interest rates that
would have been necessary to sustain existing parities; instead, a
wideningof exchangeratebandswasviewed asthelesser of twoevils.
In both crises, it is hard to argue that in countries aready in deep
recession and with inflationin abeyance, higher interest rates would
have been either credible or desirable. The capital flows that took
place during these crisesclearly paid attention to thissituation. When
you arein themidst of adeep recessionand can't lower interest rates
much to assist the recovery, thisisafundamenta —as much asaloss
in competitiveness, or adeteriorationin thefiscal position.

Fourth, what was damaging about the EMS crisis was not that
exchange rate adjustmentsoccurred but rather the disorderly way in
which they occurred (and the consequent damagedoneto authorities
credibility). The challenge for authorities is either to convince the
markets that existing rates are consistent with fundamentas and
sustainable, or to make timely adjustments in an orderly way. In
situations when a number of ratesdo get out of line, the crisiswould
seem to suggest that an early, generalized redignment—if it can be
mutually agreed—is preferable to a sequential, disorderly, series of
forced adjustments. Thisin turn raises two challenges. Oneisto find
away to "depoliticize” exchange rate decisions, so that adjustments
can be made before they offer speculators the prospects of large,
profitable, one-way bets. The second one is how to maintain the
momentum toward convergence of inflation rates and interest rates
when less reliance than before can be placed on the fixity of the
nominal exchange rate as an anchor. Countrieswith flexible exchange
arrangements have greater room to maneuver because exchange rate
pressurescan be absorbed more by changesin the nominal exchange
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rate, but once movementsgo beyond what isregarded by the authori-
ties as appropriate, they too face thesame type of dilemma.

Fifth, al three countriesthat imposed capital controlsor tightened
existing restrictionsduring the crisisremoved them by theend of the
year. In addition,in noneof thesethree caseswastherecourseto such
controls successful in avoiding a realignment of the exchangerate.
The burden of proof that such measures can be effectivein dealing
with capital market pressures on exchange rates must therefore rest
with the proponentsof such policies.

Surges of capital inflows into Latin America

The stylized facts about recent capital inflowsinto Latin America
havebeen summarized by Calvoand others(1993a, 1993b): (1) about
haf of that inflow reflected an increasein the current account deficit;
the other haf shows up as an increasein official reserves; (2) part of
the increased capital inflow represents repatriation of earlier capital
flight, but part of it asoreflectsthe presencedf new investors; (3) while
portfolio investment and foreign direct investment also increased,
most of theinflows was accounted for by increased borrowing by the
private sector from foreign private banks: (4) for some countriesin
theregion (for example, Chile and Mexico), an important part of the
inflow hasfinanced increasesin privateinvestment, yet in some other
countriesin theregion (for example, Argentinaand Brazil), there has
been amarked risein privateconsumption (for theregion asawhole,
increased consumption dominates); and (5) the vast majority of
countries in the region (Brazil is a notable exception) have experi-
enced a sizable appreciationin their real exchangerates 31

Thereare threeinteresting questionsabout theseinflowsinto Latin
America. What motivated them? Arethey agood thing? And what do
they tell us about the functioning of today's international capital
markets?

The usua explanation for the surge of capita inflows is the eco-
nomic and political reforms (including privatization) carried out by
the reci pient countries, cum thesignficant restructuringof their exter-
nal debts. Thishasclearly operated to improveinvestment prospects
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in these countries, as reflected, inter alia, in increasing secondary-
market pricesfor bank claims on these countries. Yet, as Calvo and
others (1993a) point out, the "interna" explanation cannot be the
wholestory. After all, capital a so flowed into somecountriesin Latin
Americathat did not undertakesignificant reforms, and it only flowed
into reformingcountrieswell after (post 1990) those reformswere put
in place. For this reason, Calvo and others (1993a) come to the
conclusion that "externd™ factorstoo played asignificant role. Spe-
cifically, they conclude that economic developmentsin the United
States—namdly, fallinginterest rates and the recessi on-encouraged
investors to shift resourcesto Latin America.>2 This was the "' push’*
factor that complemented the " pull™ of renewed investment opportu-
nitiesand increased solvency within the host countries. In support of
their case, they employ principal component analysis and vector
autoregressionsto test theinfluenceof U.S. (financial yield and real
activity) variables on both the change in reserves and the degree of
real exchange rate appreciation in Latin America over the 1988-91
period. In short, "*foreign™ factors turn out to be important—particu-
larly in those Latin American countries where there were no major
changesin domestic policiesduring this period.

In principle, the surge of capital inflows to Latin America offers
significant potential advantagesto therecipients: it can hel pcountries
with low domestic saving ratesto invest more, and thereby assist the
transitionto ahigher growth path; it can hel pcountriesreducethecost
of adjusting to internal and externa shocks; and it can help sustain
thepolicy reform process(includingthereorientationof tradepolicies
from import substitution to export promotion).

In practice, however, the outcomedepends very much on how the
foreigncapital inflowsare utilized. In thisconnection, it isworthwhile
to keep in mind three observations: (1) over the past two decades, the
developing countriesthat relied most on foreign saving--defined as
thetop one-third of countriesranked by theratio of all capital flows
to GNP—tended to have higher inflation, higher fiscal deficits,lower
investment, and lower growth than those that relied less on foreign
saving;3 (2) therel ationship between changesin debt/GDP ratiosand
changesin investment ratesin devel opingcountrieshasvaried sharply
over time—with a significant positive relationship emerging in the
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1968-78 period, no relationship characterizing the 1979-83 period,
and awesk positiverelationship reassertingitself during the 1983-89
period; and (3) for every group of success stories with commericial
borrowing (for example, Korea, Indonesia, and Maaysia), there are
also individual-country cases (for example, several Latin American
countriesin the 1976-81 period and the Phillipines throughout much
of the1980s) where cornrnericia borrowing had lesssalutory effects.
Where countries can consistently follow policies (macroeconomic
stability,afirmrelianceon market forces, competitiveexchangerates,
and an outward-looking trade strategy) that allow them to earn a
higher rate of return on investments than the cost of borrowing,
foreign saving can be a valuabl e supplement to domestic saving. But
whenforeign savingisused on an extended basi sto financeconsump-
tion, or to delay needed policy reforms, the result is likely to be

disappointing.

In addition to thelonger-term challenge of using foreign resources
productively, surgesof capital inflowsalso raise some moreimmedi-
ate concernsin at least three areas (Calvo and others, 1993a). First,
thereistheworry that thered exchangeappreciationlinked with these
capital inflows could adversely affect the export sector, thereby
endangering a cornerstone of growth, creditworthiness, and techno-
logical advancement. Second, the sustainability of these flows at
recent levelsis open to question. Specifically,if somearethem are of
the ""hot money" variety, then a rapid reversal could lead to the
discontinuation of efficient investment projectsand perhaps, even to
domestic financia strains. And third, thereis some uneasi ness about
theproper intermediation of theseimported funds—particularly inan
environment where the inflows are used to make highly speculative
investments under the expectation that the authorities will bail out
speculators when the bubble bursts.

These concerns havein turn confronted policy authoritiesin Latin
Americawith some difficult policy choices. Sterilized intervention
can insulate the domestic money stock from the capital inflows. But
sterilized intervention can induce arisein thefiscal (or quasi-fiscal)
deficit by increasing the differential between the interest rate on
government domestic debt and that on international reserves; also,
since gterilized intervention, if effective, prevents domestic interest
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rates from faling, it tends to perpetuate the capital inflow. Not
sterilizing, on the other hand, risksallowing thecapital inflow to fuel
inflationary pressures. Taxes on short-term borrowing abroad are
likely to be less effective the longer they arein place, as effortsto
evade these taxes (by under- or over-invoicing trade flows and the
like) increase. Export subsidies can mute or offset the effect of a
higher real exchangerate but they distort resourcealocationand can
involve substantial fiscal costs. An increasein banks margina reserve
requirements, by limiting thecapacity of bankstolend and by decreas-
ing their exposureto areversal of capital inflows, has some attrac-
tions, particularly where most of the inflows are in the form of
short-termbank deposits. Liketaxeson capita inflows, however,their
effectiveness is likely to diminish over time, as new institutions
developto bypasstheseregul ations; in addition, reserverequirements
havebeenfallingin recent yearsas part of thefinancial liberalization
process, and authorities may worry that raising them would send a
signal of areturn tolessmarket-orientedpolicies. Tighterfiscal policy
is yet another option. Whileit doesn't halt the inflows, it can lower
aggregate demand and limit the inflationary impact of these flows.
But fiscal policy usudly hasits own medium-term orientation; nev-
ertheless,if that medium-termorientation callsfor afiscal tightening,
capital inflows may legitimately argue for somewhat earlier action.
In theend, theappropriatemix of policy responsesto surgesof capital
inflows will have to be determined on a country-by-country basis
according to individual circumstances. But our point here, asin the
European exchange rate episodes discussed earlier, is that capital
markets--evenif far from perfect—are now mobileenough and large
enough, to put immediate constraints on domestic macroeconomic
policies.

Fromabroader perspective, therecent resurgenceof capital inflows
to Latin Americaand to someother developing countriesalso invites
two fundamental questions about the nature of today's international
capital markets. One is whether that resurgenceis an indication that,
after along hiatus, capital will once again beflowingfromcapital rich
countries to capita poor ones. The other is whether the new pattern
of private capital flowsto devel oping countries, which reliesmoreon
bond and equity financing and less on commercia bank loans, is a
welcomedevel opment.
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A notable feature of international capital flowsin the 1980s was
that capital inflowsto devel opingcountries—and particularly, private
capital inflows—remained amost stagnant, while gross inflows to
industrial countries (mostly private sector flows) increased mark-
edly.>* Thisis not what one would expect from the textbooks. After
al, industria countries are relatively well endowed with capital
relative to developing countries. This suggests that the margina
productivity of capital should be higher, other thingsequal, in devel-
oping countries than in industrial countries, and that accordingly,
capital should normally be expected to flow from the latter to the
former. This same reasoning aso is consistent with the observed
pattern of capital flowsfromindustrial to devel opingcountriesduring
thegold standard, from the United Statesto Europe during the 1950s,
and from theindustrial countries to the developing countriesduring
the1960sand 1970s.

In thered world, of course, other thingsarenot equal. In particular,
thepaucity of privatecapital flowsto developing countriesduring the
1980s surely owes something to the then low quality of macroe-
conomic and structural policiesin many of these countries, cum the
disincentives to new investment associated with the external debt
overhang. By thesametoken, wewould regard theresurgenceof those
flows to developing countries during the 1990s as suggestive that
better policies, more manageable debt burdens, and more hospitable
attitudes toward both privatization and remission of dividends and
profits, do matter for thedirection of capital flows. The marketsmay
well overreact (in both directions) to the actual progress made on
policy reform, but they at least seem to get the trend right. Thisisnot
to say that policy reform is the whole story. As suggested earlier,
cyclical and interest rate movementsin someof thelarger industrial
countries (the United States and Japan) aso count. Where gross
capital flows are concerned, the openness, liquidity, and depth of
financial markets likewise is an element in the direction of capital
flows that favors the larger industrial countries. In any case, three
yearsistooshort aperiod to proclaima™ shift” in privatecapital flows
toward thedevel oping countries. Policy reformin those countrieswill
have to be sustained to trandate higher potentia returnsinto higher
expectedreturns. But theinitial signsof thelast few yearsarehopeful.
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Turning to the changing cornpositon of private capital flows to
developing countries, the recent rise of bond and equity portfolio
flows and of foreign direct investment relative to commercia bank
lending, isillustrated in Chart 4.5° The significancedf thischangeis
not in termsof thedirect cost of borrowing (sincethereturndemanded
by foreign investorsis likely to be as high as the interest rate on
commercial bank debt), but rather in other attributesaof the new flows.
For one thing, the rising share of direct foreign investment givesthe
host countriesgreater availability of state-of-the-art technology, as
well asincreased scopefor human resourcedevel opment, for stronger
domestic competition, and for easier access to foreign markets. For
another, bond and equity financingis probably better able than bank
credit flowsto adjust to shiftsin perceptions about the creditworthi-
nessaof devel oping-country borrowers. With increased securitization,
thereisagreater rolefor price adjustments, which may signal emerg-
ing difficulties before the situation deteriorates to the point where
market accessis cut off. Sinceinvestors hold only asmall proportion
of their assetsin theform of developing country securities, they are
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also likely to be able to withstand a decline in the price of develop-
ing-country securities better than would a bank with a concentrated
loan book. Someof thesefeaturesof thenew patternof financing were
evidentin thesecond half of 1992 when therewasamarket correction
in thedemand for Latin American equities and bonds. The scale and
terms of borrowing for Latin American issuers deteriorated during
that period but there was no hint of any *systemic™ concerns, and
subsequently, market prices rebounded. Perhapsthisisan inkling of
the economic benefits of a more sophisticated and more diversified
intermediation mechanism for international capital mobility.

Concludingremarks

In line with our mandate for this conference, we have surveyed the
availableempirical evidenceon theintegration acrossnational capital
markets. We have found that these internationa links have been
increasing over the past decade—especially for high-grade, financial
instruments traded actively in the wholesale marketsof major finan-
cial centers.Capita marketsin devel oping countriestoo arebecoming
moreclosely integrated with marketsin therest of theworld, although
they have progressed less far in that direction than the industria
countries.

Itis still way too early to speak of asingle, global capital market
where most of world saving and wealth are auctioned to the highest
bidder and wherea wide range of assets carry the samerisk-adjusted
expected return. Someimportant componentsof wedlth (like human
capital) are scarcely traded at all, and currency risk, the threat of
governmentintermediation (especially during periodsof turbulence),
and the strong preferencefor consuming home goods and investing
in more familiar home and regiona markets, still serveto restrict the
range and size of asset substitutability. But the forces making for
stronger arbitrage of expected returnsare already powerful enoughto
have made a large dent in the autonomy that authorities have in the
conduct of macroeconomic and regulatory policies. When private
markets, led by theincreasing financial muscle of institutional inves-
tors, reach theconcerted view (rightly or wrongly) that therisk/return
outlook for aparticular security or currency haschanged, thoseforces
will bedifficultto resist.
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In somesense, authoritieshavesuffered thefate of getting what they
asked for. They wanted greater participation by foreign investorsin
their government debt markets, in part to make it easier to finance
larger fiscal and externa imbalances. They wanted a more efficient
financia system that would erode the power of local monopoliesand
offer saversa higher rate of return and firmsalower cost of capital.
They welcomed innovationsthat provided a wider range of hedging
possibilities against volatile asset prices, and that made it more
convenient to unbundlerisks. They wanted to regain busi nessthat had
migrated to the offshore centersin search of alessrestrictiveregula
tory environment, and to level the playing field against foreign
competitors. Much of that has taken place. But along withit hasalso
comethecreation of anenormouspool of mobile, liquid capital whose
support, or lack of it, can often be the measure of differencein the
success of stabilization, reform, exchangerate, and tax policies.

'Weseelittlein thefactors underlying theevolution of international
capital marketsto suggest that thisincreased clout of private markets
will reverse itsdlf in the future. Quite the contrary: internationa
diversification is ill in its adolescence; the costs of gathering,
processing, and transmitting information and of executing financial
transactions will probably decline further with advancesin technol-
ogy; the pacedf financial liberalization (including cross-border own-
ership) and innovation continues unabated in most industria
countries; thepool of saving managed by professionalsisgrowing (as
private penson schemes supplement public ones, and as saving shifts
from thebanking sector into mutual funds); and thesamereforms that
reduce system risk (such as improvements in the payments and
settlement system) often al so enhance the private sector's capacity to
redominate the currency composition of its assets and liabilitiesat
short notice.

We would not go so far asto suggest that the growth and agility of
private capital markets now makes it unrealistic to operate a fixed
exchange rate arrangement durably and successfully. But we do
believethat thesefactors have made the conditionsfor doing so more
demanding. Specificaly, there is now less room for divergencies of
view among participants about the appropriate stance and medium-
term orientation of monetary policy, less time to adjust to large,
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country-specific shocks, and greater pressure to achieve closer con-
vergenceof economicperformance. Somecountrieswill findthat they
both want to, and can, credibly commit to thoserequirements. Others
may be moreskepticdl —+ may reason that theserequirementscan only
be satisfied in a"*hard core” arrangement where separate exchange
rates are replaced by a common currency and where disputes about
monetary policy only get aired within the board room of the single
monetary authority. In the Western European context, much depends
on how long it takesfor Germany (still trying to cope with theeffects
of unification) and itsEM Spartnersto forgea new genuineconsensus
on the appropriate path for monetary policy. Thewidening of bands
should act in the interim to provide more room for maneuver to
recover from the existing recession without giving away hard won
gainson inflation.

With the benefit of perfect hindsight, it is not hard to identify
instances over the past decadeor so when international capital flows
(like domestic ones) did not pay enough attention to fundamentals.
The buildupto the external debt crisisin the 1970s, thefinal runup in
the U.S. dollar in 1984-85, and the convergence play in the EMSin
the late 1980s, are casesin point. Nevertheless, we see no basisfor
concluding that private capital markets usualy "get it wrong™” in
deciding which securities and currencies to support and which ones
not to. On thewhole, most of the policy changesthat have beenforced
by international capital markets seem to usto have beenin theright
direction. We thereforesee merit in tryingto improvethe™ discipline”
of markets so that it is more consistent and effective rather than in
trying to weaken or supplant the clout of markets.

Toward thisend, two conditions(in additionto open capital markets
themselves) are worth emphasizing. First, markets must be aware of
the full magnitudeof thedebtor's obligationsif they are to make an
accurate assessement of his debt-servicing obligationsand capacity.
Thelower istherangeand quality of that information, the morelikely
isit that "* contagion effects™ will be present, sincelenderswill find it
difficult to separate better credit risksfrom weaker ones. More com-
prehensivereporting of off-balancesheet borrowing(by privatefirms
and sovereigns aike), greater transparency in the obligations of
related entities (in conglomerates and thelike), greater international
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harmonization of accounting standards more generally, and more
prompt disclosure of losses, would all be helpful. Second, market
discipline cannot be effective if market participants believe that the
borrower will be bailed out (one way or another) in the case of an
actual or impending default. When there is such a perception of a
bailout, the interest rate paid will reflect the creditworthiness of the
guarantor —not that of the borrower —and therewill belittleincentive
either for the borrower to reinin hiserrant behavior or for lendersto
monitor and appraise the borrower's behavior in making loans. Just
as important, it is the actual incurrence of losses by lenders and
borrowers alike that helps to constrain excessiverisk-taking in the
future. The problem of courseisthat it isoften very difficultto make
such a no-bailout pledge completely credible—either because there
has been a track record of previous.bailouts or because market
participants suspect that, after thefact, there will be strong pressures
for doing so (to prevent sytemic repercussions or to compensate
partiesfor losses beyond their control).

Some others see things differently. If governmentscan pick only
two among the three objectivesof fixed exchange rates, independent
monetary policy, and open capital markets, they would allow thel atter
to be theorphan by throwing' sand in thewheels” of theinternational
capital market. Eichengreen and Wyplosz (1993), for example, writ-
ing after the ERM crisisof 1992, have argued for a variant of this
proposal so asto deter speculative attacksand thereby safeguard the
route to Stage 3 of European Economic and Monetary Union
(EMU).%0 In short, we find little appeal in such proposals, for at least
threereasons. First, whileit istrue that market activity in theforeign
exchange market is dominated by interdedler transactions and is
subject to considerable short-term™in and out™ trading, this turnover
needsto be compared with that in other liquid markets. For example,
it hasbeen estimated that theentirestock of U.S. Treasury marketable
debt turns over on average approximately once every eight days.>’
An averagedaily turnover of about $900 billion in the global forex
market, relativetoastock of publicly traded debt and equity of around
$24 trillion, yieldsacomparabal eturnover figureof about once every
twenty-fivedays. It isthereforenot apparent that turnover in theforex
marketis" excessve" unlessturnover in the U.S. government securi-
tiesmarket is excessiveaso. Second, with the displacement of buy-
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and-hold finance by transaction-driven finance, it is becoming less
clear what a"'long-terminvestment’ means. Improved liquidity alows
even traditionally risk-averse players, like pension funds, insurance
< companies, and some mutual funds, to move quickly in and out of
domestic and international investment positions. Are we willing to
conclude that this activity--even when it is carried out by prudent
investors acting according to their charters, should be discouraged?
Third, whatever one's viewson the socia productivity of short-term
trading, we doubt whether such " sand in the wheels" taxes would be
effectivein attaining their goas, since the currency denomination of
assets can now be easily atered in many financial centersand since
thereis always an incentive for some center to capture more of the
world's business by not imposing thetax.

None of this implies that authorities should be indifferent to the
potential prudential and systemic risks that may be associated with
the trend toward global capital market liberalization and innovation.
Exchangerates are vol atileasset pricesand position-takingin foreign
exchange is little different from other sources of market risk; it too
could endanger the safety and soundness of financial ingtitutions.
Similarly, therapid expansionof derivativemarketshasraiseditsown
serious questions about credit risk, market risk, liquidity risk, and
legal risk. A seriesof financial crisss—the latest of which has been
centered around heavy losses in real estate lending by banksin a
number of industrial countries—has again driven homethe point that
itisprecisely whenfinancia ingtitutionsfind both that their competi-
tive position has been eroded and that they suddenly have expanded
investment opportunities, that they are most susceptible to taking
excessive risks—particularly in cases when much of that risk is
effectively being underwritten by implicit and explicit government
guarantees. The message however should not be to try and halt
financia liberalization and the international integration of capital
markets but rather to accompany that liberalization and integration
with a strengthening of the supervisory framework that permits the
attendent risks to be properly priced and that encourages risk man-
agement programsto be upgraded.

Asthedebt crisisof the1980sso powerfullyillustrated, theseissues
of the proper pricing and management of risk in international capital
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markets are of deep concern to developing countries, as well as to
industrial countries. More recently, surges of capital inflowsinto a
number of developing countriesare a hopeful sign that many of the
problemsthat led to thedebt crisisare being effectively resol ved, most
importantly by the rising credibility of the determined stabilization
and reform efforts undertaken in a number of developing countries.
Al so,thechanging character of much of thecapital flow to devel oping
countries—away from bank loans and toward bonds, equities, and
direct foreign investment — suggests enhanced flexibility and resil-
iency of theinternational financial systemin dealing with any future
problems. These developments should assist the international finan-
cia systemin performing one of itsimportant functions: facilitating
the flow of investable resources from countries where prospective
returns are relatively low to countries where prospective returnsare
relatively high.

In this regard, probably the most important challenge now facing
theworld economic and financial systemisthe transformationof the
formerly centrally planned economiesof Europe and Asiainto effi-
ciently functioning market economies. During the next two decades,
such a successful transformation will require literally hundreds of
billions of dollars of new investment. From where will the savings
necessary to finance al this new investment come? Will it come
primarily from net new demandson existing world capital markets?

No, not if experienceisa good teacher. External capital may play
an important, but surely not a predominant role. Although we do not
completely understand why, there is—es discussed earlier—a high
correlation between national investment and national saving. In par-
ticular, therapidly growing, relatively high investment countrieshave
also tended to be relatively high saving countries. Investment during
the postwar recoveriesin Europe and Japan was largely financed by
internally generated savings. More recently, in the rapidly advancing
countriesof East Asia, high levelsof investment havetypically been
associated with high levelsof saving. Thisisthesame pattern that we
should expect to see in the successful transformation of theformerly
centrally planned economies—and for good reason. The same eco-
nomic reform policies that will make these economies attractive
environments for high levels of productive investment will also,
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almost inevitably, make them hospitable to savers who wish to put
aside part of their current incomein the prospect of enjoying higher
living standards in the future. Indeed, as in many other successful
economies, much of thefinancefor new private businessinvestment
will probably not flow through wholesalenational financial markets,
but rather will come from re-invested profits and from the more
informal channels through which much enterpreneuria investmentis
often financed. Nevertheless, the development of well-functioning
capital markets and financia institutionswill clearly be important,
both for transferring resourcesfrom saversto investors and for disci-
plining the activies of entitiesthat make use of nationa savings. In
thisregard, reform of the financia sector and of thefinancial opera-
tions of enterprises is often an urgent priority in the more genera
processof economic transformation. Economiesdo not usualy func-
tion well when the financial system operates primarily to channel
national saving to finance large scalegovernment deficitsor to cover
the burgeoning losses of nonviable state enterprises.

Itisearly onin thetransformation processthat therole of external,
official capital flowswill be most vital. During thisstageof highrisks
and great uncertainties, privateflowsaf international capital typically
tend to be quite limited and are often focused on particular invest-
ments with a high security of expected return. Hence, flowsof credit
fromofficial sourcesand from theinternational financial institutions
often tend to dominate the supply of external resources available to
smooth the initial painful adjustments. Resources provided on the
condition that countries design and implement serious programs of
economic stabilization and reform are particularly important and
appropriateat thisstage. The key " market imperfection™ that impairs
the private supply of capital (both external and internal)in theinitial
stages of transformation is thedoubt that inevitably exists about the
durability and success of the reform effort. Conditiona assistance
linked to the implementation of sensiblereform programsis needed
to correct this market imperfection. Necessarily, such conditional
assistance must comelargely from public rather than private sources,
and, appropriately, the risks associated with the provision of such
assistance are balanced by the large potentia public return to the
world community from successful transformation of the formerly
centrally planned economies. Success, of course, depends primarily
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on the reform effortsof the transforming countriesthemselves. But,
an adequateflow of external support and, even moreimportantly, an
opening of markets to exports of transforming economies, are aso
critical. Subsequently, as success becomes apparent and the reform
process gains self-sustaining momentum, flows of private capita
should take over the overwhelming bulk of the task of financingthe
hugeinvestments that transforming economieswill surely requirein
the decades ahead.

Authors' Note: The authors are Director and Deputy Director, respectively, in the Research
Department of the International Monetary Fund (IMF). The views expressed are solely those
of the authors and do not necessarily represent the views of the IMF. The authors are grateful
to colleaguesin the Research Department, as well as to Barry Eichengreen, Jeff Frankel, Leo
Leiderman, Peter Montiel, Maury Obstfeld, and Geoff Woglom, for helpful comments on an
earlier draft.
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Endnotes

lBy 1992, the outstanding stock of publicly-traded debt and equity securities in Europe and
the United States had climbed to roughly $24 trillion, while the notional amounts of financial
derivatives outstanding had reached $7 trillion; see Goldstein and others (1993a).

2By "globa" bonds and equities, we mean securitieswhich are distributed internationally at
issue, thereby allowing them to be tradable in more than one market from inception.

3Goldstein and others (1993a).

*OECD (1993).

The analogous figure for trading of U.S. equities is about 10 percent.

®Breeden (1991).

"Folkerts-Landau and Mathieson (1988) and Crockett (1993).

SmE (1993b). Under the IMF’s Articles of Agreement (Article V1, Section 3), countries
retain the authority to *“ . . . exercise such controls as are necessary to regulate international
capital movements."

®Since the countries that do maintain capital account convertibility account together for a
large share of world financial transactions, the effective degree of global capital account
convertibility is substantially higher than suggested by atally of the number of countriesalone.
Our point is simply to register that attitudes on liberalization of the capital account are not
uniform across countries, and that many parts of the developing world have yet to embrace
capital account convertibility.

OCorbett (1987) estimates that (in the mid-1980s) between one-half and two-thirds of the
(gross) financing of nonfinancial corporations in the United States, the United Kingdom, and
Japan camefrom retained earnings. Mayer (1989) obtains broadly similar findingsfor the G-7
countriesover the longer 1970-85 period.

UTurner (1991).

121t we move beyond the G-7to thesmaller industrial countries, theincidence of largecurrent
account imbalances in the 1970-93 period increases,

BTesar (1991). French and Poterba (1991).

“Baxter and Jermann (1993).

BGoldstein and others (1993a).

16ysseful surveys are Obstfeld (1993a), Frankel (1991, 1992), and Tesar (1991).

"The offshore/onshore differentials for Japan shown in Chart 1 arefor 3-month deposits;

one-month deposits seem to show smaller differentials, but thereisstill atrend toward increased
integration; see Obstfeld (1992a).
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18 Giavazzi and Pagano (1985), Frenkel and Levich (1977). Fieleke (1975).
YTests of CIP can involve onshore comparisonsor offshore/onshore comparisons.
PDooley and Isard (1980).

Ugince domestic closed-end mutual funds also sometimes display these differences, one
needs to evaluate the premia in the country funds relative to those for domestic funds.

Zgolnik (1991). Jorion (1992). Because of the existence of country-specific shocks, it is not
Likdy that even a perfectly integrated capital market would exhibit perfect correlations of stock
prices across countries. Still, one would expect higher integration to be associated with higher
correlations of returns acrosscountries.

BJorion (1992), examining correlations among national stock markets for 16 industrial
countries (plus Hong Kong and Singapore), reports that the correlations increased slightly as
between 1959-70 and 1971-78, but then decreased, on average, in the 1979-86 period.

ZHamao and others (1990) and Eun and Shim (1989).
BJorion (1992).

Plsard (1992) provides a useful discussion of both CIP and UIP, as well as areview of the
empirical evidence on each.

Z'Cumby and Obstfeld (1984), Frankel and Froot (1987).
BMussa (1990).

Hansen and Hodrick (1980). Tryon (1979).

Pcumby and Obstfeld (1984).

31 A complementary explanation is that market participants are risk averse—not risk neu-
trd —and that they attach a high subjective variance to long-term investment inforeign assets;
see Feldstein and Bacchetta (1991). We take up this issue when we discuss departures from
optimally diversified portfolios.

% Frenkel and Goldstein (1988), Mussaand Isard (1993).

BTesar and Werner's (1992) figures on international portfolio investment (relative to GNP),
covering five industrial countries over the 1980-90 period. tell a similar story. with the U.S.
ratio climbing from 2 to 4 percent, and theratios for Germany, Japan, and the United Kingdom
registering much larger increases. Their estimatesal so suggest large differences across thefive
countries in the degree of international diversification, with the United Kingdom at the top (26
percent), Japan and Germany in the middle (18 and 11 percent respectively), and the United
States and Canadaat the bottom (around 4 percent).

¥Golub (1990) reaches asimilar conclusion about excessive " domestic asset preference” by
employing a different methodology. He reasons that if capital were perfectly mobile interna-
tionally, the share of country 1’s assets purchased by residents of country 1 should equal that
country's sharein world lending. Actual home shares, however, arefar higher than that for 12
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OECD countriesduring the 1970s and 1980s.

¥Some studieseven suggest that once one adds the expected return from human capital into
the calculation, the home bias becomes even larger. This is because the expected return from
human capital is best hedged by taking a short position in domestic financial assets (that is, by
having domestic assets take a negative weight in the optimal portfolio); see Baxter and Jermann
(1993).

36Incomplete diversification hardly relates exclusively to international transactions. Here,
French and Poterba (1991) cite the popular practice of owning ahome close to where you work,
downplaying the high correlation between the returns on human and physical capital.

371t could also be that there are differences across countriesin the degree of risk aversion.
For example, it is sometimes argued that European investors have a more negative attitude
toward low-rated paper than do investors in North America, and that theformer has something
todo with the lack of aglobal market in paper rated A or below; see OECD (1993).

Bsee Feldstein and Bacchetta (1991), Obstfeld (1993), Frankel (1991, 1992), and Tesar
(1991) for surveys of this savinglinvestment literature.

¥ Both Frankel (1991) intests for the United Statesalone, and Feldstein and Bacchetta (1991)
in testsfor 23 OECD countries, find that the correlations for the 1980s are lower than those for
the 1960s and 1970s. Obstfeld (1993), however, suggests that savinglinvestment correlations
for 1986-90 appear higher than those for 1980-85. Earlier studies(Dooley and others, 1987)—
comparing thelast dozen yearsof Bretton Woodswith thefirst decadeof floating—wereunable
to detect adecline in these correl ations.

“gee Dooley and others (1987) and Montiel (1993).

“'Summers (1988) provides some numerical examples—as well as a regression relating
public-sector saving/investment imbalances to private-sector ones, to illustrate this point of
view.

2 disadvantage of regional data however is that smaller size probably means a less
diversified economic structure and hence, a higher incentiveto useinternational capital markets.
In this sense, comparing country results with regional resultsis not entirely free of violations
of theceteris paribus condition.

43Capn'o and Howard (1984). Frankel (1986). Dooley and others (1987).

“5ee Mendoza (1993).

“SLack of reliableflow of fundsdatamakesit difficult to test thisconjecture on awide sample
of developing countries. Singh and Hamid (1992) show, rather surprisingly, that for a sample
of about 10 developing countries, internal funds account for a smaller share of net investment

expenditure than isthe case in industrial counmes. This finding, however, relates only to the
largest firms (the top 50 manufacturing companiesquoted on the stock market of each country).

“Feldstein and Horioka (1980) and Tesar (1991).

“Dooley and others (1987) argue that it is less costly for the host government to impose
taxesor penalties on some assets (say, foreign equity claims) than on others (say, government
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securities), and that this distinction reduces substitutability between the two. They then go on
to argue that market participants will not be willing to build up large, net international claims
in those classes of assetsfor which default penalties are relatively low. It is not clear, however,
what the testable implications of such a'*hostage theory™ of international capital flowsare.

®Obstfeld (1993b) takes some account of this possibility by explicitly allowing for ol price
shocks.

" ®0ur anal ysis heredraws heavily on Goldstein and others{1993a), Mussa and Isard (1993),
and G-10 Deputies (1993).

O The sameconvergence scenario al so provided justification for thefinancial sector and large
corporate issuers in the high-yield currencies to increasingly fund themselves in the lower-in-
terest rate ERM currencies (mainly thedeutsche mark and to alesserextent, the Dutch guilder).

3! is noteworthy that several of the stylized facts of the Latin American experience differ
from those of Asian developing countries who experienced a large, capital inflow during this
period. In the latter's case, real exchange rate appreciation was not the norm, more of the capital
inflow financed an increase in investment, and a higher share of the inflow camein the form of
foreign direct investment; see Calvo and others (1993b). All this may explain why concerns
about "*hot money"* flows are more prominent in Latin America than in Asia

52Note that low interest ratesin someindustrial countries madeinvestmentsin Latin America
more aftractive not only because of relative yield considerations but also because low interna-
tional interest rates reduce developing countries' debt-serviceobligations and hence, improve
their creditworthiness.

SIMF (1993a).
5*Tumner (1991), Goldstein and others (1991).

5Chart 4 also documentsthat it is only recently (since 1990) that the share of official loans
and grantsin the total of long-term capital flows to developing countries has declined — after
roughly adecade during which the share of the official sector climbed appreciably.

56Eichengreen and Wyplosz (1993) suggest deposit requirements on open positions in
foreign exchange as atemporary arrengement only for European countries seeking to complete
the transition to EMU. They are mainly concerned with potential protectionist pressures
associated with exchange rate volatility

57 This calculation is derived by taking the average daily volume of U.S. Government
securities settled through the book entry system (about $400 billion in 1989) and comparing to
an end-of-year stock of U.S. Treasury marketable debt of $3.4 trillion ($2.6 trillion in the hands
of the public); see Goldstein and others (1993a).

®Notes to Chart 2, p. 270: The following definition applies for the short-term interest rates:
3-month certificate of deposit (CD) ratefor the United States (before 1976, eurodollar deposit
rate) and Japan (before July 1984, Gensaki rate), 3-month interbank deposit ratesfor Germany
and France (before 1970, money market rate), and 3-month prime corporate paper for Canada;
and yieldson government bonds with residual maturities of 10 years or nearest are taken as the
long-term interest rates. Real rates are nominal rates minus the 4-quarter percentage changein
the GDP (GNP) deflator.
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Commentary: The Integration
of World Capital Markets

Martin Feldstein

Every day we see more and more evidence of the growing interna-
tionalization of capital markets. Investors diversify their portfolios
and corporate treasurers tap debt and equity funds abroad. These
tendencies are strengthened by the expansion of derivative products
markets that now permit market participants to hedge long-term
currency and interest rate risks.

It isimportant to consider therefore the economic effectsaof these
linksamong national capital markets, including theeffectson invest-
ment, growth, monetary policy, and exchangerates. In their paper for
thisconference, Michagl Mussaand M orrisGoldstein havecombined
a wide-ranging summary of the existing research on the integration
of world capital markets with their own carefully considered judg-
mentson these issues. Since | found their judgmentsto be sound and
carefully considered, | will not discusstheir specific remarks, but will
commentinstead on afew of theissuesraised by their paper and, more
generaly, by the subject of capital market integration: the interna-
tional mobility of savings, the European exchange rate mechanism
(ERM), and the impact of capital mobility on the effectiveness of
domestic monetary policy.

Thelimited mobility of savings

Any considerationof theextent of world capital market integration
highlights the paradox that although the grossflowsof fundsamong
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countriesare very large, thenet flowsare surprisingly small. Thekey
fact is that countrieswith high saving rates have high domestic rates
of investment. Savingsstay largely in thecountry in which thesaving
isdone.

Comparefor examplethe situationsin the United Statesand Japan.
The United States has a nationa saving rate net of depreciation of
about 5 percent of GDPwhileJapan hasanet national savingrateover
15 percent of GDP, a difference that reflects government tax and
budget policies, social arrangements, and cultural attitudes. In a
completely integrated world capital market, we would expect that
capital would flow from the high saving countrieslike Japan to low
saving countries like the United States on a large enough scale to
eliminate any link between the nationa saving rates and the corre-
sponding ratesof investment. What we seeinstead isthat thereisonly
asmall tendency in thisdirection. Thusthe United Stateshasacapita
inflow of about 2 percent of GDP, bringing net domestic investment
to about 7 percent of GDP while Japan has a capital export of about
2 percentof GDP, leaving anet domesticinvestmentrateof morethan
13 percent of GDP.

Although the United Statesand Japan are at the extremeendsof the
savingsspectrum among mgor industrial countries, the same pattern
of behavior can be observed among the other industrial countries as
well. More than a decade ago, Charles Horioka and | studied the
relation between national saving rates (relative to GDP) and the
correspondingdomesticinvestment rates among the twenty-fourindus-
trial countries of the Organization for Economic Cooperation and
Development (OECD) (Feldstein and Horioka, 1980). We found that
each extradollar of sustained savingin acountry leadsto a sustained
increaseof 80 to 90 centsin fixed investment and inventory accumu-
lation.

Thisestimate of a* savingsretention rate’” of 80 to 90 percent has
turned out to be remarkably robust. The Feldstein-Horiokastudy has
been replicated and extended by many other researchers,but dwayswith
similar empirical results. Mussa and Goldstein discuss the attempts
by someeconomiststo explain avay thisresult asastatistical artifact
rather than a fundamental economic fact and correctly reject those
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explanations. They aso providea very useful discussion of some of
the reasonswhy savingstend to remain in the country in which they
originate.

I will extend their discussion with afew remarkson five aspects of
thisissue.

First, it is useful to note that the investment-saving relation that |
have been describing refersto national saving and not just to private
saving. Moreover, dtatistica estimates (Feldstein and Bacchetta,
1991) show that total domesticinvestment respondsin the same way
to changesin private saving and to changesin government saving (or
budget deficits). Thisreinforcestheconclus onthat thecausationgoes
from internationa differencesin saving rates to international differ-
encesin investment rates rather than the other way around.

Second, it should be stressed that the investment-saving relation is
along-tern relation based on comparison of decade-averageinvest-
ment ratesand decade-averagesaving rates. Y ear-to-year fluctuations
in nationa saving are often balanced by changes in international
capital flows, but thisdoes not continue when the savingsdifferences
are sustained.

In the United States, theincreased budget deficit in theearly 1980s
led to a capita inflow and the associated trade deficit. This link
between the two was widely noted and frequently referred to as the
problem of thetwin deficits. But that link between the budget deficit
and the trade deficit (and capita inflow) was temporary. Between
1987 and 1990, the U.S. current account deficit declined from 3.6
percent of GDPtoonly 1.6 percent of GDP even though the persist-
ence of the government deficit and the decline of private saving
actually caused the U.S. net private saving rate to declineover these
years. Thedeclinesin U.S. national saving and in the capital inflow
have been matched by a corresponding declinein investment as a
share of GDP.

A third aspect of the estimated saving-investment relation that
should be kept in mind isthat it is an average relation based on data
for across-section of countries. Thereisgood reasonto believe that
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the saving retention coefficient may differ among countries. Some
evidenceindicatesthat thesaving retentioncoefficientisin fact lower
within the European community than it is for the OECD asa whole
and may be declining as those capital markets becomemore closely
integrated.

Mussa and Goldstein note that estimates of the saving retention
coefficient in less developed countries (LDCs) are generally lower
than estimates of the coefficient in the industrial countries of the
OECD. They say that they are surprised by this result since the less
devel oped countrieshavel essdevel oped capital marketsand aremore
dependent on domestic saving to financelocal investment. My judg-
ment is that the low estimated saving retention coefficient for the
LDCsreflects the difficulty of measuring saving rates accurately in
less developed countries where much of the economy is rural and
much of the saving and investment is done within households or
villages. Because the country-to-country differencesin saving rates
are not accurately measured, theimpact of thetrue underlyingdiffer-
ences in saving rates cannot be accurately assessed. This is the
traditiona "'errorsin variables" estimation biasthat is well known to
cause estimated coefficients to understate the corresponding true
parameter values when the explanatory variable is measured with
randomerror.

My fourth comment deals with foreign direct investment. | have
recently been studying the effect of foreign direct investment (both
inbound and outbound) on overall domestic investment rates. As a
by-product of that study, | have found that taking foreign direct
investment into account does not alter the estimated saving retention
coefficient.

Finaly, as Mussa and Goldstein note, a high saving retention
coefficient suggests that the Eastern European countrieswill haveto
financetheir own investmentswith national saving. Mussaand Gold-
stein are optimistic that these countries will have high saving rates
justasKorea, Taiwan, and other Asian newly industrialized countries
(NICs) did. That is certainly possible. One reason is that there was
relatively little private saving during theyearsof Communist power.
Since national saving is the difference between the saving of the
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saversand the disaving of the disaversand thereislittle past private
saving to disave, national saving can be high even if the current
workersdo not save a particularly high rates.

But there are reasons to worry that saving in Eastern Europe will
not be ashigh asitisin the Asan NICs. In particular, | worry that the
combinationaf high retirement pensionsprovided by thegovernment
and ageneroussafety net will leavelittlereason for mostindividuals
to save. If s0, highinvestment levelswill requireacapital inflow from
abroad. It isimportant for those countriesto providegood investment
opportunities to foreign investors if they are to attract such funds.
Despite the generdly high saving retention coefficient, these rela-
tively small economiescan competesuccessfullyfor theinternational
pool of investablefundsfor adecadeor moreif they dooffer attractive
enough investment opportunities to foreign investors.

The European exchanger ate mechanism

Althoughthisconferencedeal swith theintegration of world capital
markets, it isinteresting to ook at thesomewhat narrowerissueof the
integration of capital markets within Europe. The end of capita
controls within Europe was a very important step toward capital
market integration within the European Community. It wasa sothe end
of capital controlsand the availability of internationally mobile short-
term capital that madeit impossibleto sustain artificia exchangerate
levels. The result was the realignments of exchange ratesin thefal
of 1992 and in the summer of 1993 and the decision to shift to ade
facto floating exchange rate system. It is still very much a managed
float, but with the bands widened to 15 percent limits it can be
described accurately only as afloating rate system.

All of thisputsthepossibility of full monetary union further off into
the twenty-first century and increases the probability that it won't
happen at all. As many of you know, | think this is a favorable
development for the economic well-being of Europe (Feldstein
1992b, 1992¢, 1993). | would aso cal attention to an articlein the
Financial Times on August 15, 1993, that described a study by the
staff of the European Commissionitself that concluded that monetary
union would significantly increase the rate of unemployment in the
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European Community. That study was apparently completed some
time ago, but had been suppressed until now.

Capital mobility and monetary policy

Discussionsof increased global capital market integration inevita-
bly raiseconcernsabout theeffect that it hason the Federal Reserve's
ability to make monetary policy and on the efficacy of monetary

policy.

| believethat thecommon assertion that increasedintegration of the
world capital markets weakens the Fed's ability to make monetary
policy is wrong. There is smply no evidence to support such an
assertion. If monetary policy is defined by changes in short-term
interest rates, there has been no reduction in the Fed's ability to
achieve the changes that it wants. If monetary policy is defined by
changesin a broad monetary aggregate like M2, the difficulties that
the Fed has been experiencing reflect the very limited scope that
remainsfor reserve requirementsrather than the greater international
linksin capital markets.

Does the mobility of capital affect the impact of monetary policy
on theeconomy?My reading of theevidenceisthat it strengthensthe
effectivenessaf monetary policy by addinganimportantinternational
trade channel and an important price channel to the ways that mone-
tary policy affectsthe domesticeconomy.

Consider theexperienceof theearly 1980s. It was clear that the Fed
was taking a tough stand and was determined to reduce the rate of
inflation. That determination made dollar assets less risky and con-
tributed to the rise of the dollar. The increase in the dollar reduced
inflation directly by lowering the cost of imports and by forcing
domestic firmsto reduce their pricesto compete with the lower cost
imports. More generaly, therisein real interest rates that resulted
frommonetary andfiscal policiesincreased thevaueof thedollar and
thereby reduced inflation and demand. These international channels
mean that monetary policy doesnot haveto get all of itseffect through
the traditional domestic route of changes in fixed investment and
inventories.
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Futuredevelopments

| turn finally to some speculation on what might change in the
future. Savings retention coefficients may well decline in the years
ahead. That decline would reflect financial innovationsand the grow-
ing sophistication of institutional investors and corporate financia
officers.

Cross-border portfolio investments may increase as institutional
investorsrecognizethat international diversificationreducesrisk and
can result in both higher yields and lower variability than current
portfolios. In thefixed income markets, the availability of long-term
derivatives also permitsingtitutional portfolio investorsto hedge the
currency risk while diversifying the interest rate risk. Similarly,
corporations may do more cross-border borrowing using long-term
swaps to eliminate unwanted currency risks.

But while such trends are under way, we are still far from afully
integrated world capital market. For now, the key feature of the
international capital market is still a high degree of short-term inte-
gration combined with a strong tendency for most saving to remain
and be invested in the country where the saving is done.
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Commentary: The Integration of World
Capital Markets

Robert A. Johnson

The fine paper by Mr. Goldstein and Mr. Mussa encompasses a
broad set of issues related to the history, measurement, and policy
implications of international capital market integration. In my com-
ments| will not focus on theempirical puzzles discussed in the paper
asthe other discussant, Dr. Feldstein, is much better acquainted with
those questions and much better qualified to explore their resolution.
Rather, | will focus on the recent episode in the European exchange
rate mechanism (ERM). In particular, | will articulate my perception
of what happened and why, look at some proposed reformsand efforts
to repair the ERM in the context of aworld economy that isadjusting
to the presence of new "emerging regions,” and finally, | will specu-
late on where the next systemic crisis could arise.

ThecrisisintheERM: History

The disintegration of the exchange rate mechanism is a textbook
case of re-equilibration of markets in the aftermath of ashock to the
real sector. Thefiscal consequencesof German reunification drove a
wedge between Germany and non-German Europe. Theruleof thumb
from textbook macroeconomicsisthat real shocksrequirerea exchange
rate adjustments while financial shocks can be contained without
adjusting the system.

Thealternativeview of theERM crisisthat iscited in somequarters
explains this episode as an example of "' excessive speculation,” or as

323
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an " Anglo-Saxon plot™ to undermine an otherwise sound and stable
system. | believe such a view iswithout foundation.

The key challenge for the ERM was how to implement the real
exchange rate adjustment given the divergence of fiscal policies
between Germany and non-German Europe in the aftermath of Ger-
man reunification. One way would have been to adjust nominal
exchange rates. The non-German European countries were unwilling
to do thisbecause they were attempting to import credibility from the
Bundesbank and to submit to arealignment would have been asetback
in that endeavor.

The second means of adjustment involved maintaining fixed nomi-
nal exchange rates, within the bands, and allowing an inflation differ-
ential to emerge between Germany and non-German Europe. In that
manner an adjustment in thereal exchangerate could beaccomplished
as Germany's competitiveness deteriorated through higher relative
inflation. Note theemphasison relative inflation. That led to the key
question: What would be the absolute level of German inflation that
the Bundesbank would tolerate? |f German inflation were held down,
thecredibility of the Bundesbank would be maintained but theimpli-
cation was that the level of inflation or perhaps deflation that would
be required in non-German Europe to facilitate the change in real
exchange rateswould be very difficult to achieve. When the Bundes-
bank would not tolerate inflation rising much above 4 percent, the
downward pressure on prices and activity in most other countriesin
theERM with high unemployment became too much to bear for their
political economic equilibrium. This is where the markets got wind
of the weakness of the ERM system. Raising interest rates to defend
the currency parity no longer worked in the traditional manner of
stabilizing the system because interest rates that were too high to
stabilize the real economy were viewed as unsustainable by market
participants. Reserves were drained by the private investors and the
boundaries broke down.

Reform of the ERM

The question of reform of the ERM isnow potentially quite impor-
tant. In this stagnant environment the temptation for governmentsto
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engage in devaluation to export deflationary pressures isquite strong
and asystem that discouragesthat may be quite helpful in stabilizing
commerce in Europe.

The remedies to exchange rate system malfunction that are pro-
posed tend to be of two varieties. They can be classified aseffortsto
inhibit private sector errorsor aseffortsto reduce policymaker errors.
Floating exchange rates with capital mobility, as we have seen, tend
to punish policymakers errors. What some call a problem may
actually be aremedy.

In the first category, efforts to inhibit private sector errors from
being introduced into the price system, is the "sand in the gears”
proposal first espoused by James Tobin. Variousformsof transactions
taxes or margin requirementsare proposedfor inhibiting " specul ative
excess." One cannot deny that there is a possibility of speculative
excess. The bootstrap bubblein the U.S. dollar in early 1985 was, in
my view, an instance where the financial market got off on a tear,
created an exchange rate misalignment, and produced an adverse
impact on the real economy.

But is that the malady the ERM suffered from in this instance? |
believe that this episode was the result of an error made by policy-
makersin the ERM. That error was reluctance on the part of govern-
ments to adjust exchange rate parities pro-actively when adjustment
was warranted. Something waslost in the process of avoiding adjust-
ments, until such time that the imbalances became so profound that
theinternationa capital marketsforced them. What was|ost was the
credibility of European policy officials. It will now take some time
for those officials to rebuild their credibility, though some seem
tempted by capital controls and other mechanisms as an alternative
and short cut to regaining their influence over markets.

In the current climate, many public officials are actively engaged
in the ritual of scapegoating and painting a portrait of how they are
trying to protect their innocent populations from speculators. | find
this unfortunate. | fear that the new design of the European financial
systemwill becompromised and poisoned by thisritual of scapegoat-
ing and efforts to regain " control™ by policy officials. | would argue
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that the degree of policymaker control should be heartily debated as
part of the process of system reform. The redesign of the European
exchangerate mechanism should be donesoberly accordingtocriteria
that seek to promote economic welfare of European citizens and
policymaker desire to avoid further embarrassment or the psychic
rentsappropriated by those managing thesystemshould begiven little
weight in the process. If theproblemisoneof policymaker reluctance
to adjust, putting sand in the gears or introducing capital controls
would only serve to prolong the disequilibrium and lead to an even
more violent and brutal re-equilibration ultimately.

Both private market participants and policy officials are human and
therefore capable of introducing error into the price mechanism. No
one has amonopoly on wisdom in either the private or public sector
and doing things to restore "' control to policymakers may not bein
the best interest of the citizens of Europe. Despite the difficulties of
implementation, sand in the gears may be a remedy for markets
plagued by flawed investors. But it certainly does not address the
problem created by policymakers maintaining flawed policiesin the
face of areal shock when exchange rate adjustments are needed.

What are the criteriafor good reforms? How does one construct a
fixed but adjustable system? If one wants pure fixity, | agree with
Andrew Crockett's view that one should go directly to monetary
union. If that is unfeasible then one must look at the process of
adjusting from one stable regime to another. | strongly applaud Jacob
Frenkel for his comment at this conference when he says that a
system's performance should be measured by itsresponseto episodes
of stress. At present, the credibility of the system is shattered. But the
exchange rates do not appear to be far out of line with equilibrium
value in the aftermath of German reunification. Adjustment to that
shock appears nearly complete. The problem with refixing exchange
rates is that no one can guarantee that there will not be another real
sector shock that disturbs relative value in Europe. German reunifi-
cation may have been more than two standard deviations from the
mean shock. But one does not now put the system back together on
the basis that there will be no more stress. One question that should
inform efforts and design and rehabilitation of the ERM is how will
asystem handle the next shock of significant proportion?1 think the
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key questionfor thesurvivability of systemspromotingexchangerate
stability is: How does one get policymakersto preemptively adjust
exchange rates when real exchange rate adjustment is necessary?
Fixity in normal times and flexibility with preemptive adjustment
when stressfrom real shocksis strong is the prescription. The diffi-
culty isinthedetails.

| believe that one important element in the details is to keep the
bands wider, say 6 percent plusor minusfrom the central rate. Then
policymakers can make adjustments by overlapping the bands on
devaluations. If one movesdown 6 percent then the old bottom of the
band becomes the new central rate. Speculatorsmust beware because
in the lower haf of the band prior to devaluation thereis scope for
experiencing lossesif the currency appreciatesafter a6 percent band
adjustment. Wider bands aso serve to penaize speculators if the
devaluationis notimplementedfor thereisalonger roomto run if the
market turns around.

Both factors tend to make the speculator more wary and tend to
stabilize the currency and dampen reservelosses provided that poli-
cymakers did not delay until a very large devaluation of 15 or so
percent were required to re-equilibrate the market.

Thereis another detail of system design that deserves attention as
well. Itisthe problemof the distribution of the burden of adjustment
between countries. | think it isquiteimportantin thiscontext of sack
activity in Europe. As Keynes pointed out at thetimeof theformation
of Bretton Woods, asystem does not function well when the weaker
currency country is called upon to do al of the adjustment.

On the other hand, in this instance, had Germany been forced to
ease monetary policy in the face of thefiscal burden of unificationit
would have diminished theincentivefor other nationsto agreeto an
exchangerrate realignment.

Some, particularly in Europe, may feel that having a system that
forced Germany to ease monetary policy would have been preferred
to the current debacle. That may be. Y et if Germany had been forced
to ease aggressivelyand tolerate asignificantly higher rate of inflation
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they would have lost that precious credibility that so many European
governments have been craving to hitch their wagonto in thelast few
years. A system without anchor is a flotilla. | would argue that
preemptive exchangerate adjustment wasfirst best, Germany's being
induced to reflate was second best, and the current system in tatters
isthird best. Thechallenge | would posefor policymakers putting the
system together again is to examine the interaction between the
incentive to adjust exchange rates and the mechanism for burden
sharing in defense of the system.

Theglobal challengeto Europe

The design parameters of the system and allowance for flexibility
and adjustment are quite important to my mind because, while there
may not be an intra-European shock of the proportion of German
reunification, the world economy is struggling to adjust to the inte-
gration of theemerging countriesof Asia, Europe, and Latin America.
| sense that this is a horribly difficult period for politicians in the
mature capitalist democracies. Rising education levelsin the devel op-
ing nations, computer-aided manufacturing technologies that replace
skilled labor, and telecommunications that permit multi-plant global
production combineto create asupply shock to manufacturing located
in the Organization for Economic Cooperation and Development
(OECD) nations.

In the medium to long run, the allocative efficiency of reorienting
production to these lower cost areas will combine with the rising
living standards, consumer spending, and infrastructure building in
these emerging regions such as China, the ASEAN nations, India,
Argentina, Brazil, Mexico, and some parts of Eastern Europe. This
will ultimately provide a stimulus to jobs and improveliving stand-
ardsin the OECD nations asthey export to these vibrant new regions.
But in theinterim, the stress on the profitability of businesses that are
uncompetitive, the loss of jobs, the decline in real wages in many
traditional sectors, the declining government revenue, and therefore
the reduced capacity for public sector investment, and the dampened
incentivefor privateinvestment at home combine to makethe policy-
maker's challengeformidablein thetraditional industrial nations. The
burden on elected representatives has to be extraordinary as the
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demand from the body politic for some aleviation of the pain of
transition makesitself felt.

Monetary policies are too tight in Europe presently. Y et business-
men complain that wages are too high and that labor is unredlistic.
The problem isnot one of inflation but that thelevel of competitive-
ness is way out of line with the emerging market nations. What is
needed is not deflation of nominal wages with a constant exchange
rate, but again in competitivenessaccomplished by a nominal depre-
ciation of European currencies against the dollar and dollar-pegged
currencies of Asiaand Latin America

In this period of underemployment and slack capacity it is very
difficult toimaginethat anominal exchange rate depreciation will not
lead to real exchange rate depreciation.

Itiswell known that monetary policy hasan impactonfiscal deficits
through influencing the interest cost of public debt. But even leaving
asidetheimpact of theinterest on thedebt, monetary and fiscal policy
are not independent. Asthe pain of the adjustment burden intensifies,
monetary policy thatistoo restrictive tendsto inducefiscal expansion.
Fiscal deficits expand asthecyclical declinereducesrevenue and the
cry for help inspires government spending by survival-oriented
elected representatives.

When it comes time to decide whether to finance these shortfalls
through higher taxes or through bond issuance, the international
investors step up to the plate with oodles of liquidity making it easy
for the bond finance route to prevail. At the same time, the future
generations of young taxpayers who will inherit that debt burden do
not yet scare the politicians while current taxpayers, aching from a
slump and angry, are afrightening prospect. Ricardian equivalenceis
an elegant notion but it will hardly appease my grandson when he
pays the bill. The path of least resistance, despite pronouncements
from authorities, isfor debt and deficit to GNP ratios to march ever
upward. We are living in an era of price stability, central bank
credibility, and fiscal laxity. These things are not independent.
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A sovereign debt crisisin the OECD?

If thereis one areal could cite today as a candidate for mispricing
of risk, and therefore financial crisis, in thecoming yearsitisin the
areaof sovereign debt in some OECD countries, particularly in some
of the European countries that are small in relation to the wealth
deployed in international capital markets. Mr. Goldstein and Mr.
Mussa suggest that onerolepolicymakers should play isto ensurerisk
is adequately priced internationally. | wonder if they can play such a
role when the price that is too high is the price of government debt,
the good that public officials can influence. | do not think the risks
are imminent. Yet if we follow present trends of bond-financed
deficits for another five to seven years, the problems of sovereign
credit risk could become acute.

What can be done about this from the standpoint of central banks?
Rather than the traditional case where the central bank holds out the
carrot of lower interest rates, we now are in an environment where
lower interest rates are a precondition for growth, whichin turnisa
precondition for the political courageto addressthefiscal imbalances.
The Federal Reserve, led by Chairman Alan Greenspan, has lowered
interest rates tofacilitate the return of growth in the United States and
the Congress and the President have recently passed legislation to
addressthe U.S. fiscal problems. One may not approve of thecontents
of that legislation; | do not want to debate that here. My point isonly
that the Federal Reserve helped tofoster an economic climate that was
conducive to fiscal deficit reduction. | can therefore comfortably
conclude with applause for the home team and thanks to the Federal
Reserve Bank of Kansas City for including mein its program.



Monetary Policy |mplications
of Increased Capital Flows

Andrew Crockett

I ntroduction and overview

Thegrowing integration of world capital marketshasled to major
changesin theenvironment for monetary policy. It hasbroadened the
rangeof considerationsthat need to be taken into accountin decisions
about the choice of exchangerate regime. It has undermined the use
o intermediatetargetsfor domestic monetary policy. And it hasmade
international policy coordinationboth morecomplex and moreimpor-
tant. In exploring theseissuesthe perspectiveof thispaper will be that
of practical decisionmaking, rather than theory.

A good place to start isthe so-called ' impossibility theorem.” This
holdsthat policy authorities cannot simultaneously and continuously
follow the three objectives of free capital mobility, fixed exchange
rates, and an independent monetary policy.

Something hasto give. But isit asimplematter of choosing one of
the threegoal s to abandon, and then pursuing the other two? Thisis
an oversmplification. Even with extensive capital controls, thereare
limits on how far it is possible to pursue an independent monetary
policy without putting exchangerate stability at risk. And eveniif the
exchangerate is allowed to float, monetary policy cannot be entirely
independent of what is happening to the externa vaue of the cur-

rency.
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The question cannot be put in absolute terms. Now that global
capital marketshave become integrated, theissueisrather oneof the
relative importance attached to exchange rate stability and domestic
monetary independence. n seekingan optimal tradeoff, policymakers
will have to be aware of capital market responses to their policy
actions.

In any discussion of the impact of increased capital flows on
monetary policy, afirst step is to assess the extent to which capital
mobility hasgrown. Thefirst section of this paper exploresin more
detail thefactorsthat have contributed to greater capital movements.
It provides some statistics to illustrate the explosive growth of cross-
border capital flows in the past few decades. And it considers the
extent to which the global capital market is now fully integrated, or
whether significant differencesin investor preferences remain, such
that monetary authorities can indeed influence conditions in their
respective markets.

From one perspective, it can be argued that capital mobility is now
effectively perfect, in that formal impedimentsto cross-border capital
flowshave been removed in al the mgjor industrial countries,and the
volumeof transactions hasincreased manyfold. Arguing aong these
lineswouldlead oneto the conclusionthat expectedyiel dsin different
currencies (after due alowancefor expected exchange rate changes)
would be equalized. Currency denomination would then become
largely irrelevant in borrowing and lending decisions, even under
conditionsof floating. Domestic monetary policy could affect therate
of inflation in domestic currency but not the effective interest rate
faced by borrowersand lenders.

Alternatively, and in my view more redisticaly, one can view
national capital markets as still being separated by the currency
preferences and habits of market participants. Uncertainties with
regard to thefutureevol ution of interest and exchangerates mean that
agents are not indifferent as to the currency denomination of their
assets and liabilities. In addition, tax considerations influence the
preferred form of yield (interest return versus capital appreciation).
Moreover, stickiness in domestic wages and prices means that resl
interest rates can vary from country to country even if theyieldsin
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different currencies do not. This suggests that domestic monetary
policy retainsthe power to influenceeconomicbehavior, and can have
asignificant effect on cyclical developments.

Clearly, the scope for an independent domestic monetary policy is
greater if exchange rates float. But floating has its own costs, espe-
cidly if it leads to volatility and uncertainty in real exchange rates.
Monetary authorities need to balance these costs against the advan-
tages of greater freedom in setting domestic policies. The second
section o the paper therefore discusses the choice of exchange rate
regimein conditions of capital mobility.

The polar choicesarefreefloating and fully fixed exchange rates.
The argumentsin favor of each arefairly well known, and the basis
for areconciliation of the argumentsexistsin the optimum currency
arealiterature.! (Unfortunately, the theoretical insights of thislitera-
ture have proved difficult to trandate into practica guidance for
decisionmaking.)

A magor policy issue, particularlyin thewake of theturbulencein the
Europeanexchangeratemechanism (ERM) over thepast year, iswhether
"middle way" solutions, involving fixed-but-adjustable exchange
rates, have been rendered more unstable by the growth of capital
flows. In my view they have, so that a protracted period of fixed-but-
adjustable rates with narrow marginsis unlikely to provideasmooth
"glide path” for the eventual achievement of European Monetary
Union (EMU).

After acountry has chosen itsexchangerate policy regime (fixed,
floating, or fixed-but-adjustable) it then has the task of adapting its
domestic monetary policy to this environment. The third section of
the paper deal swith a number of issues connected with the formula
tion and implementation of monetary policy when capitd is mobile.
In other words, what should be the ultimate objectivesof policy, and
what instruments and intermedi ate targets should be employed?

Thisisarelatively simple matter for countriesthat have chosen to
fix irrevocably to adominant anchor, although even for them, issues
arise as to how much of theroomfor maneuver provided by exchange
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rate bands should be exploited. The issue is more complex and
substantivewheregreater exchangerateflexibility isconcerned. Once
again, theroleof thecapital movementscan be acomplicatingfactor.
Capital movements can obscure the signals being provided by, for
example, monetary aggregates. In addition, asiswell known, policy
actions can lead to exchange rate "' overshooting, when the speed of
responsein goods and financial markets differs.2

Understandingtheissuesinvolvedin the choice of domestic policy
regime hasbeen grestly advanced by thetheoretical insightsprovided
by theliterature on rational expectations, time-consi stency, and repu-
tation effects. The new framework for monetary policy in the United
Kingdom, which | will describe briefly in this section, owes much to
our growing understanding of theroleof credibility.

The fourth and last section of the paper covers the question of
international cooperation. This is a more contentiousissue than it
might appear at first sight. Someinfluential observers3have argued
that international policy coordination is, in effect, a snare and a
delusion.Countriesshoul dfocuson getting their own macroeconomic
policiesright. Open trade and free capital marketswill do thejob of
international adjustment, and will in the long run provide a more
stableexchange rate environment than will result from activist coor-
dination.

Thereismuch in this view with which to agree. Certainly, respon-
sible international behavior has to be based on stability-oriented
domestic macroeconomic policies. And market forces ought to play
the dominant role in determining trade and investment flows, and the
pattern of exchange rates. Going against the grain of market views
has almost invariably met with failure.

In my view, however, there remains an important role for policy
coordination. Itisbased fundamentally on what we havelearned about
the behavior of international capital flows. International capital flows
clearly influence the transmission of monetary conditions across
countries. Experience also seems to suggest that they can lead to
sustained misalignmentsin exchange rates. The overvaluation of the
U.S. dollarin theearly 1980sis perhapsthe most striking example of
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this. Why should such misalignmentsoccur?Part of thereason liesin
the overshooting phenomenon referred to earlier. Partislesseasy to
explain, but may be related to "herd ingtinct” among investors, dis-
cretereappraisalsof prospectsfor political stability, and other hard-
toquantify factors.

In thisfourth section of the paper, therefore, | will try to evaluate
thecasefor international coordinationof monetary policies.| will also
touch on the objectives that coordination can legitimately seek to
achieve, as wdll as proceduresfor coordination. Such coordination
can be pursued both within fixed rate regions, such as the ERM, as
well asamong the three major currency blocs.

Thegrowth of capital flows

The past two or three decades have seen enormouschangesin the
world's capital markets.** If anything, the pace of change has accel-
erated in the past ten years. In large part, this has been areflection of
the growing ascendancy of the free market philosophy, and the
recognitionthat theefficient functioning of capital marketsisacentral
element in improving resource allocation in the real economy.

An important step in the growth of cross-border financial transac-
tions was the removal of exchange controls. In the 1970s most
industrial countries retained quite far-reaching exchange controls.
The United States, Canada, Germany, the Netherlands, and Switzer-
land were themajor exceptions. Now, virtually al industrial countries
have abolished such restrictions. As a result, domestic and offshore
markets have becomeincreasingly integrated.

Just assignificanthasbeen liberali zationand deregul ation in domes-
tic markets. Asrecently asten or fifteen yearsago, significant restric-
tions existed in most countries, covering geographical location and
spread of businessof financial firms; interest rates paid to depositors;
accessto new issue markets; and so on. At thesametime, cartel-type
arrangements among financia institutions were officialy tolerated
and sometimes used to support quantitative and even interest rate
controls on lending.
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By the early 1990s, most of these controlshad disappeared. Those
that remained were greatly reduced in scope. None of the large
industrialized countriesnow retainceilingsor other major constraints
on lending. Reserve requirements on banks have been lowered, and
compulsory portfolio investment requirements on other financia
institutions have been eased.

Themoreliberal regulatory environment undoubtedly contributed
to developmentsin financial technol ogy. (Of course, thecausality was
two-way: financial technology madeit easier to avoid regul ations, and
thus hastened their demise.) Whatever the precise causal sequence,
the spectrum of available financial instruments has been greatly
enlarged. This has partly been the result of traditiona financia
instruments being issued in new countries and currencies. More
significantly, perhaps, derivative instruments have been developed to
facilitate new forms of hedging and position taking.

Information technology has played arolein this. High-speed com-
puters havedramatically lowered the costsof processinginformation
and executing transactions. This has, in particular, facilitated the
development of highly sophisticated derivative products. It has made
possible an explosion of gross financia transactions, relative to
underlying asset stocks.

Other devel opments that have contributed to the growth of capital
markets include securitization, and theincreasing ingtitutionalization
of investment activity. Securitization has greatly increased the share
of financial liabilitiesand claims that are readily tradable. And the
concentration of portfolio management in more sophisticated institu-
tional investors has resulted in growing demand for (and supply of)
derivative products, as well as an increased willingness to trade
securities across currency boundaries.

The combination of domestic financial liberalization, the removal
of cross-border controls, and technol ogical advance has resulted.in a
dramatic growth in international financial transactions. A few statis-
ticswill servetoillustratethispoint. In the United States, for example,
grosstransactionsin bondsand equities betweendomesticand foreign
residentswerejust under 3 percentof GNP in 1970, had risento almost
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10 percent of GNP in 1980, and were not far short of 100 percent in
1990 (Table 1). Thefiguresfor the United Kingdom are even more
striking. Although data are not available for the early years, the
existenceof exchangecontrol ssuggeststhat cross-border transactions
in securities must have been very small in 1970, yet amounted to
almost 700 percent of GNPin 1990. Other countriesal so show sizable
increases, and the fact that thelevel of transactionsis still far below
that of the United Kingdom suggests there is substantial scope for
further growth.

Tablel
Cross-Border Transactionsin Bondsand Equitiesl
(asapercentaged GDP)
Countries 1970 1975 1980 1985 1990
United States 28 42 93 364 %25
Japa’] n.a. 15 70 605 1186
Gemany 33 5.1 75 39 575
France na. na. 8.4> 214 533
Ity na. 09 11 40 267
United Kingdom na. na. na. 3675 690.1
Caneda 5.7 96 9.6 267 638

;Gross purchases and sales of securities between residents and nonresidents.
1982.
Source: BIS Annual Report 1992, p.193

Derivativemarketsareamorerecent phenomenon, but their growth
has been no less striking, as may be seen from Table2. Perhaps most
relevantinthecontext of theimplicationsfor monetary policy, foreign
exchangetransactions averaged some $880 billion aday in 19926—
roughly sixty times the volumeof world trade in goods.

What does all this mean for domestic monetary policy?

Oneextreme would be to argue that world capital marketshad now
become s perfect that thecost of finance waseffectively equal in al
markets, with differencesin nominal interest rates simply offsetting
expected exchange rate changes. This would imply that shiftsin
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The Expansion of Selected Financial Derivative Markets

(notional princ[i)pal amountsin billions
of U.S. dollars!)

Instruments 1986 1987 1983 1989 1990 1991
Exchange-traded 583 724 1,300 1,762 2,284 3518
instruments
Interest rate options 516 609 1,174 1,588 2,054 3,231
and futures
Currency options 49 74 60 66 72 77
andfutures
Stock index options 18 41 66 108 158 210
and futures
Over-the-counter 500 867 1,330 2,402 3,451 4,0802'3
instruments
Interest rate swaps 400% 683 1010 1,503 2312 2750%
Currency and 100° 184 320 449 578 700%°
interesf/currency
swaps

_ _ _ 450 561 630
Grand total 1,083 1,591 2630 4164 5735 6900™
Memorandum items: 0.27 031 047 0.64 076 1007
Ratio of grand total
to: Intebrnational
claims’ of BIS
reporting banks
OECD GDP 0.10 0.13 0.19 0.29 035 040
! Amounts outstandi ng at yearend.
2Estimate.
3Tune.

4 Adjusted for reporting of both currencies.
?Caps, collars, floors, and swaptions.

‘cross-border and local foreign currency claims.

'Estimates on the basis of June figures.
Source: BIS Annual Report 1992, p. 192.
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domestic monetary policy had rather little effect on real economic
activity evenin theshortrun. Thealternativeview isthat theexistence
of different currencies,whoserel ative valuescan change, does distin-
guish assets with different denominations. Economic agents will, as
a result, respond to changes in interest rates on domestic assets.
Monetary policy, in other words, can affect economic activity in the
short run, aswell asthe rate of inflationin the long run.

The argument that capital movements can negate an independent
monetary policy, even when exchange rates are floating, runs as
follows: economic agents allocate their portfolios so that returns,
denominated in a common currency, areequalized a the margin. In
making this calculation, they will add capital appreciation (deprecia-
tion) to any running yield. If the authoritiesin one country lower the
yield on short-term assets, their currency will fall in exchange mar-
kets, so that theinterest rate changeisexactly offset by acorrespond-
ing change in the expected appreciation (depreciation) over the
holding period. If ultimate borrowers and lenders are indifferent to
thef or min whichthey pay (or receive) theyield on an asset, they will
""see through” the change in the nomina interest rate, and avoid
changing their behavior.

The paradigm just sketched could be considered perfect currency
substitutability. It leadsto aconclusion madefamiliar by McKinnon.”
Thisisthat domesticmonetary policy affectsessentially theexchangerate
among currencies. Monetary conditions(that is, interest rates adjusted
for exchange rate changes) can only be changed by collective action
by issuing monetary authorities acting together to affect the world

money supply.

To my mind, the foregoing analysis overlooks two crucia factors
which, in the red world, restore some freedom of maneuver to
monetary authorities. First, goods and factor prices are agood dedl
more sticky than theexchangerate. When monetary policy causesthe
exchangeratetofall to maintain capital market equilibrium, nosmilar
adjustment takes place in goodsand factor prices. An exchange rate fall
is therefore associated with afall in real factor costs (that is, factor
costsexpressedin world prices). Thisleadsto an increasein competi-
tivenessand a "' crowding-in" of domestic production.
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A second factor helping restore autonomy to domestic monetary
policy isimperfect substitutability among assetsin different curren-
cies. Although portfolio holders ought in principle to be indifferent
between interest return and capital appreciation, it ishard to believe
that risk aversion does not play a role. Exchange rate changes are
notorioudy hard to forecast, and interest differentials have proved to
be extremely poor predictorsof futurecurrency movements.® In such
cases, many investors and borrowers are likely to remain in their
"preferred habitat™ of domestic markets, notwithstandingsomeincen-
tive to go outside.® In addition, where borrowing is constrained by
current cash flow, achangein thecurrent servicingcostsaof borrowing
may affect behavior,even whentheoverall costsof borrowingremain
unchanged. A further impact on behavior may be introduced by
differencesin the tax statusof incomeand capita gains.

My tentative conclusion is that, even when there is considerable
capital mobility, countries can acquire a degree of monetary policy
independenceif they are prepared to forego control of theexchange
rate. In moreconcrete terms, acut in domesticinterest rateswill have
an effect on domestic savings/investment decisions that will not be
offset by an accompanyingexpectation of subsequent appreciation of
theexchange rate.

Capital flowsand the choicedof exchangerateregime

Thechoicedf exchangerate regimeisakey elementin establishing
theenvironment for domestic monetary policy. Thissection therefore
considersa number of issuesrelated to thisdecision. Redlistically, of
course, the choice is mainly relevant for small and medium-size
countries. The currencies of the three mgor countries, the United
States, Japan, and Germany, arelikely tofloat against oneanother for
theforeseeablefuture. Other countries, however, can chooseeither to
let their currencies float freely, to peg them irrevocably to another
currency or groupof currencies, or to adopt someintermediateregime
of fixed-but-adjustablerates. Thisquestionisparticularly relevant for
European currencies.

Beforegettinginto the substance, abrief terminological digression
may be helpful. | will reserve the definitionfixed exchangeratefor a
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Stuation in which the authorities of the country concerned have
expressed their intention not to changetheir currency's parity interms
of its peg and this commitment is regarded as fully credible by the
markets. | will definea floating exchangerate as one where the value
of acurrency isallowedto vary continuously in responseto changing
market conditions. A fixed-but-adjustable arrangement is one where
markets perceive the possibility of a step change in the value of a
currency as a result of an administrative decision. This taxonomy
obvioudy does not capture all possible regimes: acrawling peg, for
example, involves paritiesand margins, but can be designed to avoid
discrete changes in market rates. Target zones aso can combine
elements of fixity and flexibility without requiring step changesin
rates.

Thedegree df capital mobility can be animportant considerationin
which exchange rate regime to adopt in practice. It will be my
contention in this section that capital mobility adds to the stabilizing
properties of both fully fixed and freely floating exchange rates.
However, it adds to the destabilizing propertiesof fixed-but-adjust-
able systems. This means that countries are pushed toward the two
endsof the spectrum that runsfrom fully fixed to fully flexiblerates,
leavingfewerin the middle ground. And it meansthat when countries
wish to shiftfromoneend of thespectrum to theother (say toestablish
a monetary union) they should do so only when conditionsare right
and without lingering too long in an intermediate stage.

Before examining the impact of capital flows on the choice of
exchange rate regime, it is perhaps wise to begin by asking what
functions we expect an exchangerate regime to serve. At the most
generd level, an exchange rate regime should contribute to the
achievement of internal and external balancein participating national
economies.

To be dightly more specific thegoalsare:
—to enable countriesto pursue domestic macroeconomic poli-

cies that permit the achievement of noninflationary growth,
without undue cyclica fluctuation,
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—to promote the international adjustment process through
achieving and maintaining sustainablereal exchange rates, and

—to facilitate the removal of impedimentsto or distortionsin
international trade and investment.

Fixed exchange rateshave been favored by their advocatesbecause
they are thought to provide a better environment of stability for the
growth of trade. In addition, for countriesproneto inflation, linking
to a stable anchor has often been seen as imparting a welcome
counterinflationary discipline. It is accepted that exchangeratefixing
means giving up an independent monetary policy. But the subordina-
tionof domestic policiesto an externa constraint isnot necessarily a
bad thingif cyclical conditionsin the**follower™ and*'leader'* country
do not get too far out of lineand if movementsaway from sustainable
real exchangerates are corrected relatively quickly.

It hasalwaysbeen recognized, of course, that smply fixingnominal
exchange rates does not ensure real rates that are either stable or
sustainable. A mechanismisneeded to make surethat domestic prices
move in a way that is consistent with overall balance of payments
equilibrium. Capital mobility can helpin thisconnection by ensuring
that ""good" balancedf paymentsdeficits(that is, those that reflect an
efficient use of world saving) are financed by sustainable capital
inflows. It also, | will argue, addsto the pressureto correct ™ bad" (that
is, unsustai nable) deficits.

Under fully fixed exchange rates, capital flows can help avoid
fluctuations in the domestic price level in response to reversible
movementsin thebalance of payments. Consider thecaseof acountry
with asudden increasein investment opportunities(say, asaresult of
oil discoveries). In theabsence of capital flows, domestic absorption
would haveto be cut back in order to "*make room" for the resources
used in the new investment. This processwould be reversed once the
output of the investment came on stream. With freedom of capital
movements, however, the country can tap international savings. Its
current account will initially deteriorate, and will strengthen sub-
sequently astheyield from theinitia investment builds up.
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Capital flowsal sohel pto stabilizefixed rate systems(providedthey
are credibly fixed) by preventing structural disequilibriafrom build-
ing up over time. In the absence of capital flows, a current account
deficit caused by lossof competitiveness can be financed by reserve
drawdowns and official borrowing. The effect of a weaker trade
position on domestic economic activity can be offset, for atime, by
easier monetary and fiscal policy. Eventually, however, the perpetu-
ation of inflation differentials can no longer be sustained (perhaps
because borrowing opportunitiesare exhausted). A painful and poten-
tially wasteful process of deflation becomes necessary if the fixed
exchangerate isto be maintained.

With capital mobility, however, an incipientl ossof competitiveness
can, in principle, lead more quickly to self-correcting developments.
Monetary policy cannot be eased to offset the effect of adeclining
trade positionon overall economicactivity. Fiscal policy, too, will be
constrained by the ability of domestic savers to direct their savings
abroad if they perceive the government to be over-borrowing. The
realization by |abor market bargai nersthat they cannot be™ bailed out™
by continuing inflation should help limit unredlistic wage bargains.
(Admittedly, this influence does not appear to have worked very
effectively in Germany followingreunification.) In general, however,
capital mobility helpsensurethat alossof competitivenessgivesrise
to corrective disinflationary pressuresin atimely fashion.

With floating exchange rates, too, increased freedom of capital
movementsis likely to be a stabilizing factor. If foreign exchange
markets handle mainly transactionsarising from the current account,
theprincipal sourceof exchangerate™ smoothing™ isofficial interven-
tion. If official reservesare limited, current account imbalances can
lead to undesirable volatility in the exchange rate. The existence of
efficient capital markets should alow " good deficitsto be financed
without achangein theexchangerate. Unsustainable deficitscan be
corrected through a rapid movement of the exchangerate to a new
equilibrium, at whichlevel capital inflowscan be attracted during the
period in which the current accountis strengthening. In principle, the
deeper the market for acurrency, the more stable should itsexchange
rate be in the face of temporary shocks.
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Thus, the growth of capital flows, and the growing sophistication
of international investment, should be beneficial to the working of
floating exchange rates. Broadly speaking, | believe this theoretical
expectation appliesin practice. To go further and claim that floating
ratesthereby produce optimal resultsis a more debatableproposition. It
assumestha market participantscan identify sustainablerea exchange
rates and act so as to bring actual exchange rates toward them (the
efficient markets hypothesis). Experience does not allow us to be
sanguine on this point. Nevertheless, it is not clear how far thefault
lies with the policy signals the authorities have given, and how far
with market imperfections as such. Either way, a case can be made
for adegreeaf policy coordination to manage the working of floating
rates. | will return to thisissuein thefinal section of the paper.

The stabilizing properties of capital flows are very different when
exchangeratesare fixed but adj ustabl e. Fixed-but-adjustableratesare
compatiblewith exchange market stability in the absence of capital
mobility, but become more difficult to manage as capital markets
become more integrated. This is not to say that such systems are
necessarily unstable: but the preconditionsfor successful operation
become more demanding.

In the absence of capital mobility, fixed-but-adjustable exchange
rate systems offer an attractive "middle way" between the polar
choicesof irrevocablefixing and freefloating. The element of fixity
helpsavoid the volatility that might otherwisearisefrom cyclical and
other reversiblefluctuationsin the current account position. And the
"safety-valve" of parity adjustments allows unsustainable disequili-
briato be corrected without painful domestic deflation or inflation.

Thetrick, of course, isto be able to distinguish between reversible
fluctuations in the current account and unsustainable disequilibria.
Doubtless, policymakers have often got it wrong. But when capita
movementsare limited, they will at least not be forced into making
unneeded changesin exchangeratesbecause of overwhelming market
pressure. Nor will they be required to subordinatedomesticeconomic
objectivesin order to control pressure on the exchange rate.

The situation is quite different when capital markets are fully
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integrated. The calculation that private agents make is not Smply
whether adeficitisreversibleor fundamental ,but whether theauthori-
ties may be forced into a reaignment. And if so, when and by how
much? It is quite possible for speculatorsto believe the existing
exchangerate to be compatiblewith current account equilibrium, but
till to take positionsagainst a currency. For example, if a portfolio
manager believes there is a 20 percent chance that a currency will
devaluehy 10 percentin the next two weeks, and an 80 percent chance
that it will not, an interest differential of 50 percent in favor of the
suspect currency would be required to justify continuing to hold it.

There are, moreover, self-reinforcing factors at work. The more
pressure builds against a currency through capital flows, the more
other market participants may come to believe the authorities will
succumb. If the pressure is absorbed by intervention, markets will
know that thefinancial resourcesto continueinterveningarefinite. If
pressure is resisted by increasing interest rates, any incompatibility
withdomestic policy requirementswill be noted. Thisincompatibility
with domestic requirements will be particularly acute if short-term.
money market rates are quickly passed forward into politically sensi-
tivelending rates. Thisisthe casein the United Kingdom where the
great bulk of home mortgages are adjusted in line with changesin
money market rates.

The vulnerability of fixed-but-adjustablerate systemscan beillus-
trated by developmentsin the ERM over thelast year. Following the
Danish referendum, and in the run-up to the French referendum,
market participants realized that ERM paritiescould not necessarily
be regarded as the basisfor locked paritiesin StageIII of EMU. At
thesametime, they wereincreasingly awareof thecyclical disparities
in the position of member countries. Germany, the anchor, was till
struggling with theinflationary consequencesdf reunification, while
many other countrieswerein, or headed toward, recession, with rising
unemployment.

Portfolio managers had to take a view on the chance of existing
parities being changed. Initially, most of them concluded the danger
was not imminent, probably because pressures on officia reserves
remained moderate, and al countries had made a strong political
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commitment to hold their existing parities. But as movementsout of
suspect currenciesbuilt up, pressuresbecame self-reinforcing. Where
pressureswere met by increasesin interest rates, market participants
had to ask how long such ratescould be maintained, given their basic
inconsistency with domestic economic requirements. Where coun-
trieschoseto useintervention or borrowing, the questionwas how far
they would be prepared to i ncur additional indebtedness, with therisk
of foreign exchangelossesif devaluation could not be avoided.

Interestingly, a distinction can be drawn between those countries
(the Netherlands is the best example) that were regarded by the
markets as having afully fixed relationship with the deutsche mark;
and otherswhose situation was regarded asat | east potentially subject
to realignment. France and Denmark were in the latter category,
although both successfully resisted realignment pressures until mid-
1993. Countries with fully credible pegs (which in 1992 included
Belgium and Austriaas well as the Netherlands) were not subject to
major capital flows. They were therefore able to survive the initial
turbulence without pressure on their exchange rates or any need to
change interest rates (Chart 1). Countries with fixed-but-adjustable
pegs al had to make major changesin interest ratesin the "'wrong™
direction from a domestic perspective, in order to preserve their
exchangerates.

What should we regard as the main lessonsof the ERM crisisfor the
selection of exchange rate regimes? First, it is clear that for those
countries who are able and willing to bind their economic policiesto
thosedf theanchor country, thereareadvantagesin convincing markets
that the instrument of exchange rate adjustment has been effectively
abandoned. The more markets believe that other forms of adjustment
will dwaysbe used in preference to exchange rate realignment, theless
likely is exchange market pressure to emergein thefirst place. The
Netherlandsand Austria have reached this position, and it protected
them from much of theturbulencein the ERM. Other countries made
vdiant efforts to put themsdves in the same position. In the end,
however, markets were not convinced that their policiescould be sus-
tained. This was because divergencesin cyclical positionshad become
so significant that the subordinationof monetary policy to theexchange
rate link was perceived as economically and politically unredlistic.
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Chart 1
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A second conclusionis that those countriesthat are thought willing
to avail themselvesof exchangerateflexibility should not becometoo
committedto any particularexchangerate. Solong as marketssuspect
that a central rate can change, it will be costly to preserveit when it
comes under pressure. Those countriesthat have not yet established
an adequate anti-inflationary track record would be better advised to
retain moreflexibility than existed in the period 1987-92. Thiscould
either be through floating, or through the use of wide margins (wider
than 2 1/4 percent) and a willingness to undertake timely realign-
ments. In particular, it isdesirablethat realignmentsshould normally
be smaller than the width of the band. This was recognized in the
Basle-Nyborg agreement as necessary to avoid the "one-way bet"
natureof speculating on a parity change.!©

Third, and thisis perhapsthemore novel conclusion, theroutefrom
flexibility to fixity should not be the gradual one of progressive
hardening. Rather, countries should establish atrack record of price
stability during a period in which their exchange arrangements are
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relatively flexible. The attempt to use "hard exchange-rate con-
straintsto enforce price level convergencewhen theinitial positionis
one of substantia inflation divergence has considerable dangers.
International portfolio managers will inevitably be skeptical about
whether external disciplineswill be allowed to work when domestic
disciplines have proved inadequate. Such skepticism means that
destabilizing capital flowsare aconstant risk when marketsperceive
an inconsistency between the objectives of internal and external
balance. Accordingly, any move to " hard exchange rate constraints
should only take place when the prospective need for exchange rate
adjustments has been virtually eliminated.

I mplementing monetary policy
under alter nativeexchangerateregimes

Oncethemonetary authoritieshave chosen an exchangerate regime
for their currency the question arises of the operating guidelinesfor
domestic monetary policy. In other words, what should be theinter-
mediate objective of policy and what should act as the trigger for
changesin policy settings? Here too, capital flowsare an important
element of theenvironment affecting policy decisions.

Under fixed exchangerates with full credibility and no margins, the
question becomes trivial. Arbitrage will equaize interest rates
throughout the monetary area, and at al maturities, for equivaent
assetsdenominatedin different currencies. Thiswould be thesituation
of Stagelll of EMU, beforeacommon currency wasintroduced. Itis
not different in substance to the situation that prevailsin a single
currency arealikethe United States.

A dightly moreinteresting caseis wherefixed exchangeratesexist
with full credibility, but with margins of fluctuation around parities.
This would roughly correspond to the situation of the Netherlands
within the ERM. In principle, while monetary policy will be* keyed"
to that of theanchor currency theexistenceof marginsought to permit
ameasuredf flexibility in interest rate policy. If marginsareat 2 1/4
percent, an ERM member with full credibility ought to be able to
reduce its short-term interest rates below German levels by, say, 2
percent for about a year, without falling out of the band. Its currency
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would declineto apoint a which the expected subsequent apprecia-
tion back to thecentral rate would compensate for the lower interest
yieldin the meantime.

In practice, theauthoritiesof countriessuch astheNetherlandshave
been very reluctant to use theflexibility that might be thought to exist
in principle. They generally consider thecredibility of their fixed rate
to be at risk if they allow the exchange rate to depart more than
marginally from thecentral rate.!! Thusthe Netherlandshasfor some
time observed de facto marginsfor the guilder of about one-half of 1
percent around the central rate.

The conclusion to be drawn is that, in a fixed rate system, the
introductionaf narrow marginsprovidesonly limited additional room
for maneuverin monetary policy. Capital flowsareequilibratingonly
s0 long as fluctuationsin theexchangerate are kept within very strict
limits. This meansthat interest rate differentials must be kept small.

What about systemsthat avowedly usefixed-but-adjustableexchange
rates? In this case, the potential for destabilizingcapital movements
isclear.Monetary policy hasto beformulatedin order to preventsuch
pressuresfrom arising.

Dilemmas abound, as recent experience has shown. If **follower
countries align their interest rate policy on the anchor, they may find
it ingppropriate for their own domestic needs. This may be because
they are at adifferent stagein theeconomic cycle, or because under-
lyinginflation differentialsrequireadifferent nomina rateto produce
the same real yield. Consider the case of a country with relatively
strong inflationary pressures, linked to a currency with better price
stability. If the high inflation country has the same nominal interest
rates as its partner, rea interest rates will be lower, and economic
activity will bestimulated further. Inflation will tend torise. If, on the
other hand, it raisesinterest rates to combat inflation, it will experi-
enceheavy capital inflowsthat push itscurrency to thetop of the band.
Thiswastheexperienceof Spainand Italy during much of the1990-92
period. It isa dilemmathat has come to be known as the "Wadlters
Critique” of the ERM.12
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The reportsof the Monetary Committee and EC Governors Com-
mittee!314 on the lessons to be learned from the exchange rate
turbulence of 1992-93 attempt to address this question. They recom-
mend that theinterest rate policiesof ERM membersshould beclearly
directed todefenseof theexchangerate, if they aretocarry conviction.
They dsorecommendthat, whereeconomicfundamenta shavediverged,
exchange rate'adjustment should be undertaken promptly, before
market pressureshave been ableto build up. Theserecommendations
areeasy to state, but much harder to carry into practicein thedilemma
situationslikely to characterizetheactual operation of afixed-but-ad-
justable exchangerate system.

Lastly, | turn to theissue of implementing monetary policy under
floating rates. The complication introduced by capital flowsis that
they may obscure the signals used to guide monetary policy, or act
against the obj ective of domestic monetary policy.

It might be thought that the common pursuit of monetary policies
aimed at price stability ought also to produce stablecapital flows, and
thus stable red exchange rates. Certainly, in the absence of stable
counter-inflationary monetary policies, the prospects for exchange
rate stability aredim.

The "monetarist” corollary would be for countries with an inde-
pendent monetary policy to adopt the objective of stable growth in
their domestic money supply. Provided there is a reasonably robust
rel ationship between money and nominal GNP, the pursuit of such a
rule by al countries should stabilize exchange rates and inflation
rates. Theknowledgethat monetary authoritieshavecommittedthem-
selves to a stabilizing rule would enable private agentsto plan with
confidence. Any tendency for exchange rates to move away from the
medium-termegquilibrium consi stentwith the monetary rulewould be
countered by capital flows.

Unfortunately, experience does not suggest that the relationship
between money and GNPisrobust enough to perform thestabilizing
role that a monetarist rule would assign to it. (Though doubtless
monetaristsmight accuse policymakersof underminingastablerela
tionship by excessiverecourseto discretionary policy shifts!)
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In most countries that have used monetary aggregatesas aguideto
policy, previoudy stable relationships have tended to break down.
Thereasonsarenot fully clear,and may vary from country to country.
Financial liberalization has undoubtedly played a part. A greater
variety of assets, and new ways of holding transactions and precau-
tionary balances, have brought unpredictablechangesin the sharesof
wealth economic agents choose to hold in the form conventionally
classifiedasmoney." Greater mobility of capital hasal socontributed
to obscuring the meaning of monetary aggregates. When exchange
market conditionsarestabl e,foreign currency denominated assetscan
perform thefunction of adding to domestic liquidity. When markets
are more disturbed, inflows and outflows of funds can have tempo-
rarily significant effects on the monetary base.

Faced with these uncertainties, monetary authorities have been
obliged to rely lesson monetary targets, and more on discretionary
assessments of monetary conditions. Even those that still believe
monetary aggregateshaveacrucial roleto play, such asthe Deutsche
Bundesbank, have been forced to alow targets to be missed for
extended periods without taking countervailingaction.

Theweakeningof the traditional relationships between money and
nominal GDP posesa difficult issuefor policymakers. Toreturnto a
purely discretionary policy regime puts credibility at risk. How,
economic agentsmay ask, can we assess the objectivesof policy, and
the likely reaction to different types of economic disturbance? How
can we trust the authorities not to weaken or abandon their commit-
ment to stated policy goals?

In the United Kingdom, the authorities have attempted to deal with
thecredibility issue by specifyingasprecisely aspossiblethe ultimate
objective of monetary policy, then being as transparent as possible
about the decisionmaking process. The framework is similar, in its
broad lines, to that employed in some other countries operating with
inflation targets(Canada, New Zealand, Sweden, and Finland, among
others).

The point of departureis uncontroversia enough. It is the proposi-
tion that the ultimate goal of monetary policy is to deliver price
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stability, durably and credibly. In order to provide guidance to eco-
nomic agents, and a yardstick to measure success, we havequantified
theinflation objective. It isto hold inflation of the Retail Price Index
(RP1) in the range 1-4 percent during the lifetime of the present
parliament (that is, probably until 1996 or 1997).15 In the latter part
of thisperiod, it isintended to reduce inflation to thelower haf of the
target range, whilein thelonger run, price stability probably implies
RPI inflation in the range 0-2 percent.

There is no single intermediate objective, such as a monetary
aggregate, as an operatingtarget for monetary policy. In theterminol -
ogy of Bryant and others, there is a "one-stage™ decisionmaking
procedure, not a two-stage one.1¢ U K. experience does not suggest
that therel ationshi pbetween any potential intermediatetarget and the
ultimateobjective isreliableenough to improveon thedirect pursuit
of the ultimate objective.

In the absenceof intermediateobjectives, what acts asatrigger for
a policy response? | believeit is easiest to think of U.K. monetary
policy asdriven by a singleindicator: namely, theforecast for infla-
tion one to two years ahead. Thisforecast is built up from a careful
assessment of the variousfactors that determineinflation: the current
level of cost and price increases, progpective changesin demand pres-
sures, devel opmentsin monetary aggregates, changesin theexchange
rate, asset price developments, commodity price trends, and so on.

These variousinfluences are not captured in asingleor composite
indicator. Instead, we have attempted to be as transparent as possible
in revealing the basis on which our assessment of inflation trendsis
made. As pat of this process, the Bank of England publishes a
comprehensive quarterly analysis of inflation trends and prospects.
Thisisset out in the Bank of England Quarterly Bulletin and isaso
separately available.!” We cannot hope, of course, that inflation
forecastswill dwaysberight. What wedo aim at i sto convincemarket
participants that the assessment is unbiased and professional. Over
time, therefore, it should provide the appropriate basis for stability-
oriented use of monetary instruments.

The instrument of monetary policy isthe authorities control over
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short-term interest rates. In practice, we recognize that monetary
conditionsinvolve more than smply looking at thelevel of nominal
short-term rates. An assessment of expected inflation is necessary to
obtain red interest rates; and changesin the exchangerate act asan
independent influence tightening or easing perceived monetary con-
ditions. Subject to these cavests, the authorities would act to tighten
monetary conditions when the " news" about price pressures one to
two yearsout showed an increasein inflation. We would aim to keep
monetary conditionstight for solong asour inflation forecast showed
alikelihood of inflation being outsidethe top of thetarget range.

I nter national coor dination of monetary policies

This section deals with the issue of how far countries should
coordinate their monetary policiesin the face of increased capital
mobility. Internationa policy coordinationhasreceivedmixed reviewsin
recent years. Despitethe potentia benefitssuggested by game theory
(for example, the Prisoner's Dilemma), doubts persist.

Itisnot hard to imaginesituationsin which policy coordination can
be counterproductive. Consider, for example, a casein which coun-
tries agreeto try and stabilize exchange rates through adjustmentsin
interest differentials. If an enlarged fiscal deficit in one country is
tending to push uptheequilibriumreal exchangerate (aswith theU.S.
dollar in the early 1980s), its monetary policy might have to be
excessively accommodative to restrain the rise. In other words, if
fiscal policy is overexpansionary, monetary policy may have to be
overexpansionary as well, to balance the effect on theexchangerate.
The result would be higher inflation.

Thefact that policy coordinationcan be misappliedisnot, of course,
an argument against coordination per se. But it isareasonto beclear
about policy objectives, and theinteraction among variousobjectives.

In a fully fixed exchange rate system, the issue of coordination
among membersof the systemis straightforward. There can only be
one monetary policy, and arbitrage will act to keep interest rates
together throughout the system. There is, of course, an important
guestion as to whether the monetary policy is set by a hegemonic
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"*anchor"' country, or is shared in some fashion between membersof
the system. But this does not changethe fact that, under irrevocably
fixed exchange rates, coordinationinvolvesall countriesfollowing a

single monetary policy.

Of more interest in present circumstances is the issue of policy
coordination in asituation of fixed-but-adjustableexchangerates. A
system such as the European exchange rate mechanismisdesigned to
emphasize mutuality in policy obligations. Three areas in which
coordination is required can be distinguished: first, the choice of
exchangerate parities; second, adjustment of monetary policies(that
is, interest rates); third, exchange market intervention.

It seems reasonable that there should be mutual agreement in the
setting of parities, if there are mutua obligationsin the defense of
parities. Unless creditor countriesfeel that they have ' bought in” to
theexisting pattern of exchangerates, it isprobably unredistic to ask
them to do morein defending it if it comes under pressure.

To help ensure greater support for parities, the reports of the
Monetary Committeeand Central Bank Governors Committeeon the
September crisis have suggested procedures aimed at facilitating a
more continuous review of the appropriateness of exchange ratesin
the ERM.!® One can be skeptical, of course, about how much flexi-
bility will be achieved. The exchange rate is a highly sensitive
variable, and deval uationis nearly alwaysviewed asapolitical defeat.
An expressed willingness,in the abstract, to consider realignmentis
not the samething asdoing it in a concrete case. If the ERM isto be
revived and strengthened it will be important, therefore, to devise
proceduresthat allow peer pressuresto be brought to bear effectively,
and that help depoliticize exchange rate adjustments.

The second element in managing afixed-but-adjustable exchange
rate system is the use of interest rates to defend against pressures
provoked by capital flows. It was thiselement that produced the most
vocal criticism of the working of the ERM in the September 1992
crisis. Some membersof the system werefaced with the requirement
to raisedomesticinterest rates to very highlevelsto counter incipient
capital outflows. Moreover, there was a self-reinforcing character to
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interest rate increases. A moderate increase induced someeconomic
agentsto view thenew level as™unsustainable™ in adomestic political
context, and therefore to attempt to move more funds out of the
currency. A furtherinterest rateincreasewasthen required, and soon.

Inafully symmetricsystem, therewould probably be somesharing
of the interest rate adjustment burden. Policymakers would take a
collective view on theaggregate monetary policy appropriateto meet
the counterinflationary goals of thefixed rate areaas awhole. Once
a suitable aggregate monetary policy was in place, pressures on
exchangerates could then be met by broadly symmetricinterest rate
adjustments. Countriesfacing downward pressureon their exchange
rate would increase interest rates, while those experiencing capital
inflows would lower rates. The mere knowledge that such a system
of burden sharing wasin place could contributeto the stability of the
system by discouraging capital flowsin thefirst place.

While the symmetric approach hasaclear rationalein theory, it has
drawbacksin practice. Chief among these isthefear that it would be
seen as diluting the anti-inflation discipline of the system. The Ger-
man authorities believe that to compromise on their domestic coun-
terinflation objectives would undermine the anchor role of the
deutsche mark, to the long-run detriment of al participantsin the
system. Given the nature of the Bundesbank's domesticlegal respon-
sibility, it is hard not to sympathize with thisview. Until, therefore,
the credibility of al members of a fixed-rate system is effectively
established, it is perhaps unredlistic to expect the anchor country to
modify its monetary policy in order to ease pressureson its partners.
Thecorollaryisthat divergent policy needsarebound to lead to mgjor
strainsin the system.

The third element in the cooperative management of a fixed-but-
adjustable exchangerate regimeconcernsintervention arrangements.
In the ERM, intervention obligations are mutual and unlimited when
two currenciesreach the permitted margin of fluctuation against one
another. Thisgivesriseto two sortsof problem. First, thosecountries
whichintervenearesubject to risk of lossin theevent of arealignment.
Thecreditor country lendsits currency to thedebtor country a afixed
ECU conversionrate. If arealignment takes place beforethetransac-
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tion is unwound, both the creditor and thedebtor will suffer aloss, in
terms of their own currency, when reserve holdings return to their
original level. (This has been particularly resented by creditor coun-
tries when they felt that the exchange rate they were called upon to
defend was unrealistic.)

The second complaint is that capital flows financed by margind
intervention enlarge the money stock in the creditor country. Precise
sterilization of capital inflows is not easy, particularly when the
amountsinvolved arelarge. Thiscomplicates monetary management
and makes theinterpretation of monetary conditionsdifficult. In the
second haf of 1992, for example, salesdf deutsche marks by Euro-
pean central banks (including thoseof the Nordic countries) reached
DM 284 billion, equivalent to some 18 percent of thestock of German
M3 in mid-1992. Of this, DM 188 hillion was used to defend ERM
parities.!® This contributed to the very rapid rise in broad money
during the same period.

Various techniques can be imagined to limit intervention obliga-
tions, or to spread the burden of risksdifferently. But such techniques
risk underminingthecredibility of interventionin defending rates. If
there were ceilings on the volume of intervention, this fact would
amost certainly become known to market participants, perhaps pro-
voking additional capital flowswhen it was thought that the ceilings
were being approached. And if the burden of exchange risk were
shifted, so asto protect creditorsagainst | oss, thiscould beinterpreted
as aweakening of their commitment to defend existing parities.

The approach which seems to have been preferred by EMS mem-
bers20 prior to the ERM crisisof July/August 1993 involved a pack-
age. On theone hand, countrieswould accept the need to maketimely
exchange rate realignments when "*fundamentas™ diverge. On the
other, there would be agreater mutual commitment to defend parities
when exchange rates were judged to be appropriate. This defense
would involve a willingness on the part of wesk currencies to use
interestrates promptly; and by creditor countriesto extend visibleand
extensive financial support. This gpproach was used with successin
thedefense of the Danish kronein February 1993.
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Cooperationin managingtheexchangerateconsequencesof capital
flowsis also important between countries with floating currencies.
Capital flows are now 0 large relative to current transactions that
exchangerate movements arelargely driven by changesin theincen-
tivesfor capital flows, at least in the short-to-medium term.

In many circumstances, theinfluence of capital flows on exchange
ratescan be benign. Consider,for example, the casewhenonecountry
experiences an increase in economicactivity, relativeto its partners.
The reasonscould be fiscal stimulusor simple "'animd spirits."” The
result is that the ex ante investment/savings balance shifts toward
spending, and interest rates tend to rise. Rising interest rates attract
capital from abroad, causing the exchange rate to appreciate and
moderating therise in interest rates. The partner country will experi-
enceastrengthening of net exports, due both to the higher activity in
thefirst country and to the improvement in its competitiveness. The
effects of the initial disturbance to demand in the first country are
thereforespread to itstrading partners. At therisk of oversimplifica
tion, it may be said that capital mobility improveswelfareby spread-
ing theeffectsof inflationary and deflationary influences that would
otherwise be " bottled up™ in the country of origin.2!

But actual experience with capital flows under floating exchange
rates has not always been so beneficial. Both theory and observation
suggest that capital movements can cause exchange rates to " over-
shoot™ their long-termequilibrium, in responseto short-term distur-
bances. The smple reason for this, first clearly identified by
Dornbusch,?? is that different markets tend to reach equilibrium at
different speeds. Marketsin financia assetsequilibrate very quickly,
thosefor goodsand physical capital moreslowly. Moreover," bubble'
phenomenacan lead to the creation and sudden reversal of market
disequilibria

Whatever the theoretical arguments, it is certainly true that red
exchangerates have been more volatile under floating rates than they
werein the Bretton Woods period. Chart 2 showsfluctuationsin the
real DM/U.S.$ ratefor the period 1955-93. It may be seen that therate
has become markedly more volatile after about 1970.
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Not everyoneseesthisvolatility as a problem. Studies of theeffect
of exchangerate volatility on trade have had mixed successinfinding
substantial effects.23 These studies, however, have generally focused
on exchangeratevolatility over very short periods, for which hedging
techniques are readily available. Most observersremain uncomfort-
ablewith asituation in which medium-term swingsin real exchange
rates far exceed the contemporaneous shift in competitiveness. The
heightened uncertainty that resultsisseen asreducing thewillingness
to engage in international trade and direct investment. Moreover,
shiftsin balance of payments positionsfuel protectionist pressures.

Threetypesof approach to reducingexchangerate volatility among
floating currencies can be distinguished: target zones, “sand-in-the-
whedls," and policy coordination. This paper ends with a brief con-
Sideration of each.

The"target zone” approach has been imaginatively devel oped and
tirelessly advocated by John Williamson.24 Theideaisthat the major
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countries with floatingexchangerates should commit themselvesto
hold their exchange rates within a (perhapsquite broad) band that is
considered consistent with long-term sustainability in the balance of
payments. If exchange rates tend to move outside this range, such
movements would be resisted by the conventional means (interven-
tion, policy statements, changes in fiscal/monetary mix). Different
policy responseswill of coursebe needed, dependingon theperceived
reason for movements in the market rate. The basic target zone
approach can thereforebe enriched by specifying the responseto be
used in particular circumstances. 2

There are two aspects of the target zone proposal that make me
skeptical of itsapplicability, at least in any very formal fashion, to the
currenciesof the three largest industria countries. First, theidentifi-
cation of an equilibrium exchange rate remainselusive. Even the use
of wide bandsis of limited assistance, since negotiation inevitably
focuseson the mid-point of the bandsfirst, then the ranges. Second,
use of monetary policy to target the exchange rates can lead to the
compoundingof an errorin fisca policy. If, for example, an expan-
sionary fiscal policy leads to exchange rate appreciation (as in the
United Statesin theearly 1980s, or Germany more recently), easing
monetary conditions to hold the exchange rate down would serve to
intensify inflationary pressures. Advocates of target zones would
admit that the response to exchange rate movements hasto be differ-
entiated according to the underlying causes. Too often, however, the
inflexibility of fiscal policy islikely to force the authoritiesto use a
monetary policy response, whether or not it isindicated.

The " sand-in-the-wheels" approach is widely associated with the
name of Tobin.26 More recently, Eichengreen and Wyplosz2’ have
argued that some form of control over capital flows offers the most
promising prospect of maintaining stability in the ERM in the run-up
to monetary union. Tobin’s proposal rests on the proposition that
unfettered capital flows can be destabilizing because of "irrationa™
behavior,or by simple“churning,” by privatemarket participants. The
imposition of restrictions (or, better, a tax) on cross-border transac-
tions would discourage destabilizing speculative movements. It
would aso curtail rent-seeking behavior on Wall Street and the City
of London, a further socia benefit in Tobin’s eyes. Moreover, pro-
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vided the tax is set a a low level, the impact on "productive”
international capital flows should be dlight.

| am not very attracted by this proposal either. In thefirst place, it
isdifficultto believethat market participantswill not find waysto get
around it, and to take positions in ways that do not involve the
payment of tax. Second, a tax would impair the efficiency and
stabilizing properties of capital markets by reducing liquidity and
making hedging more difficult. And third, the short-term foreign
exchangerate volatility that isthe object of theproposal is much less
damaging than the medium-term misalignmentsthat distort interna-
tional trade and threaten protectionist pressures.

A more modest rolefor ** sand-in-the-wheels” would be to buy time
in a period of exchange rate turbulence to enable more far-reaching
policy adjustmentsto be agreed and implemented. Something of this
sort occurred during the ERM crisisof September 1992. Some coun-
tries imposed restrictions or taxes on borrowing to finance capital
outflows, while others employed mora suasion to induce domestic
banks to refrain from passing on higher money market rates to
borrowers. Such techniquesprobably hel ped the countries concerned
withstand the immediate crisis. Their usefulness beyond the short
term is open to doubt, however. Even the knowledge that their use
was being considered would make portfolio managers unwilling to
invest in assets whose liquidity might be compromised. The lessons
of experience suggest that any short-term gainsfrom capital restric-
tionsare outweighed by longer-term costs.

The third meansof reducing exchangerate volatility in conditions
of capital mobility is through intensified policy coordination. The
grandly named" G-7 process’ isintended to be the vehicle by which
the mgjor countriesinform each other about their respective policy
goalsand intentions, and strike mutually beneficid bargains. After
theinitial success of the Plazaand L ouvre agreements, however, it is
not easy to detect policy shiftsthat have comeabout as aresult of the
G-7 process.

Yet if exchange rate movementsare driven largely by changesin
relative policy mix, itisessential to addresstheissue of policy mix if
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abasisfor exchangerate stability isto be achieved. And theachieve-
ments are not as meager as is sometimes assumed. There is now a
consensus around the proposition that monetary policy should be
addressed to price stability, as well as a broad agreement as to what
price stability means. Equally, thereisashared desireto bring budget
deficitsdown to more sustainable levels. (The present level of fiscal
deficitsissometimesused to suggest that thisdesirehas no substance.
I think thisoverlooks the hard decisions that have been necessary to
prevent deficits being even higher than they are.)

There is aso the beginnings of agreement on how policies in
individual countriesshould be adjusted in furtheranceof theinterna-
tional adjustment process. In 1992, for example, it waswidely agreed
that Japan should deal with itsslowing in economic activity by fiscal
expansion, while in Germany, the appropriate approach would be
fiscal restraint, balanced by easier monetary conditions. In the United
States, areductionof thefiscal deficit wasseen as helpful in**making
room’ for an improvement in the payments position.

So in my view, there exists a rudimentary basis for a model of
international economicinteractions. | believeit will be morefruitful
to build on and extend this beginning, rather than seek other, more
simplified meansof dealing with international capital flows.

A difficulttask isto developa procedura basisfor ongoing, policy
coordination. In an earlier contribution,?8 | identified threelevelson
which international cooperation and coordination could take place:

—agreement on aset of formal rulesbinding nationa authorities,

—development of operational guidelines on how policies
should respond in typical situations, and

—the establishment of institutional proceduresfor monitoring
and evaluating policieson acontinuing basis.

The first of these seems out of reach, as a way of formalizing
cooperation among the three major economic areas. Apart from
subscribing to the principleof not **manipulating” exchange ratesto
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gain competitive advantage, it seems unlikely that countrieswill find
aformulafor international policy coordination similar to that in, say,
the Bretton Woods System.

Theother two levelsof cooperation could, | believe, be developed
further. Institutional proceduresfor cooperationare now mainly based
on the G-7. These could usefully be developed so as to take into
account economic developments elsewhere in the global economy,
and to permit analytical staffwork to underpin policy coordination.
This points to greater involvement for international organizations.
This should facilitate the other basis for coordination; namely, the
analysisaf policy interactionsamong countries, and thedevel opment
of modelsof policy response.

The continuing integration of world capital marketswill giverise
to evolving challengesfor domestic policymakers. Addressing these
challengeswill, | believe, call for an intensification of international
cooperation on avariety of levels.

Author'sNote: The viewsexpressed in this paper are those of the author and not necessarily
of the Bank of England. Helpful commentson an earlier draft were provided by Tony
Coleby, MorrisGoldstein.Charles Goodhart, Mervyn King, John Williamson, and Paul
Wright.
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Commentary: Monetary Policy
Implications of Increased Capital Flows

Antonio M. Borges

I'm pleasedto deal with theissuethat wearediscussingfromamore
academic point of view. Having left the central bank a few months
ago, | find that | now haveagreat deal morefreedom, and that, | think,
isalot more fun. Thisis, of course, because not being part of the
decisionmaking process, investorsand market participantsdon't care
the least bit anymore about what | say. Therefore, | can say what |
want.

Now let me turn to Andrew Crockett's paper, which | read with
pleasure and interest. | think it's a good paper that surveys most of
theissuesrelated to thetopic. | think the paper is quite representative
of the best thinking among policymakers, particul arly European poli-
cymakers, on these issues.

Y ou may havefound that the paper isofteninconclusive, especially
in its recommendations, or that it defends compromises or compro-
misesolutions. Thismay beareflectionto acertainextent of therecent
turmoil in Europe, which has shaken confidence and hasleft people,
if I might say so, anchorless. It aso reflectsmore positively arecog-
nition that these issues of monetary policy are complex and difficult.
And thisafter along period of perhapsexcessiveoptimism about the
feasibility of somerosy dreams.

The paper ison monetary policy but refersall thetimeto exchange
ratesand exchangerate regimes. And thisisindeed thekey point. The
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factisthat capital flowsinfluencemonetary policy essentially because
of theirimpact on exchangerates. Thisisthe point on which | will try
to focusmy remarks.

Let me begin by saying that | agree with amost everything that
Andrew statesin his paper. But becausehecoversso many points, I'll
just focuson somekey ideasand try to elaboratealittle moreon some
of these key points.

Perhapsthe most important point of the paper isthat strong capital
flows or significant financial integration force a clarification of the
exchange rate regime. It is not possiblein those conditions to have
hybrid sol utions attempting to reconciletoo many objectives. Onehas
to opt for fairly free floating exchange rates or very credibly fixed
ones. Fixed rates, we al agree, require a complete subordination of
monetary policy. I’ll come back to thispoint later on. Any autonomy
of monetary policy will thus requirefloating rates.

The point | want to make, however, isthat the autonomy of mone-
tary policy under floating ratesis largely illusory. | would not go as
far asstatingasMcKinnon did that monetary policy doesnotinfluence
interest ratesat dl —that it only has an impact on exchangerates. But
certainly it is true, and recent experience | think shows, that with
strong financial integration most of theimpact of monetary policy is
actually felt on exchange rates. In fact, with strong capital flows
monetary policy influencesthe real economy essentially through the
exchangerates, which means that theimpact of monetary policy will
fall essentialy on the tradable goods sector, on imports and exports,
which are affected to a certain extent disproportionately relative to
other sectors of the economy. Thisisin strong contrast with more
traditional analysisof monetary policy, which attribute theimpact to
such interest-sensitive sectors as fixed investment, inventories, and
so forth.

Mattersare greatly complicated by thefact that exchangerates are
frequently unstable. There is aways the redlity of overshooting, as
well as the possibility of speculative bubbles, and other kinds of
behavior that are seemingly irrational —as mentioned by Andrew in
his paper. One may, therefore, conclude that changes in monetary
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policy that yield relatively small changesin interest rates may in fact
cause very large swingsin exchange rates. We only need to look at
recent depreciations—in the United Kingdom of about 20 percent and
in Italy of about 30 percent—with relatively small declinesin interest
ratesto illustrate what | am trying to say. | don't think that anybody
can argue that this magnitude of devaluation is a movement in the
direction of equilibrium. It israther clear that things have gone way
toofar in responseto arelatively minor changein interest rates.

Perhaps U.S. economistsand policymakers will dismisstheimpor-
tance of largeswingsin exchangerates. But for open economies, and
in particular for very open economies that have 40 to 50 percent of
GNPinforeign trade, these largeand sudden movesin relative prices
may havevery detrimental effectson theeconomy. Theexchangerate
isavery key price in those cases. Perhaps short-termtradeflowswill
not be affected because there are sufficient instruments to cover
against uncertainty in theshort term, as Andrew pointsout. Butin the
long term, resource alocation is very much affected by this type of
instability. And furthermore—as Jacob Frenkel pointed out yester-
day—in small, very openeconomiestheexchangerateisavery useful
and important instrument of stability,andit isvery hard to accept that
the exchange rate has to move very substantially in order to gain a
little bit of autonomy on monetary policy.

| would like to remind everybody that the same thing happensin
the opposite direction—not only in the caseof depreciation, but also
in the case of appreciation of currencies. A strong positive demand
shock countered by monetary policy will probably always have, with
strong capital flows, excessive and undesirable effectson theexchange
rates. We often mention the U.S. case of the early 1980s, but more
recently we can talk about German unification or we can talk about
theeffectsof accessionto theEuropeanCommunity ontheeconomies
of Spain and Portugal. We can also talk about what has happened in
Mexico—a case which | know lesswell but which| believe hasquite
afew parall el swith what happened in Spain and Portugal twoor three
years ago.

Tighter policiesattract strong capital inflowsand lead inevitably to
an appreciationof thecurrency. If the appreciationis resisted, infla-



368 Antonio M. Borges

tion accel eratesand the real appreciation takes place. Of course, as|
think Andrew also pointed out, the alternative option of accommo-
dating the shock would produce far more destructiveconsequences.

Soinfact, monetary policy islikely to lead to very large swingsin
exchange rates. And if such swingsare to be avoided, the scope for
activist policy isvery limited.

Onemay alwaysdefend a better policy mix asthe solution; that is
the theoretical answer. But | think that in al the cases| mentioned—
the German case, the Portugueseand Spanish cases, and perhapseven
the Mexican case—the changein fiscal policy that would have been
required to stabilize the situation would be too large to be realistic
given our experience with fiscal policy decisions. That of courseis
why stable exchange rates have proven to be so difficult to achieve.

It is possible to solve this dlemma—f how to have an effective
monetary policy without big exchange rate swings—through better
policy coordination. This is more relevant for optimum currency
aress, to the extent that they exist, than for the world as a whole. But
it is not to be excluded. This requires, however, that the effects of
shocks be spread more uniformly and that the cost of fighting them
be accepted by all. For exampl e, thiswould have required that France
be prepared to pay thepricedf highinterest ratesto helpfightinflation
in Germany, Spain, Italy, and Portugd. | believethat this acceptance
was actually implicit in thedecision not to revalue the deutsche mark
at thetimeof German unification—by far the easiest way of dealing
with that problem. By choosing to keep the exchange rate.constant,
every country in the European exchange rate mechanism (ERM) was,
in fact, accepting the need to share the burden of fighting inflationin
Germany and elsewhere. But | am convinced now that the implica-
tionsof that option were underestimated at the time.

Let me turn to the other extreme in Andrew's option, the credibly
fixed exchange rate system. | certainly agree that free capita flows
do not prevent fixed exchange rates, even with very powerful specu-
lators in the markets. But they do impose a very tough discipline.
Speculative capita flowscan becomevery large. But even the most
successful speculators, and | can mention even Mr. Soros in this
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context, have admitted frequently that central banks have all the
instruments necessary to defend parities. The questionis whether the
authorities arewilling and able to use those instruments. Sometimes
the use of certain instruments is excluded because of situations of
extreme financial vulnerability or fragility. Other times, the instru-
ments can be used but are not used because of other conflicting
objectivesof palicy.

The reason that central banks are potentially all-powerful is that
currency speculation can only proceed if it is financed by central
banks. Massivesalesaof acurrency drain massiveamountsof liquidity
from the market in a matter of days, sometimes hours. If exchange
market intervention is not sterilized, thefunds availablefor specula-
tiondry up. Certainly, interest rates will shoot up. Thereis no doubt
about that. But asthe Dutch say, | believethat the appropriate source
isthe Dutch, "'If you want low interest rates, you have to be prepared
to let them go up when necessary.” Furthermore, with some margin
o fluctuation as in the original ERM rules, punitive interest rates
combined with significant potential exchangerate lossesfor specula
torscan be avery powerful deterrent and produce quick results. But
thisimplies that fluctuation bands should not be interpreted as pro-
viding scope for monetary policy autonomy, but rather as a tactical
weapon to be used in thecase of an attack on the currency. Infact, in
my view, the properly used marginsaf fluctuation provide sufficient
sand in the wheelsto maintain some control over specul ativemove-
ments, much better than other alternatives that have been floating
around recently.

However, to make these strategies successful, it is necessary that
(1) every other objective of monetary policy be sacrificed, and (2)
conditionsmust exist to make possibletheuse of all instruments.The
Maastricht Treaty, which apparently is still aive, has some conver-
gence criteriain it. | would argue that they are now insufficient to
achievestablefixed exchangerates. We dso need low levelsof public
and private debt. The reason is not just the free-riding problem—
which was the original reason for putting limitson public debt in the
Maastricht Treaty —but also to reduce the vulnerability of thefinan-
cia system to speculative attacks on the currency. Beyond this, we
also need very limited or noindexationin financial marketsto reduce
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the possibility of quick transmission of limited short-term swingsin
interest rates to the rest of the financial system. And perhaps even
moreimportant, we would need very, very flexibleoperating proce-
dureson the part of central banks.

As Andrew emphasizes, much of thiswould depend on credibility.
Without credibility, this process of stabilizing exchange rates does
not have much of achance. Credibility requires not only the ability
and willingnessto use the appropriate weapons but also that central
banks avoid some clear pitfalls. Protracted battlesare not sustainable
and thereforenot credible. Resultsmust be achieved very swiftly. Any
mention or even a resemblance of a multiplicity of objectives for
monetary policy isimmediately interpreted by the marketswith all of
itsimplications. And any impression that authoritiesaretrying to test
thelimitsof the autonomy of the systemisagain asigna that things
are going to go wrong.

Solet meconcludeby saying that freecapital flowsmean that fixed
ratesrequirein fact quasi -perfect convergence. Any divergencein the
near or distant futureis brought to the presentimmediately and puts
intolerable pressures on the exchangerate. Perhapsthisis only now
a matter of historical interest, but since European politicians keep
sticking to the project of European Monetary Union, | would agree
with Andrew that in Europe monetary union might not be feasible
with along, smooth, and gradual transition. | nstead, achieving mone-
tary union in Europe may requirethat tough convergence criteriabe
met well beforeany further move can be envisioned.



Commentary: Monetary Policy
Implications of Increased Capital Flows

Alberto Giovannini

The paper by Andrew Crockett nicely summarizes the current
questions in the theory and practice of monetary policy. The paper
focuses on the effects of increased international capital movements,
asign of increased international capital mobility, on the problem of
coordinating monetary policies, on the choice of an exchange-rate
regime and on the benefits of rules versus discretion.

These are the classical questions in international monetary policy
and they have gained a new light after a rather extraordinary sequence
of events that has affected especially European countries and Euro-
pean currencies over the past twelve months. Andrew Crockett
touches upon these events, but prefers to discuss the general issues.
In my comments, | will take the opposite perspective: | will comment
on the recent events, and from them draw afew observations on the
general issues. In particular, | will discuss the options now available
to European countriesin the wake of the most recent exchange rate
mechanism (ERM) crisis.

Thelast twelve months have been the climax of a period of about
thirteen years during which European countriesembarkedin asystem
of fixed exchange rates. Such a system, when it was conceived in a
regime characterized by an extensive use of capital controlsby almost
all of its member countries, was meant to deliver more stability of
relative prices by assuring more stable nominal exchange rates. Only
intheearly to mid-1980sdid theERM transformitself,in thelanguage
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of academic economists, into a**commitment technology." In other
words, in the early 1980s European policymakers saw the ERM asa
device to produce an exchange-rate-based inflation stabilization. A
commitment technology is a device that ensures the authorities
commitment to an announced plan, in this case the decrease of the
inflation rate. It can do soif theauthorities are bound to their promises.
In the case of the ERM, the promise is not to change the exchange
rate.

Such a promise was made increasingly credible by the decreasing
frequency at which the realignment occurred, and by the increasing
number of "chips” that authorities put on the table. The European
Monetary System (EMS) wasfollowed by the Single European Mar-
ket program, itself followed by Economic and Monetary Union
(EMU). In both cases, implicitly or explicitly, the stability of the
European Monetary System wasviewed asa pillar of theseinitiatives,
thus gaining strength from them.

Now, what do we know about exchange-rate-based stabilizations?
From the experience of many countries who followed such policies
before the European Community (EC) member countries, we know
that they usually do not last. Exchange-rate-based stabilizations are
very successful in eliminating the first and largest chunk in the
inflation differential vis-a-vis the reference currency, but usually
cannot get rid of thelast few percentage points of difference. Hence,
after some time, the exchange-rate pegs are abandoned.

In the case of the EC, things were complicated by Economic and
Monetary Union. The ERM becameinstrumental to EMU, by becom-
ing the pillar of the gradual convergence plan envisioned in the
Maastricht Treaty. Once again, the ERM was viewed--even though
unofficially — asthecornerstoneof the convergence plan. After EMU
was announced, some important membersof the ERM thought (prob-
ably correctly) that parity changes were not admissible, because they
would have undermined convergence and would have destroyed
whatever anti-inflation credibility they so strenuously acquired. If
credibility had to be stably acquired, exchange rates were to be
progressively abandoned, at al costs. The necessity of abandoning
the exchange-rate "'instrument’ during the transition to EMU is both
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expressed in the Delors plan and in the Maastricht Treaty, according
to which a convergence criterion is the absence of realignment of
ERM parities.

Thus, the gradualism strategy of the Maastricht Treaty required that
countries undertake significant stabilizations without using exchange
rates. Thisstrategy wassharply criticized by several observers, includ-
ing this writer (see Giovannini, 1990a,b, 1991), on the grounds
thet—in general —major reforms, to be credible, cannot be gradual
and that credibility is a key of the success of a reform that requires
time. Hence—by this argument —the optimal period of time required
to introduce a single currency in Europe collapses to zero. In other
words, governments should not establish— aheadof thereform—hur-
dles whose difficulty is endogenously determined by the financial
markets assessment of the credibility of the reform itself.

There areanumber of additional structural reasons why the gradu-
alism strategy might be self-defeating. The first arises from the
problem of exchange-rate-based inflation stabilizations. Consider a
country pegging its nominal exchange rate to a partner, at the time
when thedifferential intheinflation rateisstill significant and relative
prices (the real exchange rate, that is, the relative price of domestic
goodsintermsof foreign goods) areapproximately inline. Astheinflation
rateconverges— theinflation differential isprogressivelyeliminated—
the country |oses competitiveness—thereal exchange rate appreciates.
Hence, in exchange-rate-based stabilizations, inflation differentials
not only haveto be eliminated, they also have to be "*undone,” that is,
thereal exchangerate appreciation produced by inflation differentials
has to be undone.

The eliminationof relativepricedistortionsproduced by exchange-rate-
based inflation stabilizations can only be produced in either one of
two ways:

—hy keeping the exchange rate stable, and generating more
inflation in the "reference™ or "anchor™ country than in the
partner countries, or

—hy depreciating the currency of the country attempting the



Alberto Giovannini

convergence.

Thischoice highlights the wrong incentives implicit in gradualism.
The country attempting stabilization will be unwilling to depreciate
itscurrency to bring back relative pricesinto line, becauseit will view
that asalossof reputation. Similarly, the**anchor" country will try to
force the former one to devalue, to avoid higher inflation a home~—
again a loss of credibility from its own perspective. In sum, the
credibility game implicit in exchange-rate-based stabilizations is a
zero-sum game: the credibility gained by onecountry isat theexpense
of theloss of credibility in its partners. Itis hard to believe that such
a system would be capable of delivering a smooth path to successful
monetary union!

In the case of Europe, things were further complicated by the
German unification which, according to many observers, required a
further real appreciation of the deutsche mark vis-a-vis its partners,
thus exacerbating the relative price distortions accumulated by those
countries that did not change their exchange rates since 1987, and yet
experienced higher inflation than Germany.

Finally, the processof ratification of theMaastricht Treaty provided
additiona focusin the foreign exchange markets, both on the coun-
tries for which ratification was not warranted and on the countries
whose compliance of the convergence criteria, prospectively, was
considered to be problematic.

Now, however, the treaty is ratified. In a sense, the deep concerns
about the feasibility of monetary union should have been largely
removed by the completion of the ratification process. More impor-
tantly, the ratification, by submitting the choice of a single currency
in Europe to national electorates or to their representatives, has
immensely strengthened the support for such an endeavor. Ironically
theMaastricht Treaty iscurrently enjoying thelowest popularity ever,
but it would be a mistake to underestimate the importance of its
acceptance by the mgjority of the European electorate.

The completion of the ratification and the dismemberment of the
narrow-band ERM that occurred in early August make it appropriate
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to discuss the options currently open to European countries. | would
consider three options. re-establishment of the narrow-band ERM;
modified narrow-band ERM with acceleration option; wide-band
ERM, as suggested by Andrew Crockett in his paper.

There-establishment of the narrow-band E M isthe most obvious
alternative available to EC countries. This could be done after an
adjustment of the French franc/deutsche mark parity, and of other
parities in the ERM, as it may seem fit. After al, if the crisis was
justified by "fundamental disequilibria” as pointed out by so many
observers, the adjustment of parities would be considered, by these
same observers, the appropriate answer to the crisis.

That the narrow bands have not been re-established soon after the
crisisis, in my opinion, more of asignal that countries fear a more
serious flaw with the narrow-band ERM, than a signa that some
countries, like France for example, are unwilling to change the deut-
sche mark parity value of their own currency. And thisis consistent
with my own interpretation of the currency crisis. On the other hand,
the abandonment of the narrow-band E M posestwo problems. The
first is devising new intermediate targets for monetary policy. The
second isthe problem of countrieslike Belgium. Itismy own opinion
that Belgium has gained significantly by pegging its currency to the
deutsche mark in termsof low costs of debt financing. The abandon-
ment of the narrow band could mean, for that country, a significant
increase of the cost of financing of public debt, with negativeimpact
ontheir publicfinances. Thus, thereturn to the narrow-band ERM has
attractions and drawbacks.

A second option is the establishment of a narrow-band ERM with
acceleration option, as | suggested in my Princeton Essay (Giovan-
nini, 1990b), and as was recently proposed by French authorities (see
Commissariat General du Plan, 1993). Thelogic of that proposal was
to eliminate the dangers of gradualism, by announcing that any
destabilizing foreign exchange speculation was to be met with an
acceleration of monetary union, rather than a slowdown. This, in
equilibrium, would still allow countriesslow convergence, but would
deter speculation driven by the awarenessof the potential of multiple
equilibria. The acceleration option is obvioudly attractive to those
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who intend to implement the (popular) mandate to introduce asingle
currency in Europe, but may be difficult to implement in practice,
given the constraintsimposed by the Maastricht Treaty, which fixes
rigidly all dates and procedures. Thus the acceleration option could
only be adopted voluntarily and outsidethe Maastricht framework by
any given group of (at least two) countries.

Thelast optioniswhat | will call, for easeof exposition, theCrockett
proposal. That option is to maintain the wide band, induce further
convergence of inflation, interest rates and public finances through
theindependent actions of individual countries' monetary and fiscal
authorities, and cal the wide bands the “normal bands' mentioned in
article 3 of the Protocol on Convergence Criteria of the Maastricht
Treaty. By leaving room for exchange rates to fluctuate, it provides
someinsurance against destabilizingspeculation. In sum, thisstrategy
kills gradualism, and at the same time |leaves intact al options open
on whether or not to pursue monetary union.

The problem with this strategy is monetary management. Many
countries have gotten used to the practice of managing money through
the exchange-rate target, which in Europe retains significant impor-
tance, given theopennessof all economies. Abandoning theexchange
rate altogether may beimpossible even in the absence of any require-
ment to peg it.

In sum, there is not an unambiguous argument for any one of the
options described above. Each of them has its strengths and costs.
Whichever option ischosen, however, most European authoritieswill
have to deal with a basic challenge, egregiously met by their U.S.
colleagues: to bring down ex-post real interest rates, without jeopard-
izing the achievements on the inflation front. It is well known that
historical experience suggeststhat such an endeavor isadifficult one
to achieve. Itisespecialy difficult in Europe, which | hope will soon
enter a recovery, a atime of high nominal interest rates, with little
room for controlling overheating with interest-rate policy.
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Overview

Stanley Fischer

Like everybody, | would like to thank the Kansas City Fed for
inviting me to this wonderful conference. It's not only the environ-
ment that is wonderful, we've aso had five very interesting papers,
which together with the comments, have covered the topic of the
impact of financial innovationson monetary policy very well indeed.

They all start from the changes in the structure of the financia
system: thedeclineof banking, theriseof other financial intermedia-
tion, thegrowinginternationdizationdf thesystem, and theinventionof
new instruments. And they al say that thisis an unprecedented rate of
technical change—theinventionaf high-speed computers,improved
communications, and so on.

| think that's just wrong. Themost important financial and technical
innovation that relates to financial markets is the invention of the
telegraph, which put international markets together in the late nine-
teenth century. Thereis very little evidence that interest rates move
together more closely now than they did at theend of the nineteenth
century. Similarly, the discussions were having on the decline of
banks were a central feature of the monetary economicsliterature of
the early 1960s including the work of Gurley and Shaw and of
Patinkin in thesecond edition of hisclassic work. And the thingswe
are saying today on the theory of how monetary policy workswerein
fact being discussed then.

Thisis not to say that there is nothing new under the sun, but it is
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to say that we're dealing with a process that has been going on for at
least 150 years. If thisintegration of capital markets was for atime
set back, and if there's been an accelerated pace of integration of
capital marketsin the post-World War II period, that has moreto do
with policy changes—with theintroductionof capital controlsin the
1930s, and their gradual remova —than with technology. We are now
roughly where we were a century ago with regard to theinternational
integration of the financial markets.

The papersfall into two groups. Those yesterday addressed what
thechangesin domestic financial systems mean for monetary policy.
And then today's papers address what the growing integration of
international capital markets meansfor monetary policy, where now
exchange rate policy is explicitly recognized as part of monetary
policy. I'd liketo second thelament of the Governors, John Crow and
Jacob Frenkel, who each had to point out that, at least in their
countries, the exchangerate isa central elementin monetary policy,
and that the distinction even for the United States between whet these
innovations mean for domestic monetary policy and what they mean
for exchangeratepolicy isan artificial one. Evenin the United States,
movementsin the exchange rate that follow on changes in interest
rates are a central part of the transmission mechanism of monetary
policy. And of course that applieseven morestrongly tosmaller, more
Open economies.

Rather than pursue the distinction between domestic and interna-
tional implications, I'd liketo organizemy discussionaround thethree
questions Alan Greenspan raised yesterday. But I'11 take them upin
adifferent order than he posed them.

Thefirst question is, “What do these changes mean for the stability
of theeconomy? Theansweristhat wedon't really know yet, except
that sofar, sogood. In principle, theseinnovations—specialy deriva-
tivesecurities—allow for abetter allocationdf risksthanwaspossible
before. This leadsto welfare gains for economic agents. The magni-
tude of such gainsis typicaly not as large as people in financial
markets would have you believe, but they are no doubt a benefit.

We don’t know yet how instruments will hold up under pressure.
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We have had one scare, which was the 1987 worldwidestock market
crash. That crash can in part be attributed to the innovations about
which we are talking. But | think that scare and that shock did not
affect the economy very much because of theimmediate and appro-
priate response of monetary policy. Some people argue that the
inflation of 1988 and 1989 wascaused by central banks overreaction
to the stock market crash. But | think that the shock was handled
correctly and that the system showed itself capable of dealing with
what may have been a consequence of financia innovation in the
stock markets.

We should recognize, though, that thefinal word is not in on the
role of derivatives and on the very sophisticated hedging that is now
possible. The mere fact that hedging becomes sophisticated means
that we're aso increasing the potential contagion effectsof a mistake
or afraud somewherein the system. We haven't seen it happen and
we won't know that it will happen until it does. Yet, probably, one
day it will. Then the question will be what mechanisms have central
banksput in placefor dealing with thepotential panicthat may happen
asaresult.

There is one point that should be borne in mind as we discuss
stability. It isthat as these innovations devel op, and as marketslearn
to respond more rapidly to information, we may see greater fluctua-
tions in the financial markets than we've seen before. It is not
necessarily the case that because hedging is better, asset price fluc-
tuationswill be reduced. Once the capacity of asset pricesto react to
news has increased, the reactions may smply be faster and the
fluctuations may be bigger. These innovations could even lead to
more unstableproduction. If theeconomy reactsmorerapidly to price
signals, we may well see changesin production of different goods
happening more rapidly than before. That would be good from the
viewpoint of the allocation of resources. Thusit should not be ruled
out that there may be more macroeconomicinstability asaresult of
these innovations, but that macroeconomic instability would not be
an economic problem.

The second question of Alan Greenspan'sis'*How does monetary
policy affect the economy?* The answer to that is very simple. So
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long asthereisademand for high-powered money and so long asthe
Fed controls the supply of high-powered money, the Fed can affect
interest rates and thereby affect theeconomy. In theabsence of credit
effects, the pure interest rate mechanism operates as the Fed affects
the federal funds rate, which then spreads through the system by
affecting also the exchange rate, expectations, and ultimately eco-
nomic activity and inflation. That is a textbook story about the
transmission mechanism of monetary policy, which may be supple-
mented by adirect supply of bank credit effect that was analyzed in
the paper by the Romersyesterday. Thereisnothing that haschanged
very much with regard to that story.

But we have to be worried about the demand for high-powered
money in the United States. There is a fascinating recent Fed paper
which has some estimates about how much high-powered money is
held in one foreign country, Argentina. The number is $25 billion. If
that isright,it meansthat about 10 percent of the United States' stock
of high-powered money is held in one foreign country. There are
probably severa other countriesthat hold very large amounts. Soin
analyzing H, high-powered money demand, we're not necessarily
dealing with the United Stateseconomy.

The question this rases—and it's raised explicitly in Hans Tiet-
meyer’s pgper —is whether, if theleverageof monetary policy comes
through high-powered money, the central bank should take steps to
maintain the demand for high-powered money. Tietmeyer leaves no
doubt that theBundesbank hasdoneso. It has maintainedthat demand
inavariety of waysand, Tietmeyer claims, a no cost to theefficient
operation of the system. | doubt that taxing banks heavily does not
producedistortions. But it is not necessary to produce distortionsto
generateademand for high-powered money. Namely, providedinter-
estispad on reserves, the central bank can ensureademand for H. It
isnot clear why central banksareso resistanttodoingthis-especially
sincethey all run such tight budgets and don't really need the profits
that they are now making. But if itis necessary to maintainademand
for high-powered money and if we want to extend reserve require-
ments to M2 in order to get control over M2, then we can do that
without penalizing the banks unnecessarily.
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Looking beyond 2020, there are very intriguing questions about
what happens in the limit as high-powered money or settlement
balances vanish entirely from the system. How would monetary
policy operateif we had acashless society?What would happen if we
got rid of reserve requirements and banks managed to do without
them? These are interesting questions that needn't occupy us at this
conference. They would becomerelevant for successive conferences
somewhere 30 or 40 years down the road. There has been some
discussionin theliterature asto what a central bank would then do. It
would presumably set standards by announcing what adollaris, even
if it doesn't control the supply. It could, for example, describe the
dollar as being a right to purchase some bundle of goods. It would
have a role as supervisor of the system. And it might turn out to be
optimal to equip it with alarge stock of whatever isoperatingasthe
medium of exchangein caseit needsto intervene in markets, just as
we equip our central banks and Treasuries with stocks of foreign
exchangeat present. But these are very speculativeissues.

The last question posed was, ""What do these changes mean for
monetary policy?” And the short answer isthat, domestically, central
banks should use interest rates astheir short-term policy guide. This
isabigrelief to me. | started|earningmonetary economicsat thefeet
of Professor Richard Sayers, the intellectual force behind the Rad-
cliffe Committee. He taught us that to tighten monetary policy, raise
interest rates. | am glad to learn some 25 years later that the right
answer to what you want to doif you want to tighten monetary policy
isto raiseinterest rates.

Thefinancial innovationsthat we've had recently haveindeed made
various money demands unstable. Such innovations mean that you
cannot use monetary rules, except ones that become too complicated
to understand. We wereasked yesterday whet the ultimate distinction
is between arule and discretion. | don't think that ultimately thereis
adistinction,in thefollowing sense: in the eyes of someonewho can
understand everything, what the Fed isdoing isjust arule. It's very
hardfor usto comprehendit, but the Fed behavesin predictableways,
responding to the data that comein. If you're smart enough you can
figure out exactly what theruleis. But the existence of such arule
doesn't help very much. A useful rule hasto be asimple, predictable
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response to events.

Thediscussion that Allan Meltzer has been conducting with every-
body here in the last few dayson the distinction between rules and
discretion fails to recognize the crucial distinction between the pre-
dictability of outcomes and the predictability of actions. It really
doesn't helpto havea predictableset of actionsif those actions have
no reasonable relation to anything that mattersfor the economy. So
to keep M2 on track when the demand for M2 is unstable really
wouldn't help. What the economy needsis amonetary policy where
the publicknowsboth that themonetary authority will doitsbest, and
that its best is good, to produce outcomes in terms of inflation in
particular and output on which they can rely. Namely, the public must
believethat inflation will not be allowed to get out of hand and that
in times of recession the Fed will not pursue its inflation target
relentlessly. What readly matters is the predictability of outcomes
produced by the central bank.

Thereisthen an argument which economistscan conduct and can
perhaps help central banks think through regarding the policies that
are most likely to produce those outcomes. Those methods may
involve money and they may involveinterest rates. For long periods,
the methods may involve money targetsfor MO, the monetary base,
or M3. Butit will not be the case, given thefinancial innovationsthat
have been taking place for centuries, that any of those intermediate
target ruleswill stay very useful.

Itisimportant to note that the academi cdiscussionof the 1970sand
1980s on rules versus discretion is being bypassed by the very
interesting changes in monetary policy now being implemented in
New Zealand and Canada. These are not rulesin the sense of Milton
Friedman. They arerulesin the sense of Henry Sirnons, who in the
firstdiscussion of amonetary ruleproposed theruleof stabilizingthe
pricelevel. Thatis not arecognizablerulein the sense the notion was
used in the 1970s and 1980s. But it istherule that Canada and New
Zealand and no doubt others, including perhapsthe United Kingdom
if Andrew Crockett's descriptionisaccurate, aremovingtoward. That
is, there is an agreement in those countries—and it's a very subtle
agreement —n what theinflation target will be. Itisupto thecentra
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bank to produce that result aswell as it can, and there areincentives
for the central bank to produce that result rather than to dodge the
issuein avariety of ways.

Now why isit subtle?It's subtle because theinflation targetis not
an absolute. TheBank of Canadacan recontract with thegovernment
if conditions change. So in theface of a supply shock, the Bank of
Canada and the government may sit down to modify the inflation
target, toraiseit abit. Thereforetheinflation target is not an absol ute.
Theruleleaves no doubt that the ultimatefocusison inflation. But it
isnot so rigid as to tiethe hands of the central bank inappropriately.

| would also liketo second Mike M ussa's comment on theBundes-
bank, by quoting from Helmut Schlesinger: ** Pragmatic monetarism
as accepted in the Federal Republic must not be confused with rigid
adherence to scholarly doctrine.” The Bundesbank does not follow a
monetarist rule. The Bundesbank undertakestradeoffslikeeverybody
else. Germany has 4 1/2 percent inflation as a result of German
unification. It could have had zero; or it could have had 7. The
Bundesbank had to face the tradeoff as to how much recession they
wanted. They made that tradeoff just as everybody does. And that's
what central banks are paid to do.

Third, the discussions in this morning's papers focused on the
exchangerate issue. They were concerned, rightly so, with what the
enormous extent of short-term international capital mobility means
for exchange rate management. Even here, we shouldn't exaggerate
the changes. On one day in March 1973, not March 1993, the Bun-
desbank bought 10 billion deutschemarks worth of dollars. And the
systemwasmuch smaller then. Very bigflowstook placeinthe1970s
as Bretton Woods was breaking up; it was possible to mobilizethose
flows because a sufficient number of large countries already at that
stage had no capital controls. So we're in an environment and with
guestions similar to those that arose at the breakup of the Bretton
Woods system.

Thequestionis, What exchangerate system(s) should weuse?l like
thelogic of Andrew Crockett’s paper, and in Mussaand Goldstein's
paper, that therereally are only two extremes. A floatingrate system,
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agenuinefloating rate system, will work well with capital mobility;
or agenuinefixed rate system with irrevocably fixed exchange rates
would work well with the capital mobility that we have. | wasalittle
taken aback by Andrew's claim that the shock of German unification
isunique. | amsurethat theparticular shock isunique, that therewon't
be another German unification shock. But there will be many more
shocks. Within Europeitself, a big changein theoil price will put an
enormous strain on relative exchange rates. And no doubt, there are
other shocksthat we are not smart enough to think about yet that will
comealong and require changesin exchangerates unlessthe system
hasgotten itself to the point whereit's willing to deal with them other
than through exchangerates. So, | wouldn't think that the future is
much easi er with regard to the possibility of shocksthan the past.

Moreover, the Europeans stress the impossibility of running a
floating rate system when countriestradealot. | don't know why the
Canadian-U.S. experience gets so little attention in this regard. The
United States and Canada have had floating exchangerates without a
great deal of noisecoming out of either country on thedifficultiesthat
this float causes for trade. And there hasn't been much pressure to
move to afixed rate system as the free trade arrangement has devel -
oped. In aprivatediscussion with André |card awhileago, heargued
that in fact the single market project isfar morefar-reaching than the
freetradearea. But up to thispoint, thesinglemarket hasn't happened.
And it would have been possible for trade in Europe to continue
integrating with floating rates.

Muchas| likeitslogic, | don't think that the Crockett scenarioisa
redlistic one. | doubt that Europe will go to the European Monetary
Union (EMU) in the way that he says, namely, by going from 15
percent bands to fixed rates. | even doubt that it will happen with the
15 percent bands being available, but unused. Rather, it will happen
through atightening of bands.

Now why do you need EMU?Theeconomiccaseisnot very strong,
despitetheargument that thesingle market needsit. EMU isapolitical
statement, a very important political statement. Monetary union is
justified on political grounds, namely the imperative of European
political integration: Europe will end up moving toward EMU, which
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| regard as politically beneficial and as economically mildly costly.
But | think monetary union will happen by a gradual tightening of
bands from where they are now—after some time in which there's
been convergence of inflation performance and some period of sta-
bility of exchangerates. It's far from certain that the move will take
place with al countries joining a once. Rather the two-speed or
multi-speed EMU is still the most likely outcome.

Onelast question. If EMU is going to happen, what about the big
three whose exchange rates float —Europe, the United States, and
Japan?Why doeseveryoneaccept thatit's good for theseratestofloat
when it's not good for other rates to float? Andrew's argument is
basically that there's nothing you can do about fluctuations in these
rates, so you'd better settle that problem through international policy
coordination.

| don't any longer takethe view that international policy coordina-
tion is useless. | think that when countries beat up on each other
regularly at meetings, it hassomesmall impact. I'm surefor instance
that keeping the U.S. budget deficit in full view over the 1980s, as
everybody kept complaining about it, had some impact on what
Secretary of Treasury Baker wanted to do about the deficit. Such
pressures are constructive. But we will not get very much out of the
policy coordination busi nessbecause the major countrieshave not yet
seenit asbeing in their interests to change their domestic policiesin
accord with international considerations. That iswhy rates will con-
tinueto float among these countriesfor avery longtime. Most likely,
these will be genuinely floating rates, not ones with target zones. That
would be the one extreme of the Crockett scenario.

Wheat about in the year 2020? So long as welook far enough ahead,
we can look forward to the eventual advantages of operating with a
single world money. But that's a very long way off.
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Eight yearsago, in thisvery place, thethemeof the conferencewas
"The Rocky Dollar on the Rocky Mountains.” Well, westill havethe
Rocky Mountains, we may have the rocky dollar, we may also have
a misaligned dollar, and we till have exchange rate volatility. In
addition, there was adebate about whether volatility or misalignment
wasworse. We are now discussing thefinancia instrumentsthat were
developed to dedl with these problems, and how these solutionsto the
problem of volatility and misalignment have come back to haunt us,
and made the conduct of monetary policy moredifficult.

The three questions that Chairman Greenspan posed at the begin-
ning of our meetings were fully addressed at this conference. We
discussed the effects of changesin financial marketson the way that
monetary policy affectsthe economy; we discussed how the changes
affect the way monetary policy isformulated and implemented; and
we aso discussed how dl these changes affect the stability of the
financial system.

We began with Franklin Edwards paper, which described and
documented the declinein the banks sharein the economy. Edwards
discussant, Kumiharu Shigehara, showed that this phenomenon is
redly an international one. Several questions were posed. Is this
phenomenon due to excess capacity in the bankingindustry?lsit due
to excess regulation? How should we react toit? And, in short, need
we worry about it? Charles Sanford predicted that in the year 2020
banks will not exist the way we know them today, and therefore,
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maybethereis no point in occupying oursel veswith these questions.

However, we should be concerned if the declining role of banks
arisesfrom a distortion, such as that induced by regulationslike the
Glass-Steagall Act. The key challenges are on the supervisory side.
For example, do we have the capacity to supervisethis new breed of
. sophigticatedfinancial products?Do we havetheexpertise?Theissue
goes beyond thedistinction, discussed by Shigehara, between afunc-
tional and an ingtitutional approach to regulation. What we have now
isasgtuation in which the markets are much more prominent, and the
entireroleof supervision and regulation in the new world should be
based more on market than on administrativerules.

Sanford indicated that the challengesin the year 2020 will be how
to make technical experts and managersplay the same tune. | don't
believethat Alan Greenspan's challenge on how to ensure communi-
cation between managersand experts was met. Asa matter of fact, in
a changing world, the managersof today, who were the experts of
yesterday, might almost by definition already be obsolete. They
became managersbecauise the new experts camefrom the new breed.
Thus, if we define the challenge as a technical one, the issue of
communication and interpretation remains with us.

The world is changing. Indeed, Ben Friedman began his remarks
by noting that M2 relations have broken down, that M1 relationshad
broken down previoudy, and even rel ationsbased on thedebt concept
that Ben promoted so well in the previousdecade have broken down.
Basicdly, the vast changesin the natureof thefinancia system have
rendered previousrules obsol ete.

Thisreminds me of the story of Mr. Rabinovich, who went to his
friend's office and said to him, "*Oh, you've changed so much. You
used to be tall, and now you are so short. You used to have a beard,
and now you are clean-shaved. You used to wear glasses, how you
don't? What happened to you, Mr. Rabinovich? “I’m not Mr. Rabi-
novich," hereplied. " So you have also changed your name!™

In this rapidly changing world, mathematical formulas are not a
substitute for good judgment and analysis. The role of formulasis
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rendered even more complicated in the world in which Rabinovich
changes his name, because history is no longer linked to the present,
which is a new universe, and aso the past is not what it used to be.
As a matter of fact, as people change and society carries with it
experience and memories, even thefutureis not what it used to be.

Lewis Carroll's rhyme applies particularly to this changing world:
"All the king’s horsesand dl the king’s men, couldn't put Hurnpty
Dumpty together again.” Thisisdue not to poor engineering,or lack
of ability to deal with mathematical formulas, but to changes, red
changes df circumstances, changesin therulesof thegame.

What does all thistell usabout the Europeanexchangerate mecha-
nism (ERM)?Onethingiscertain, as Andrew Crockett said: German
unificationisaunique event,and indeeditis. The ERM will never be
the same again. In the past, people held conferencesfull of nostalgic
viewsaf Bretton Woods, and asked how can wereturn to those days?
| assume their predecessors asked similar questions about reverting
to the gold standard, and in the next few yearsthere will probably be
numerousconferencesasking how canwereturnto theERM ?1t seems
to methat the ERM will not return, at least not in the sameform.

What doesthistell usabout policy?What |essonsabout policiescan
be learned? We were told by Sanford that in 2020 we should avoid
systemic collapse; thisis aso true today. We were told that in 2020
""one should never lend unsecured to anyone who eats”” Morris
Goldstein and Michael Mussagave us the right response to this: risk
must be appropriately priced. If itis, thiswill not be such adifficult
problem.

A recent conference, organi zed by Marty Fel dstein some yearsago,
looked at the entire spectrum of crisesin the history of monetary
systems and domestic policymaking. A mgor conclusion from that
conference was that most crises ultimately arise from situationsin
which uncertaintiesand risks have not been properly priced. People,
corporations, and enterpriseshave undertaken excessive risk—"exces-
gve" from society's perspective—assuming that "'Big Daddy™ (the
State) will bail them out. And that is why the second dictum of
Goldstein and Mussa—the no bailout™ provision—should be strictly
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adhered to.

More generaly, as the financia system and the role of policy
change, we come back to thequestion of rules versusdiscretion. And
we reached several conclusions. First, the obviousone: bad rulesare
always worse than good rules. While this sounds trivial, most rules
that failed were of thebad variety. Solet's not takeit lightly. Second,
we recognize that the future of rulesliesin their consistency, trans-
parency, and predictability rather than in randomness. We aso rec-
ognize that discretion usualy brings about the *'too little, too late™
syndrome. But thisis not an argument against discretion, but against
hesitation. Thereal issue, asfar as| amn concerned, is the distinction
between systematic versus erratic policymaking. Systematic discre-
tion becomesaruleif it isfollowed consistently.

Thisbringsusto theissue of forecasting. Donald Kohn told usthat
monetary policy involves making forecasts. Andrew Crockett told us
that monetary policy in the United Kingdom today is, in general,
geared toward the forecast of inflation one or two years ahead. But
Allan Meltzer maintained that adaptive rules, while using new infor-
mation, need not engage in forecasts. This reminds me of a lesson
about forecasting that Marty Feldstein taught mein early 1987, when
| joined the International Monetary Fund. He told me: "If you have
to make a forecast, don't put a date on it; if you do, do not use a
quantitativeforecast; and if you are stupid enough to put adate on a
guantitative forecast, then make sureyou reviseit frequently."

Nevertheless, | do come down on the side of forecasts. It is very
difficult to think of the design of economic policy in genera, and
monetary policy in particular, without being engagedin some type of
forecasting. Policy design involves asking what a policy changewill
doto theeconomicsystem, rather than whether weadhereto therules,
even if it is designed to deal with new information in an adaptive
fashion.

We then switched to the dramaof war and peace. Ben Friedman
brought us Clausewitz’s dictum, Donad Kohn reminded us that
monetary policy ishell, and Arthur Bums told us about the agony of
central banks. In this debate, | side with Michagl Mussa's view that
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in the new world with powerful private markets, policymakersshould
befriend the markets and enlist their help rather than make enemies
of them. Policy is not an exercise in fooling markets. It is not an
exercise in wiping out enemies and winning wars, but rather one of
engagement in a long-term relationship which requires continuous
communication.

What arethecriteriafor asuccessful system?Therewasno explicit
discussion of thisissue but therewasan implicit one. Beforeanswer-
ing the question, we must first ask whether we judge the successof a
system according to its operation during ' norma™ or " stormy™* peri-
ods. | would say that in normal periods, when the water is calm, it
doesn't matter. Most systems would work —including fixed or flex-
ibleexchangerates. It isprecisely during times of noiseand crisisthat
the winners can be distinguished from the losersasfar asthequality
of systemsisconcerned. It isduring crisisthat thestrength of asystem
should be assessed. What i sthe valvethat ensuresthat the adjustment
of a system under pressure reflects the successful operation of the
system, rather than signaling its collapse and destruction of itscredi-
bility?In other words, thefrequent adjustmentsneeded in achanging
world must be an integral part of a properly designed system, rather
than a manifestationof itsdemise.

AsHenry Kissinger once said, " The new world order should not be
viewed as an emergency measure.” Goldstein and Mussa argued the
case for orderly rules of collapse. What is interesting about the
difficultiesof the exchange rate mechanismsof 1992 is not the fact
that they arose, but their disorderly fashion.

This reminds me of afriend, who spent much of the week before
his wedding working on the divorce contract. When he was asked
why, he replied, " Because how, as we love each other, wehave clear
heads, and so if we split up, it won't bein adisorderly way." | don't
suggest that this is always a good strategy. (By the way, he got
divorced because sinceeverything wasready, it was so easy for him.)
But there is a lesson in this sory—the way in which a system
disintegratesillustrates the quality of the systemitself.

Wheat are the general lessonsthat can be learned? Lesson number
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one: never lose credibility. Asamatter of fact, those of you who read
Hans Tietrneyer's paper will have noticed that it hastwo parts. One
part was written when the system was working, and the last few
paragraphstell usabout thelessonsto be learned from itsdemise. He
says. "Don't lose credibility. After al, credibility is acentral bank's
most important asset.” | agree.

But how do you make sure you don't lose credibility? Lesson
number two: don't lose your anchor. Don't engagein real exchange
raterulesor in rea interest rate rules, because they can be adhered to
at any rate of inflation. Such rules are dangerous. In other words, if
you aregoingin thisdirection, makesurethat you still haveanominal
anchor at hand. It can be anominal quantity or anominal price. In the
world of change, | would probably recommend an exchange rate
policy as a possibleanchor.

Lesson number three: do not put *'sand in thewhedls.”" | think there
was a complete consensus on this issue. | did not hear a single
dissenting voice. As any mechanic knows, if you put sand in the
wheels you may causeirreversibledamage. The proper solution to
traffic problemsisto widen theroad and install seatbeltsin vehicles,
rather than to narrow the road or even stop driving. It isamistake to
stop thefree movement of capital.

L esson number four: if you decideto liberalizeand deregulate your
financial system, you must strengthen the system of supervision. As
amatter of fact, almost paradoxically, asystem that isvery rigid, and
that alows no freedom of action, does not need alot of regulations.
If nothingisallowed, thereis very littlethat isleft to beregulated. It
is precisaly in asystem which is supposedly free that the rules of the
game must be very well designed and supervised.

It was avery telling remark of the Goldstein and Mussa paper that
it isonly in the last three years that some European countries have
adopted compl ete capital account convertibility. Three years ago we
were sitting here, discussing current account and capital account
convertibility in Eastern Europe and therepublicsof theformer Soviet
Union. | remember that thefirst step the various republics wanted to
takewasto haveacurrency of their own, internationally tradableand
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completely convertible. Needlessto say, that isthelast stepalong this
road, not thefirst.

Tietrneyer reminded usthat whileliberalizing, it isimportant not to
undermineyour capacity to conduct effectivemonetary policy. If you
do, you lose the anchor of stability, and it will be argued (wrongly)
that the uncertainties and inflation were caused by the deregulation,
rather than by the poor conduct of policies.

Lesson number five: foreign-exchange intervention isineffective.
| think thishasbeenin theair sincethefamous Jurgensenreport. Many
people hoped that we could smply intervene in foreign exchange
markets, substituting that for real fundamental changesin economic
policies. I think we have learned that thisjust does not work. It does
not work because thereare massivecapital flows. Still, during normal
periodsinterventioncan be useful , by sending signal sabout economic
policy changes. But those signals must be credible. Go back tolesson
number one and Tietmeyer's remark.

Lesson number six. Here therewasacontroversy. Andrew Crockett
concluded that basically we have atwo-systemuniverse, flexibleand
pegged. Anything in between is so complicated that it should be
carefully avoided. And so the sixth lesson is: reach first the stage of
convergence of the new economic variables and once you have
reached it, get hooked—to whichever pegged currenciesyou desire.
Pegging according to this argument should not occur beforeconver-
gence, since you will not be able to sustain the peg. However, | think
it would be ashameif the benefitsfrom the stable or pegged system
are delayed until that last stage.

In Israel, we haveintroduced an exchange-rate system that | think
can provideasolutionto thistransitional dilemma. Our exchange-rate
system is basically a** crawling band.” We have an inflation target
which impliesan exchange-rate path and we allow for aband around
this average exchange-rate path, so as to alow for equilibrium real
exchange rate changes. We have a central parity which changesat a
rateequal to thedifference between our inflationtarget and our trading
partners expectedinflationrate. Aswemake progressontheinflation
front, wearelowering thedope of thisdiagonal band. Eventually,we
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will convergeto the™ nirvana” that Andrew Crockett wantsto achieve
a theend of the road. But the crawling band exchange-rate system
hel ps us during the transition. The system has been working for usfor
twoyears. It has helped usto cut inflation by half, while maintaining
external competitivenessand stability.

| would like to speak about the constraints of monetary and fisca
policies. There was a question, which was also implicit in Alan
Greenspan'sfirst question, about whether therapidly integrated capi-
tal market has diminished the capacity to conduct monetary policy.
Most papersindicated yes. | agree.

With highly integrated capital markets, information travel s so rap-
idly that a policymaker barely has time to breathe and assess where
he is. This is very important. Do you remember Herbert Stein's
statement that the challenge facing policymakersisto decidewhat to
do when you don't know what to do? In other words, you don't have
time to formulate a policy response, and in thissense the rapidity of
response does affect the capacity to act.

Allow me to make a few additional remarks. First, Goldstein and
Mussaindicated that the stability of apegged systemrequiresasingle
monetary policy. Thelogical result, therefore, asindicated by Crock-
ett as well, isthat you need convergence. But do you need to have it
before or after adopting afixed exchangerate? The answer depends
on whether you go the route of Crockett, or you adopt the Isragli
diagonal exchange-rate system of the crawling band. But ultimately,
asinglemonetary policy is needed.

Second, Goldstein and Mussa argue that theinternal requirements
of monetary policy do not permitit to focusonly on inflation. It also
needs to consider unemployment, the real exchange rate, maybe the
stability of banks, the situation in the cyde—a lot of thingsfor this
poor policymaker. But then, how do countries that follow these
indicators choose a pegged exchange rate with a country that only
looks at inflation?After all, the convergenceof inflation ratesis not
enough, becausefirst you need to agree on the goalsfor the so-called
common monetary policy. If they incorporatemorethanjustinflation,
then we are redlly in deep trouble. But this is precisely the issue.
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Therefore, we should not be surprised about the ERM, and the
problems may not be just due to convergence.

That reminds me of the story about the French nobleman. As you
know, during the French Revolution many people were beheaded.
After being beheaded, one French nobleman took his head under his
ar mand started walkingfrom Paristo Versailles. When he arrived at
Versailles, everyone applauded. But a wise man looked at them and
said, "'l don't understand why you applauded when he reached Ver-
sailles; you should have done so when he made hisfirst step out of
Paris." In other words, if the preconditionfor theERM isaresolution
of thedebate about thegoasof monetary policy —prices only, prices
and unemployment, stability of banks—then why are we discussing
questions of convergence?We should redlly go back to Parisbefore
taking thefirst step.

My final remark concerns policy coordination. And here | must
makeaconfession. For many years| have been standing here making
the case for coordination. And indeed, there is alot to be said for
coordination—intellectually at |east. But every day that passesbrings
me closer to Marty Feldstein's views. The way the policymaking
process works, the formation of policymaking, requires much more
coordination, between the Ministry of Trade and the Ministry of
Finance, between the Ministry of Finance and the Governor of the
central bank, or between the parliamentary financecommitteeand the
executive. Only then does internationa coordination become rele-
vant. If thelatter worksand theformer doesnot, then you cannot really

go very far.

So policy coordinationisgood, but | wouldthink of it asthefrosting
on thecake. Itisnot asubstitutefor therea hard choices. Herel must
conclude by siding with Andrew Crockett. Thedanger of focusingon
monetary coordinationisthat thisisfeasible. And thereis thetemp-
tationto do it just because it isfeesble—at the expense of not doing
anything else, especialy on the fiscal and structura fronts. Then a
"*successful™ coordination of the wrong policiesmay indeed be inef-
fectiveor even counterproductive.
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Toyoo Gyohten

| would liketo thank the Kansas City Fed for makingit possiblefor
me to participate in this stimulating symposium in this gorgeous
setting. When Paul Vol cker asked me, at thelast moment, to substitute
for him on this panel, | appreciated his trust in me. But, at the same
time, | thought that his trust was on the excessiveside.

Since the other two panelists have aready given excellent over-
viewsd thediscussionduring thelast two days, | think | will provide
abrief review of anintriguingepisode of capital markets: the move-
mentsin international capital between Japan and therest of theworld
since themiddle of the 1980s. This episode was truly remarkablein
two aspects.

First,theamount of thelong-termcapital outflow from Japanduring
the second half of 1980swasenormous. During the five-year period
from 1986 to 1990, Japan's cumulative current account surplus was
about $350 hillion, and the net long-term capital outflow was $532
billion. In other words, therewas, on average, morethan $100 billion
of capita flowing out of Japan each year to therest of the world.

Second, there was a dramatic reversal of this trend in the 1990s.
During 1991 and 1992, Japan's current account surplus increased
again to $197 hillion, but thelong-term capital exportin thistwo-year
period was reduced to a mere $9 hillion. In other words, the net
long-term capital export from Japan amost disappeared.



400 Toyoo Gyohren

In my comments, | hope to explain how these devel opments took
place.

Oneimportant aspectisto understand what happened in the second
haf of the 1980s. Here | will addresstwo questions. Why was there
such alarge capital export? And, how was thislarge gap between the
current account surplus and the capital export financed?While there
are several reasons behind the large capital export during the second
haf of the 1980s, there are three mgjor monetary factors behind the
capital export.

First, therewasa very substantial interest rate differential between
the United States and Japan, due to the very easy monetary policy
pursued by the Japanese authoritiesafter 1986. Thissubstantial inter-
est ratedifferential encouragedlargeportfolioinvestment by Japanese
institutional investors and businesscorporations.

Second, there was the strong yen. As you recall, after the Plaza
Accord in the fal of 1985, the yen appreciated rapidly against the
dollar. Thisappreciation enhanced theyen's international purchasing
power. For Japaneseinvestors, investmentabroadin foreign securities
andforeign propertiesbecameacheapbuy. Inaddition, thestrong yen
made Japaneseindustrieslesscompetitivein theinternational market,
which led them to transplant their factoriesto overseas markets. This
encouraged their foreign direct investment.

Third, prices in the stock market and property market in Japan
soared, adevel opment often called a specul ative bubble. Thisgreatly
enhanced the ability of Japanese businessesto raise funds at a very
low cost. At one point, Japanese business corporations could raise
fundsthrough equity financing using warrantsand convertible bonds
almost at a negativecost. And al so during this period, Japanese banks
were quite eager to extend credit to borrowers. Given all these
different factors, there was a tremendous surge in long-term capital
export.

Let me now turn to the second aspect, which pertains to how the
largegap wasfinanced. Asl said, therewasalmosta$200 billion gap
between the current account surplus and the long-term capital export



during the five-year period between 1986 and 1990.

The answer liesin the fact that during this period, Japanese bank
borrowing in the Euromarket increased tremendoudly. During the
five-year period from 1986 to 1990, short-term positionsof Japanese
banks deteriorated by almost $170 billion. In other words, Japanese
banks net external short-term liabilitiesincreased by $170 billion.

Asaresult, Japanese banks played an important role in theinterna-
tiona maturity transformation. They provided long-term assetsinterna-
tionally by increasing their short-term ligbilities. However, this
transformation certainly bloated their global market share, which
becamea very topical issue during the period. At the sametime, this
transformation made their balance sheet structurehighly vulnerable.

The second aspect of Japanese international capital flows was the
dramatic reversal during the 1990s. What caused thisdramatic rever-
sal?In the 1990s, Japan's current account surplus increased for two
reasons. the Japanese recession resulting from the collapse of the
speculative bubble, and thelagged effect of thewesak yen during 1989
and thefirst haf of 1990.

Why did capital exports fall so much? | think there are severa
factors behind this. First, foreign investments in Japan increased
during thisperiod.| think theincrease wasdue to therenewedinterest
of foreigninvestorsin Japanesesecuritiesresultingfrom thelower prices
in the stock market (Ieading foreign investors to expect some capital
gains) and to the appreciating yen (leading to some exchangegains).
Also, aswasdiscussed in previous sessions, big pensionfundsin the
United States and elsewhereintensified their diversification strategy
into non-dollar denominated securities during this period. On the
other hand, the collapse of the stock market and the property market
reduced the ability of Japaneseinvestorsto raiselow-costfunds. This
Situation is exactly the opposite of the situation | mentioned earlier.
In addition, theappreciationof theyen increased theexchangerisk of
Japanese investments oversess. Furthermore, banks became very
conservative, partly due to the fact that Bank for International Settle-
mentscapita adequacy requirementswereinstalled. And asaresult of
these factors, there was virtually no net long-term capital export.
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Japanese banks reduced their short-term liabilitiesin the Euromar-
ket in avery rapid fashion. During the two-year period from 1991 to
1992, Japanese banks' positionimproved by $170 billion, which, as
you recall, is exactly equa to the amount their liabilitiesincreased
during the previousfive-year period. In other words, the position of
Japanese banks was restored to what existed in 1985.

How should we assess this sharp reduction in Japan's capita
export? Thereare strong argumentsin Japan that such areduction has
an adverse impact on the global economy due to the growing needs
for capital in the developing world and in the reforming economies.
However, from the point of view of theinternational financial flows,
Japan's surplusisdefinitely recycled; itis not hoarded in the Japanese
market. The difference is whether the recycling takes the form of
investment by institutional investors and business corporations, or
whether it takestheform of short-term financing by Japanese banks.
Onepoint to keep in mind isthat Japaneseinvestorsassumea variety
of risks—trade risks, sovereign risks, exchange risks—when under-
taking direct investment or portfolio investment. But in the case of
interbank financing in the Euromarket, Japanese banks incur much
lessrisk.

What will happen to this situation in coming years? | believe that
Japan's current account surpluswill continueat asizable level for the
coming few years. In addition, investment attitudes of Japanese
investors will remain conservative because they have not recovered
from the shock they suffered when the bubble burst.

Should we be satisfied with the prospect? | don't think so. When
thereisaglobal need for stable and productive capital, Japan should
assume afair share of the risk associated with international capital
flow.

Turning to the last question: How can the situation be improved?|
have two suggestions. One suggestionisto ask Japan to expedite the
recovery from the current recessionary economic situation and to
clean up the debris resulting from the bursting of the bubble. This
would restoreinvestors' confidence. My second suggestionisto urge
the public sector, both national and international , to play agreater role
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as catalyst or supporter of privateinvestment. Thereasonisthatitis
very difficult to expect private investors to increase their long-term
capital export. Asaresult, it iscritical for them to be convinced that
thereis public sector support for their activities. And in that sense, |
strongly hope that the Japanese government, and also international
financia institutions,can play auseful role. | think that thiswill help
smooththeflow of international capita at atimewhen thereisagreat
need for smooth and productivecapital flows.
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Hans Tietmeyer

| would like to contribute some observations on the structural
changesin the capital markets and their implications for monetary
policy. My remarksdeal with thesituationin Germany but aso touch
on questionsarisingfrom Europeanmonetary integration. Beforethat,
| would liketo sum up briefly what | consider to be theessential trends
inthefinancial markets and themonetary policy issuesresulting from
them. The numerouschangesexperienced by thefinancial marketsin
the past few yearscan be divided into threedistinct trends.

First, the industrialized countries have largely (and in most cases
completely) liberaized their internationa capital transactions. In
addition, and this applies particularly to Europe, borders have been
opened for financia services, and restrictionson establishment have
been reduced. As aconsequence, international financial interdepend-
encehasincreased dramatically. Itisan indicator of thistrend that the
volumeof international bondsoutstanding, measuredin termsof the
GNP of the industrialized countries, has multiplied in the past two
decades. Therapid expansioninforeignexchangemarket transactions
pointsin thesamedirection. Not |least, international net capital flows
have also risen sharply. Current account deficits and surpluses of a
size that would have appeared unimaginable not too long ago have
now become sustainablefor longer periodsof time.

The second major phenomenonamong recent capital market trends
isrepresented by theinnovationsin and the deregulation of financial
activities. Even morethan theliberalization of capital movements,the
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wave of deregulation has reflected areorientationin termsof policy
stance. Deregulation in the financial sector has been conceived as a
counterpart of supply-sidereformsin general economic policy.

As a result of innovations and deregulation, financial market
structures have changed in many respects. For example, the banks
customers have been offered interest-bearing cash deposits. In addi-
tion, issuing facilities have replaced bank loans (securitization and
disintermediation). Furthermore, bonds with special termsof issue,
such as variableinterest rates, have becomewidespread.

Above al we are experiencing a strong expansion of the markets
for derivativefinancia instruments (such as futures, options, swaps,
and synthetic bonds or shares). Technological advancesin telecom-
munications and computers have played a part in this development.
They have lowered information and transaction costs for financial
products. The improved possibilitiesof hedging against interest and
exchange rate risks, such as are offered by derivatives, have, in turn,
given fresh impetus to the globalization of asset holdings.

The third new trend can be seen in the fact that the importance of
institutional investors in national markets and international capital
transactionshas grown considerably. Thereport of the G-10deputies
on International Capital Movementsand Foreign Exchange Markets,
publishedin thespring of thisyear, shedssomelight on this. Accord-
ing to thereport, thetotal cross-border securitiesholdingsof residents
of the United States, Europe, and Japan in 1991 cameto an estimated
$2.5 trillion. As stated in the report, institutional investors (such as
pension funds, insurance companies, mutual funds, trust funds, and
hedgefunds) accounted for most of therapidincreasein theseinvest-
ments.

Itistypical of these operatorsthat they aregenerally subject to less
stringent regulatory standards and supervision than banks. In addi-
tion, someof them seem to have aréatively strong tendency to incur
open or insufficiently covered foreign exchange positions and to
change them rapidly afterwards.

As a consequencedf the far-reaching transformation process, the
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financial markets have doubtless become more efficient. Costs for
borrowers have declined, earnings for investors have risen, and the
markets have thus been given additional growth stimuli. However,
the financial markets have aso become more fragile. The stock
market crash of 1987, the European exchange market turbulencesof

1992, and the European currency unrest since then have shown that
under present conditionsit doesnot take muchto trigger off enormous
shiftsin capital, which may bring about seriousdisadvantages(in the
form of uncertainties for investment and trade) for the countries
directly concerned as well asfor theworld at large. Such undesirable
consequences would be carried to an extreme, if disturbancesin the
financial sector and subseguent exchange rate effects ultimately led
to protectionist trade measures. The tail would wag the dog.

Stability of the financial markets must therefore be a primary
objectiveof general economicpolicy. However, thereisawidely held
consensus that deliberalization and re-regulation would be inappro-
priate reactions. Instead, we must perseverein combining economic
freedom with appropriate supervisory provisions. Much has aready
been achieved here under the auspices of the Basle Committee, but
more needs to be done. In this respect, disclosure requirements can
be helpful in strengthening the interna control mechanismsin the
markets. That said, the stability of thefinancia marketsis crucialy
dependent on gearing monetary, fiscal, and wage policies in al
countries strictly toward achieving the generally accepted objective
of noninflationary economic growth.

It is dso true, however, that the changes in the financial markets
have generally madeit more difficult for monetary policymakersto
fulfill their stability mandate. Several factors are responsiblefor this.

In a number of countries, financia innovations and deregulation
have distorted the intermediate targets used in the conduct of mone-
tary policy and havealtered thetransmissionmechani smsof monetary
policy to the real economy. This concernsespecially those countries
which maintained a comprehensively regul ated financial framework
for an extended period of time and chose the Big-Bang style of
deregulation:
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In the countries concerned, the interest-bearing portion of the
banks liabilitieshas increasedsharply. In addition, near-money invest-
ment outside the banking system has risen quickly. Under these
conditions, the reasonsfor holding liquid assets are no longer clearly
definable. As aresult, the demand for money in relation to interest
rates and expenditure has become unstable in these cases, thusunder-
mining the rationale for using monetary aggregates as monetary

policy targets.

These difficulties have led in a number of countries to policies
based on a broad range of indicators. It seems to be fair to say that
these countrieshavelivedin a period of monetary experimentationin
recent years. The results, at least, have not been convincing so far. It
has become general knowledge that in many countries innovations
and deregulation have coincided with temporarily overly expansive
monetary policies. The effects of misguided monetary policies have
made themselvesfeltin theinflation and deflation of asset pricesand
therelated cyclica problems.

The asset price cycles, in turn, have had additional distorting
repercussions on the monetary aggregates. Owing to falling asset
prices, banksin the United States, Japan, and some European coun-
tries accumulated substantial amountsof nonperforming loans. Asa
consequence, the banks concerned were obliged to restrain their
lending activities(credit crunch); they had to adjust to their deterio-
rated capital positionsand aso to difficultiesin attracting deposits.
The subsequently reinforced disintermediation of lending has addi-
tionally impaired thereliability of themonetary aggregatesasleading
indicators of expenditureand inflation.

Another mgor changein the framework for the conduct of mone-
tary policy istheincreased potentia for putting exchange rates under
pressure. Countrieswhich are exposed to capital inflowsmay there-
fore be confronted to a much greater degree than before with the
problemsaof intervention-inducedinflationary impulses. It should be
noted that in the seven months from June through December 1992,
official net deutschemark salesby European central banksamounted
to no lessthan DM 284 billion, of which DM 188 billion were used
to defend exchange rate mechanism (ERM) currencies (as stated in
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the already mentioned G-10 report). A substantial part of these
interventions affected monetary conditions in Germany, especially
when such operations involved the Bundesbank. In the course of
1993, the ERM central banks effected further substantial deutsche
mark sales. In June/July 1993 aone, approximately DM 110 billion
were sold in support of ERM currencies, with about DM 60 billion
having to be provided by the Bundesbank for intramarginal and
compulsory interventions, which had a corresponding impact on
monetary conditionsin Germany.

In particular, experience of exchange market pressure has shown
that strengthening monetary policy ismuch moredifficultincountries
wherelargeamountsadf privateand publicdebt areincurredat variable
interest rates. It is true that a high indebtedness at floating rates
increasestheefficiency of monetary policy intermsof restrainingthe
economy, because rising interest rates would affect not only new
borrowing but debts outstanding as well. However, such efficiency
gainsconflict with the deployment of monetary policy for defending
exchange rates, such as may become necessary, in particular if the
country participates in a fixed exchange rate mechanism like the
ERM. In other words, in an environment of variableinterest rates, a
restrictive monetary policy may have such animpact on thedomestic
economy that its application for defending exchange rates collides
with cyclical policy requirements. According to a recent internal
report of the European Community (EC) Committee of Governors,
the United Kingdom appears to be the country most affected by this
dilemma within the European Community.

It should also be emphasized that the expansion of the Euromarket
and other offshore centers poses problemsfor those countries which
deploy theinstrument of minimum reserves. Particularly in phasesof
structural changes, minimum reserves can exercise an important
function as an automatic constraint on money creation. To achieve
this, the minimum reserve ratios have to be sufficiently restrictive.
However, the higher the minimum reserve ratios, the more the banks
will be tempted to evade their obligations by shifting parts of their
business activitiesto reserve-freesubsidiaries abroad.

In some respects, German monetary policy has been less affected
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by the changesin thefinancial marketsthan other countries. Sincethe
transition to money supply targetingin 1974, thefinancial infrastruc-
ture in Germany has not changed so profoundly as in many other
countries.Liberalization of capital transactionsand most of thederegu-
lation of financial marketswere carried out much earlier. The aboli-
tion of interest rate controlsin 1967 was the mgor final step in this
development. Since that time, German investors may resort to time
deposits with money-market-related interest rates, and it has aso
become possible to meet borrowers demandsfor interest rate flexi-

bility.

There is yet another reason why the behavior of the monetary
aggregatesin Germany has been less affected by the genera trend
toward innovations and deregulation. The Bundesbank has always
paid attention to preventing reforms of the financiad markets from
rocking the foundationsof monetary policy.

For example, the Bundesbank did not overcome its reservations
about the issue of floating-rate notes and of commercia paper until
1985. In addition, such innovativeinstrumentshave not been of major
importance in Germany <o far. Bonds with variable interest rates
accountfor lessthan 10 percent of total domestic bondsincircul ation.
Much the sameis true of commercial paper. Although the German
commercia paper market has been expanding rapidly, the stock of
such paper comes to only about 3 percent of the short-term time
depositsin the banking system. All thissuggeststhat there has been
no urgent demand for these innovations.

The Bundesbank has also been extremely cautious with regard to
the efficiency of the minimum reserveinstrument. In order to make
it moredifficult to evade the minimum reserveobligation, short-term
bank bonds (with maturities of less than two years) are included in
the reserve requirements. For the same reason, the Bundesbank has
so far been opposed to the launching of money market funds.

Allin all, it appears that the Bundesbank's concept of monetary
policy is still appropriate. It is noteworthy in particular that German
unification has not atered the demand-for-money relationship. The
Bank for I nternati onal Settlementsconfirmedthisappraisal initsmost
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recent annud report. | quote from page 141: "It was widely accepted
in the past that in contrast to money demand relationshipsin many
other countries, the demand for M 3 in Germany was stable. Recent
investigations suggest that, perhapssurprisingly, thisis still the case.
... Thehighrate of growth of M 3 in the 1990-92 period thus appears
to be well explained by the strength of output in western Germany
following unification and by persistent inflationary pressures, rather
than a structural shift in the demand-for-money relationship.™

| have to admit, however, that more recently special factors have
somewhat overstated the expansion of our target aggregate. In the
wakeof meanwhilerather low long-terminterest rates, the growth of
M 3 wasdlightly affected by ashift of financial assetsfrom nonmone-
tary investment to savingsand timedeposits. Neverthel ess,according
to our analysis, the longer-tern relationships between interest rates,
M 3, and total expenditurecontinue to be reasonably stable.

Thestability of the demand-for-money relationship and the under-
lying minor importance of financial innovationsin Germany are of
course aso attributable to the previousy high purchasing-power
stability of the deutsche mark. Thus, a speedy restoration of price
stability in Germany is not least in the interest of safeguarding our

monetary policy strategy.

On the other hand, the possibility of sudden large-scale interna-
tional capital flows actually poses a considerablerisk to the success
of German monetary policy. Asaready mentioned, the year 1992 has
taught us some lessons in this respect. It is widely agreed that a
strengthening of monetary cooperation and crisismanagement, impor-
tant though it is, cannot be the major responsefor coping with such
problems. What isdesirable,and indeed necessary,isajoint effort by
all countries concerned to implement required adjustment measures
speedily and to establish the preconditionsfor long-term price stabil -
ity. Thisisparticularly crucia for countrieswhich areinterconnected
through fixed exchange rates. Germany, as the anchor country of the
ERM, of course bearsaspecial responsibility in thefightfor domestic
stability, since otherwise, the stability of the wholesystem would be
a stake. Consequently, the scopefor monetary policy cooperationin
stabilizing exchange rates finds its limits in the anchor country's
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domestic policy requirements.

International cooperationisof primary importance, though, wher-
ever a'leve playingfield" isrequired. In theareaof monetary policy,
it remainsto be seenif aninternationally agreed™ middleground" with
regard to minimum reserves can be found. At any rate, the Bundes-
bank for one has recently reduced its reserve requirementswith this
intention.

Monetary policy would also benefitif the stability of the interna-
tiond financia system were further strengthened by meansof appro-
priate and coordinated supervisory measures (which, as mentioned
before, should not replace market forcesbut, on thecontrary,enhance
their disciplinary role, for example, by improvingtransparency).Each
step toward improved prudential standards counteracts the danger of
systemic solvency strains and thus protects central banks against
political pressureto grant generousliquidity injections. Let me add,
however, that such monetary policy risksareless seriousin Germany
than in someother countries. The German universal banking system
has been well able so far to master solvency problems itself. In
addition, there is an ingtitutional separation in Germany between
monetary policy on the one hand, and banking supervision on the
other. This protects the Bundesbank from internal conflicts of aims
between monetary policy requirementsand potentia solvency prob-
lemsaf the banks.

At present, the implications of the changesin the capital markets
for monetary policy are also an important subject with regard to the
process of European monetary integration. Under the Maastricht
Treaty, the planned European System of Central Bankswill be estab-
lished when the third stage of economic and monetary union comes
into force, and will then immediately assume full responsibility for
monetary policy in the participating countries. At the beginning of
1994, when the second stage of European Monetary Union (EMU)
comesinto force, aspecial cooperation agency, the European Mone-
tary Institute, will start its activities. TheInstitute will primarily have
to ded with preparing the ground for a stability-oriented European
monetary policy by harmonizing the statistics and the ingtitutional
structures (such as the payment systems) and by discussing the
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guidelines and the required instruments for conducting monetary
policy in the envisaged monetary union.

The question of whether monetary aggregates could serveasinter-
mediatetargetsat the Europeanlevel aswell will haveto be examined
thoroughly and objectively. The Bundesbank has already submitted
a paper for that purpose. It is, of course, ultimately an empirical
question how well thestability of thedemand-for-moneyrelationship,
as a precondition of such an approach, will be ensured in the third
stage. A definitiveanswer, therefore, cannot yet be given. Existing
studies on the stability of the demand-for-money relationship in
Europe, however, have had quite satisfactory results. Theoutcomeis
in many cases even morefavorablefor the European Community as
awholethanfor individua countries. Within theenvisaged monetary
union, thestability of thedemand-for-money rel ationshipwould prob-
ably even improve, becauseinflation-induced innovations, which play
amajor rolein some EC countries, will increasingly recedeinto the
background, if the European System of Central Bankscomplieswith
its stability mandate.

Although operational problems arising from a European money
supply concept cannot be ruled out, it is not least the shortage of
convincing aternativeswhich arguesin favor of such an approach. In
view of the size of the economic area concerned, a policy which,
instead, sets exchange rate targets seems hardly a reasonable option
for Europe. On the contrary, a basically floating exchange rate vis-a-
vis third currencies appears to be more appropriate. A European
policy of money supply targeting would thus be less exposed to
disturbing external influences. In principle, such a policy would
thereforeappearto beeven moreappropriatefor the EuropeanSystem
of Central Banks than for today's national central banks.

Aninterest-rateorientation, astheunderlying principleof European
monetary policy, would aso be very problematic. A policy of fixing
interest rates would run the risk of having procyclical effects on
economic devel opment, owing to the time lags between interest rate
changes and their effects on economic activity. The political risks
involved would be even more serious. An interest-rate orientation
would increase the danger of central bankstending toward monetary
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policy pragmatism and becoming more responsiveto politica influ-
ences.

There are some other reasons still which argue in favor of a
European strategy of money supply targeting. Although from the
outset the European System of Central Banks will have a clear
mandate to defend the value of money, it will not be able to point to
any successes of its own as regards monetary stability and policy
credibility. A clearly defined strategy that can be verified, such asthe
money supply approach, would therefore help the European System
of Central Banks to win confidencein the markets.

Money supply targets could aso facilitate decisionmaking within
the European System of Central Banks. They would make the rela-
tionship between interest rate policy and the final objectives of
monetary policy more transparent. This aspect will be of particular
importancein Europe, sincethemembersof thedecisionmaking body
will beinfluenced by very different national backgrounds.

Y ou have probably gathered from my remarks that, with regard to
Europe, we consider the German monetary policy concept as export-
able, so to speak. In this sense, let me also quote Wim Duisenberg,
thepresident of thecentral bank of the Netherlands,whorecently said:
"ltwould .. . appear wiseif thepolicy strategy of theEuropeanCentral
Bank were to be modeled closely upon current German monetary
policy practice.” Thisappraisal hasall themoresignificancesince Mr.
Duisenbergisat present aso thechairman of the EC's Committee of
Governors.

After the recent turmoil in the European Monetary System (EMS)
and the decision temporarily to widen the ERM marginsfrom +2.25
percent and +6 percent to +15 percent (except for the Netherlands,
which intends to continue to maintain the present margins of +2.25
percent vis-a-vis the deutsche mark), one may, of course, wonder
whether the prospects mapped out by the Maastricht Treaty are till
realistic. However, & the time of their decisionon August 1, the EC
member states expresdy declared that they intend to abide by the
commitments of the Maastricht Treaty, and now that all twelve
member states have taken the requisite ratification decisions, the
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Treaty can be expectedformally to enter intoforcethisautumn, unless
the German Constitutional Court at the last moment prohibits the
lodging of the German deed of ratification—atum of eventswhich |
do not consider to be very likely. The other EMS regulationsand the
parity grid likewise basically remainin effect.

Even so, theconditionsfor monetary policy in Europe haveundoubt-
edly changed as a result of the decision taken on August 1. For one
thing, owing to thelimited floating of exchangerates, the individual
countries now have more room for maneuver on interest rate move-
ments. Such increased flexibility is certainly a gain, since the infla-
tionary risksin theindividual countriescurrently differ. For instance,
the Bundesbank, in pursuingitsdomesticanti-inflation policiesin the
next few months, will not need to pay as much attention as hitherto
to the direct implications for interest rate policy in neighboring
countries, although of course a major appreciation of the deutsche
mark within Europeis undesirablein thelight of German exporters
need to remaincompetitive. Conversaly, theother central banksinthe
EMScan now carry out interest rate reductions which seem desirable
in domestic termswithout immediately beingfaced with intervention
commitmentsand reservelosses.

However, at least in the present situation (complicated asiit is by
the consequencesof German reunification), thisgain in flexibility is
accompanied by a substantial risk. For a number of countries, the
temporary wideningof marginsinvolvesatemptation prematurely to
break off their domestic efforts to achieve price stabilization and,
instead, to seek salvation in competitive depreciations. A develop-
ment of thiskind would not only jeopardizethe progress made so far
toward convergencein Europe, it might actually endanger thelonger-
term viability of the single European market. Sofar, admittedly, this
risk has not assumed concrete shape. The exchange rate changes of
thelast two and one-half weekshave beenrelatively small up to now.

The next few months will show whether the European countries
take due advantage of the new latitude that they have temporarily
gained. You may rest assured that the Bundesbank will abide by the
anti-inflationary policy stance it has pursued hitherto. That does not
rule out the possibility of further small stepsof interest rate policy,
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provided that the trend in the money stock permitsit, and that the
inflation rate, as expected, declinesdightly in the near future. But we
in the Bundesbank regard an anticyclical monetary policy neither as
acceptablein termsof anti-inflation policy nor asefficientin termsof
business cycle policy. The German interest rate level is already
exceptionaly low anyway in real terms. Long-term interest rates, in
particular, are distinctly below the multiyear average in nominal and
real termsaike. That reflects asubstantial measure of confidencein
German anti-inflation policy, which the Bundesbank has no intention
of endangering. After al, credibility is acentral bank's most impor-
tant asset.

I very much hope that our European partners, too, know that and
takeit to heart. The EM S can link up with its earlier successesin the
fight against inflation only if al those concerned try harder to ensure
thelong-termcredibility of their anti-inflation policies. The European
Monetary Union, whichisthelonger-runobjective, hasachanceonly
if the European Monetary System returns to discipline and more
convergent anti-inflation policies beforelong.

Editor'sNote: Hans Tietmeyer prepared thispaper for delivery at the Federal Reserve Bank
of Kansas City's Symposium on " Changing Capital Markets: Implicationsfor Monetary Pol-
icy," Jackson Hole, Wyoming, August 1993. Although Dr. Tietmeyer was unable to be pre-
sent, his paper was distributed a the symposium and is being published with the proceedings.
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