Introduction

Much of the recent research on monetary policy reflects a consensus outlined by Lars Svensson at the 1999 Jackson Hole Conference (Svensson 1999). This consensus is based on the view that central banks should minimize inflation volatility and the volatility of the gap between output and the flexible-price equilibrium level of output. Less consensus exists on the best strategies for achieving these goals. While Svensson emphasized the role of optimal policies, research also has focused on simple instrument rules of the type first popularized by John Taylor 1993. Inflation forecast targeting, general targeting rules, nominal income growth, price level targeting, and exchange rate targeting are just some of the other policy strategies that have been analyzed. However, much of this work ignores issues of structural change and uncertainty. The central bank is assumed to know the true model of the economy and observe accurately all relevant variables. The sources and properties of economic disturbance are also taken to be known. Uncertainty arises only due to the unknown future realizations of these disturbances.

In practice, policy choices are made in the face of tremendous uncertainty about the true structure of the economy, the impact
policy actions have on the economy, and even about the current state of the economy. Because uncertainty is pervasive, it is important to understand how alternative policies fare when the central bank cannot accurately observe important macro variables or when it employs a model of the economy that is incorrect in unknown ways. It is particularly important to search for policies that are able to deliver good macroeconomic outcomes, even when structural changes are continually occurring and/or the central bank is uncertain as to the true structure of the economy.

Two traditional results are relevant for any such search. First, Poole 1970 showed how the choice of an operating procedure depends on the types of disturbances affecting the economy. The general shift over the past 20 years from strategies in which monetary aggregates played important roles to ones in which money plays little explicit role reflects the forces first systematically studied by Poole. His approach continues to be reflected in discussions of the choice between broad policy strategies such as monetary targeting, exchange rate policies, and inflation targeting.

Poole's analysis incorporated additive disturbances, and optimal policy in his model satisfied the principle of certainty equivalence, with the central bank responding to its best estimate of the unobserved shocks as if the shocks were observed perfectly. But as Poole's work also demonstrated, policy based on a simple instrument rule or intermediate targeting strategy would be altered by any change in the structure of disturbances affecting the economy.

A second key result that has influenced thinking on monetary policy and uncertainty is due to Brainard 1967. He showed that multiplicative uncertainty would lead policymakers to react more cautiously to economic disturbances—certainty equivalence would not hold. While Craine 1979 demonstrated that caution was not always the appropriate reaction, Brainard's general result seemed to capture the way actual policymakers viewed their decisions (Blinder 1998).
Recent research has offered some new perspectives on these traditional insights. Rules have been proposed that are robust to shifts in the structure and behavior of economic disturbances, for example, and notions of caution and aggression have been augmented by the idea that a desire for robust policies may lead policymakers to employ a deliberately distorted model of the economy. The traditional Bayesian approach to uncertainty requires that the central bank assess the joint probability distribution over all outcomes and then maximize the expected value of its objective function. But defining in any meaningful sense the probabilities of unusual, unique, or never-before-observed events—a zero nominal interest rate, the impact of information technologies, a prolonged occupation of Iraq, or the occurrence of an event like September 11—is a difficult, if not impossible, task. The research on robust control has examined how the uncertainty presented by these types of events might affect a policymaker’s decisions.

To discuss some of these new perspectives and their implications for monetary policy, and because uncertainty can take many forms, making generalizations difficult, I focus on three specific sources of uncertainty—data uncertainty in measuring the output gap, uncertainty about the persistence of inflation shocks, and uncertainty about the inflation process itself. While representing only a small subset of the model uncertainty faced by central banks, each is among the most critical for policy design. The difficulties of estimating the output gap have created problems for policymakers in the past. Inflation shocks present policymakers with their most difficult tradeoffs, and the nature and sources of these shocks is a matter of debate. Finally, the structure of the inflation process itself is critical for the design of policy, and the degree of inertia in the inflation process is a key factor that distinguishes alternative structural models used for policy analysis.

In an environment of change and uncertainty, policymaking is difficult and simple guidelines for decision-making are useful. To assess the form that these guidelines might take, I examine how
sensitive different policies are to uncertainty. For example, while the difficulty of measuring of the output gap is a well-recognized problem, I argue that rules based on growth rates or changes in the estimated gap suffer fewer measurement problems and outperform Taylor rules. I compare instrument rules that are robust with respect to the behavior of exogenous disturbances to other simple rules to assess the gain offered by robust rules, and I assess the sensitivity of simple rules to inertia in the inflation process.

An important aspect of an assessment of policy guidelines is determining how well they do if they turn out to be based on incorrect assumptions. Does a rule that was optimal continue to do reasonably well if the economic structure changes or if a disturbance thought to be transitory turns out to be more persistent? A Bayesian approach would evaluate the expected value of the policymaker’s objective function under all possible outcomes. An alternative approach, admittedly more heuristic, examines whether the costs of being wrong are asymmetric. Is it more risky to underestimate the problem of data uncertainty or to overestimate it? Is it better to overestimate the degree of inertia in the inflation process or to underestimate it? As I discuss in sections 2-4, underestimating the degree of data uncertainty, the persistence of shocks, or the degree of inertia in inflation may lead to greater policy errors than the reverse. When assigning probabilities to all possible contingencies is difficult, it may be useful for policymakers deliberately to distort the model of the economy on which they base policy, attributing more inertia to inflation, for example, than the point estimates would suggest. The research on robust control shows how a desire for robustness is based ultimately on the policymaker’s attitudes toward risk. A risk-sensitive policymaker should adopt policies designed to perform well when inflation shocks are very persistent and inflation is highly inertial. Such policies are precautionary in nature—they help ensure against the worst-case outcome.

In the remainder of this section, I touch briefly on some issues related to policy strategies and I then highlight the basic sources of model
uncertainty. Sections 2-5 deal with issues of data uncertainty associated with the output gap, robust instrument rules, parameter uncertainty, and robust control. A brief concluding section then follows.

**Strategies for monetary policy in the face of uncertainty and structural change**

Strategies involve “the art of devising or employing plans or strategies toward a goal” (Merriam-Webster), and a monetary strategy provides “a systematic framework for the analysis of information and a set of procedures designed to achieve the central bank’s main objectives” (Issuing 2002). Thus, a monetary policy strategy has three components: objectives, an information structure, by which I mean a framework for distilling relevant information into a form useful for guiding policymakers, and an operational procedure that determines the setting of the policy instrument. Structural change and uncertainty affect each of these components.

**Policy goals**

Strategies that are based more closely on the ultimate objectives of policy are likely to be more robust to shifts in the economy’s structure or to uncertainties about the transmission process linking instruments and goals. I will follow the broad consensus described by Svensson 1999 in assuming that the objectives of the central bank are to maintain a low and stable rate of inflation, to stabilize fluctuations of output around some reference level, and, although this is more controversial, to stabilize interest rate fluctuations. In practice, the reference level is a measure of de-trended output, although theory suggests it should be the output level that would occur in the absence of nominal rigidities. The relative weights a central bank should place on these objectives is not independent of the economy’s structure. For example, if information technologies lower the cost of price adjustment and thereby lead to greater price flexibility, the central bank should raise the relative weight it places on output stabilization (Woodford 1999). For the most part, I will ignore the potential impact of structural
change and uncertainty on the policymaker’s preferences, focusing instead on the other two components of a policy strategy.

Information

Monetary policy strategies act as filters through which information is distilled. A strategy such as monetary targeting or nominal income growth targeting defines an intermediate target, with the policy instrument adjusted in light of movements in the intermediate target. As is well-known, the optimal reaction to an intermediate target depends on the information about underlying disturbances contained in the target variable. The usefulness of intermediate targets that are not also ultimate policy objectives depends on the stability of the economy’s structure and the predictability of the linkages between the intermediate target and the goals of policy. Policy regimes that target variables subject to large measurement errors or that are inherently difficult to observe may be less robust to shifts in the structure of the economy.

Policy implementation

A strategy also includes a procedure for implementing policy. Under the rules for good policy set out by Svensson 2003, a set of conditional forecast paths for the goal (target) variables should be constructed for a set of alternative instrument paths. In the face of uncertainty about the true model, these forecast paths can be constructed using several alternative models. The resulting forecasts for the target variables are then presented to the policymakers who select the instrument path yielding the most desired outcomes. When preferences over goal variables are quadratic and the transmission mechanism is linear, policymakers need to consider only mean forecasts; the uncertainty surrounding these forecast is irrelevant (certainty equivalence). When these conditions do not hold, Svensson calls for the construction of conditional probability distributions over the target variables, with policymakers then choosing from among the distributions.1
Three aspects of this procedure bear highlighting. First, there is a separation between the preparation of the forecast paths and the choice of the optimal path. One is carried out by the staff economists, the other is made by the appointed policymakers. Second, the exercise is dependent on the selection of the alternative instrument rate paths. One way this can be done is to restrict the instrument to follow a simple rule. Except in extremely simple models, these rules are not optimal, but research has suggested that simple instrument rules perform well in a variety of models. Third, if certainty equivalence does not apply, distributional forecasts require that a probability measure be defined over all possible future structural changes and economic disturbances. It may be difficult to define the probabilities associated with future shifts in productivity growth, the persistence of exogenous factors that affect the economy, or unforeseen future structural changes.

In the face of uncertainty and structural change in the economy, simple rules may still provide useful guidelines for policy. Evolutionary psychologists speak of the brain having developed “cheap tricks” for processing information (Bridgeman 2003). In the visual area, for example, these tricks allow humans to judge distance quickly. By employing simple ways of processing information in complex situations, rather than relying on more complex, possibly optimal filtering techniques, generally good results are obtained. Perhaps a simple instrument rule is the monetary policy equivalent of such a cheap trick.

Summary

Objectives, the structure of information, and the rule for implementing policy are all dependent on the policymaker’s understanding of the economy’s structure, the sources of economic disturbances, the quality of data, and the transmission mechanism for monetary policy. Because there is a wide consensus on objectives, and because uncertainty is likely to be most relevant for how the policymaker utilizes information and implements policy, it is these last two aspects of strategy on which I focus.
Sources of uncertainty

Central banks face many sources of uncertainty: some arising because of the continual structural changes occurring in a dynamic economy, some because of limitations in economic data, some because of the inherent unobservability of important macro variables, some because of disagreements over theoretical models. To organize a discussion of uncertainty, it is helpful to set out a simple way of classifying the differences between the true model of the economy and the model the central bank uses to design policy.

Suppose the true model of the economy is given by

\[ y_{t+1} = A_1 y_t + A_2 y_{t+1}^* + B i_t + u_{t+1}, \]

where \( y_t \) is a vector of macroeconomic variables (the state vector), \( y_{t+1}^* \) is the optimal, current estimate of this state vector, and \( i_t \) is the policymaker’s control instrument. In this specification, \( u_{t+1} \) represents a vector of additive, exogenous stochastic disturbances. These disturbances are equal to \( C e_{t+1} \), where the vector \( e \) is a set of mutually and serially uncorrelated disturbances with unit variances. \( A_1, A_2, B, \) and \( C \) are matrices containing the parameters of the model. This specification is restrictive but common—all recent analyses of monetary policy have been carried out in the type of linear framework represented by equation 1, although in most cases, the left side involves expectations of the \( t+1 \) variables.\(^3\)

Central banks must base their decisions on an estimated model of the economy and on estimates of the current state. Suppose the bank’s estimates of the various parameter matrices are denoted \( \bar{A}_1, \bar{A}_2, \bar{B}, \) and \( \bar{C}, \) while \( \bar{y}_{t+1}^* \) denotes the policymaker’s estimate of the current state \( y_t. \) Then, letting \( A = A_1 + A_2 \) and \( \bar{A} = \bar{A}_1 + \bar{A}_2 \) we can write the central bank’s perceived or reference model as

\[ y_{t+1} = \bar{A} \bar{y}_{t+1}^* + \bar{B} i_t + \bar{C} e_{t+1}, \]
while the true model then becomes

\[ y_{t+1} = \tilde{A} \tilde{y}_{t+1} + \tilde{B} i_t + \tilde{C} (e_{t+1} + w_{t+1}), \]

where

\[ \tilde{C} w_{t+1} = A_t (y_t - \tilde{y}_t) \]

\[ + \left[ (A - \tilde{A}) \tilde{y}_n + (B - \tilde{B}) i_t + (C - \tilde{C}) e_{t+1} \right] \]

\[ + A (y_{nt} - \tilde{y}_{nt}). \]  

(2)

The difference between the central bank’s reference model and the true model is represented by \( \tilde{C} w_{t+1} \). This term captures three sources of model specification error:4

(1) Imperfect information: The first term in equation 2, \( A_t (y_t - \tilde{y}_t) \), arises from errors in estimating the current state of the economy. As emphasized by Orphanides 2003b, errors in estimating important macro variable, such as potential output, have led to significant policy errors. \( y_t \) and \( \tilde{y}_t \) can differ because of data uncertainties associated with measurement error and because some variables in \( y_t \) may be inherently unobservable.

(2). Model mis-specification: The second bracketed set of terms in \( w_{t+1} \) arises from uncertainty with respect to the parameters of the model. This term includes errors in the central bank’s estimate of the parameters of the model; it also captures errors in modeling the structural impacts of exogenous disturbances.5 For example, mistakenly believing a relative transitory increase in oil prices represented a more permanent shock to the economy would be reflected in the \( (A - \tilde{A}) \) term. Treating an oil price shock as affecting only the supply side and ignoring its demand effects would be reflected in a non-zero value of \( C - \tilde{C} \).

(3) Asymmetric information and/or inefficient forecasting: The third term, \( A (y_{nt} - \tilde{y}_{nt}) \), reflects any inefficiencies in the central bank’s estimate of the current state vector. It can also be interpreted as arising
from informational asymmetries such as occur when the private sector has better information than the policymaker about current macroeconomic developments, or, conversely, when the policymaker has better information, for example, about its target for inflation.

Model uncertainty—both in terms of the structural parameters and the behavior of the exogenous disturbances, imperfect information, and asymmetric information—can be thought of as the underlying sources of uncertainty faced by the central bank. I will have little to say concerning the third source (asymmetric information and/or inefficient forecasting). While structural change may make forecasting more difficult, and by being more transparency the central bank can reduce confusion about its own objectives, the major concern of a central bank in an environment of change must lie with the first two sources of uncertainty.

**Imperfect or noisy information**

While information is plentiful (Bernanke and Boivin 2003), it is also noisy. Data limitations—imperfect measurement, data lags—make it inevitable that real-time data provide only imperfect measures of current economic conditions. In addition, many of the variables that play critical roles in theoretical models cannot be observed directly. The most prominent example is the measure of real economic activity relevant for policy. Policymakers recognize that they should focus on a measure of output (or unemployment) adjusted for productivity (for the natural rate of unemployment), but how this adjustment should be done is controversial in theory and difficult in practice. Output gaps are traditionally defined with reference to an estimate of trend output, but shifts in trends are difficult to detect in a timely fashion. In new Keynesian models, the output gap depends on the level of output that would occur in the absence of any nominal price rigidities, which, like the natural rate of unemployment, is unobservable.

The importance of output gap measurement error for policy has been stressed by Orphanides 2003b. He argues that central banks
overestimated trend output during the 1970s because the productivity slowdown was not immediately evident. As a result, the output gap was underestimated, leading monetary policy to be too expansionary. The 1990s saw a rise in productivity growth, and while the errors of the 1970s were not repeated, there was great uncertainty at the time surrounding estimates of trend output and the gap.

Aoki 2003 shows how imperfect information can lead the optimal policy to display reduced reaction to observed variables, reflecting the data noise inherent in the observed variables. This attenuation, however, does not reflect the cautious response that Brainard 1967 showed could arise in the presence of model uncertainty. Instead, the attenuation reflects the signal-to-noise ratio in the imperfect observation on macro variables. In our standard models (linear-quadratic structure, symmetric information), the optimal policy response to the best estimate of the state is unaffected by data uncertainty—certainty equivalence still applies (Pearlman 1992). Imperfect information does not support the conclusion that the central bank should rely less heavily on estimates of the output gap in formulating monetary policy, since optimal responses to estimates of inflation and the output gap are not reduced. However, if measured data contains noise, optimal responses to observed variables such as actual output will be attenuated relative to the full information case.

While certainty equivalence may characterize optimal policy, certainty equivalence does not hold for simple rules (Levine and Currie 1987). The optimal response coefficients in such rules depend on the variances and covariances of the structural disturbances and on the noise in the data. This makes it more difficult to draw general conclusions about how the response coefficients in simple rules will be altered once measurement error and data uncertainty are taken into account. Using estimated backward-looking macro models, Smets 1999, Peersman and Smets 1999, and Rudebusch 2001 find that data uncertainty reduces the optimal coefficient on the output gap in a Taylor rule, while Ehrman and Smets 2002 show that the optimal weight to place on output gap stabilization declines when the gap is poorly measured.
Orphanides 2003a has also investigated the implications of imperfect information for simple policy rules. Based on real-time data and a backward-looking model estimated on U.S. data, he finds that implementing the Taylor rule that would be optimal in the absence of data noise leads to substantially worse policy outcomes than occur when the noise is appropriately accounted for in the design of the policy rule.

One solution to data uncertainties is to alter the set of variables the policymaker reacts to. For example, in a model of inflation and unemployment, Orphanides and Williams 2002 find that including the change in the unemployment rate, rather than its level, ameliorates problems of measuring the natural rate of unemployment. Specifically, they assume a simple, modified Taylor rule of the form

\[ i_t = \theta_i i_{t-1} + \theta_\pi \pi_t + \theta_u (u_t - u^n_t) + \theta_{\Delta u} (u_t - u_{t-1}) , \]

where \( i \) is the nominal interest rate, \( \pi \) is the inflation rate, \( u \) is the unemployment rate, and \( u^n \) is the (unobserved) natural rate of unemployment. They show that as the degree of uncertainty about \( u^n \) (measured by the variance of forecast errors) increases, the parameters in this rule converge to a first difference rule in which the coefficient on the lagged interest rate equals one and that on the unemployment gap goes to zero. That is, \( \theta_i \to 1 \), and \( \theta_u \to 0 \). In this form, the rule does not depend directly on an estimate of the natural rate of unemployment, making it more robust to data uncertainty than are rules that rely on an estimate of unemployment relative to the natural rate.

The use of a rule based on the change in the unemployment rate solves one aspect of the imperfect information problem—it includes only variables for which measurement errors are viewed as small; it does not include variables that are poorly measured or, as in the case of the natural rate of unemployment variables that are unobservable. However, most policy rules incorporate an output gap, not an unemployment rate gap. Do Orphanides and Williams’s findings on difference rules apply to instrument rules based on an output gap measure?
Real-time errors in predicting output relative to trend arise from two sources. First, the predictions depend on currently available data on GDP, which are revised over time. Second, even if completely accurate data were immediately available, trend GDP would still be difficult to estimate. For example, only as more time passes will it be possible to tell how much the technology boom of the late 1990s altered the economy’s trend growth rate—our assessment of trend growth for the 1990s will be better in, say, 2010 when we can look both backward from 1990 and forward in time to the first decade of the 2000s. According to Orphanides and van Norden 2002, this second source of error, not data revisions, is the major problem in measuring the current level of trend output and therefore in measuring the output gap.

Errors in measuring the level of trend output are likely to be quite persistent. As a consequence, these errors tend to wash out when one looks at how the measured gap is changing over time. A first difference rule is likely to be less sensitive to mismeasuring the level of trend output correctly. For example, suppose

\[ x^o_t = x_t + \theta_t \]

where \( x^o_t \) is the measured gap and \( \theta_t \) is the measurement error. Suppose \( \theta_t = \rho \theta_{t-1} + \nu_t \) with \( \rho \) close to 1. The variance in the measurement error for the level of the gap is \( \sigma^2_\nu / (1 - \rho^2) \); the variance of the error in the measured change in the gap is \( 2 \sigma^2_\nu / (1 + \rho) \). Thus, as long as \( \rho > 0.5 \), the measurement error in the change is smaller than that in the level. Orphanides 2003 estimates that \( \rho \approx 0.9 \) for the U.S. over the period 1980-1992. In this case, the change measurement error variance is only one-fifth as large as the level measurement error variance.

To assess the error in a typical measure of the output gap, the solid line in Chart 1 shows the difference between two estimates of the level of the output gap. The first estimate is based on actual output at each date \( t \) and an estimate of trend output obtained using data up to date \( t \); the second estimate uses data from the entire sample from
Chart 1
Revisions to the Estimated Output Gap Level and Change

1959:1 to 2003:1 to estimate trend output. The difference between these two estimates provides an indication of measurement error due to revisions in the estimate of trend output. The dashed line in the chart is the revision to the estimated change in the gap. As is clear, the change in the gap is subject to much smaller revisions.

Another means of assessing the measurement error in the level estimates and the change estimates is to examine the correlation between the initial estimate and the subsequent revision. If the initial estimate is an efficient forecast of the final figure, than the revision should be uncorrelated with the initial estimate. Regressing the revision in the level of the gap estimate on the initial estimate yields the following result:

\[ x_t^f - x_t^o = 0.001 - 0.476 x_t^o \]

\[ (1.32) \quad (7.07) \]

S.E.E. = 0.014
The relationship between the initial estimate and the revision is statistically significant and negative; almost half of any initial estimated output gap is likely to be subsequently reversed. In contrast, the initial estimate of the change in the gap is unrelated to the final estimate of the change:

\[
\Delta(x_t^f - x_t^o) = 0.000 \quad - 0.037 \quad \Delta x_t^o
\]

\[
(0.13) \quad (0.90)
\]

S.E.E. = 0.004

Replacing the level of the gap with the change in the output gap converts a Taylor rule into what has been described as a speed limit policy, “... where policy tries to ensure that aggregate demand grows at roughly the expected rate of increase of aggregate supply, which increase can be more easily predicted” (Gramlich 1999). Letting \( y_t \) denote the log of output and \( y^n_t \) the log of trend output, and interpreting aggregate demand to mean actual output and aggregate supply to be trend output, the growth rate of demand relative to the growth rate of supply is \( (y_t - y_{t-1}) - (y^n_t - y^n_{t-1}) \). This is just equal to \( x_t - x_{t-1} \), the change in the gap.

While the change in the gap or the growth rate of output relative to trend may ameliorate some of the measurement errors inherent in the level of the gap, it does not follow that reacting to the gap change will effectively stabilize inflation and the level of the gap. After all, it is the gap that enters the loss function, not the change in the gap. Fortunately, there is evidence that difference rules perform well in basic new Keynesian models. Walsh 2003a finds that in a discretionary policy environment, policies that stabilize inflation and the change in the output gap can outperform inflation targeting. Policies that involve nominal income growth would also face smaller measurement error problems, and Jensen 2002 shows nominal income growth targeting can improve over inflation targeting. Neither of these two papers incorporate any measurement error and so therefore underestimate the potential gains from gap change or nominal income growth policies. The source of the improved performance they find for nominal
income growth and speed limit targeting regimes is due to the greater inertia these policies introduce. Woodford 1999 showed that inertia—or history dependence—is an important component of an optimal commitment policy. By focusing on output growth (as is the case under nominal income growth targeting) or the change in the gap (as in a speed limit policy), policy actions depend, in part, on output or the gap in the previous period. In fact, Mehra 2002 finds that the change in the output gap does as well as the level in a simple Taylor rule in predicting Fed behavior, and Erceg and Levin 2003 argue that the output growth rate is the appropriate output measure to include in an estimated Fed reaction function.

The performance of simple rules with imperfect information

To further assess Taylor rules and first difference rules, I examine their performance in a simple new Keynesian model. This model, or variants of it, has seen wide usage in research on monetary policy rules. The model emphasizes the importance of forward-looking expectations, and its behavior can contrast with that implied by backward-looking models in critical ways.

The benchmark new Keynesian model consists of two key structural relationships. The first equation relates the output gap $x_t$ to its expected future value and the real interest rate gap, the difference between the actual real interest rate and the natural rate $r^n_t$:

$$x_t = E_t x_{t+1} - \left( \frac{1}{\sigma} \right) \left( i_t - E_t \pi_{t+1} - r^n_t \right)$$

(3)

The natural real rate of interest $r^n_t$ is equal to $\sigma(E_t y^n_{t+1} - y^n_t + \nu_t)$, where $u_t$ is a taste shock that affects the optimal intertemporal allocation of consumption for a given real rate of interest. I assume the natural rate of output $y^n$ evolves according to

$$y^n_t = \rho_y y^n_{t-1} + \chi_t .$$
The second structural relationship is the inflation adjustment equation arising in the presence of sticky nominal prices:

$$\pi_t = \beta E_t \pi_{t+1} + \kappa x_t + e_t. \quad (4)$$

The cost shock $e_t$ captures any factors affecting inflation that alter the relationship between real marginal costs and the output gap. Disturbances are treated as exogenous and follow AR(1) processes:

$$u_t = \rho_u u_{t-1} + u_t;$$

$$e_t = \rho_e e_{t-1} e_t.$$

Following Woodford 2002, the central bank’s objective is to minimize a loss function that depends on the variation of inflation, the output gap, and the nominal rate of interest:

$$L_t = \left(\frac{1}{2}\right) E_t \sum_{i=0}^{\infty} \beta^i \left[\pi_{t+i}^2 + \lambda_n x_{t+i}^2 + \lambda_i (i_{t+i} - i*)^2 \right]. \quad (5)$$

To study the role of imperfect information, I compare the cases in which the central bank observes inflation and the output gap to one in which only noisy signals on inflation and actual output are observed. For each of these cases, I evaluate alternative rules for the case in which the natural rate of output is i.i.d. ($\rho_{yn} = 0$) or highly serially correlated ($\rho_{yn} = 0.9$). Gaspar and Smets 2002 find that the serially correlation properties of the cost shock are important for the costs of imperfectly observing the output gap, so I also consider the case in which $\rho_e = 0.35$. Because the measurement error is taken to be serially uncorrelated, the error in measuring the change in the gap should be larger than that in the level of the gap. The simulations reported below, therefore, are biased against the rule based on the difference in the gap.

Calibrated values of the parameters are given in Table 1. These are taken from Giannoni and Woodford 2002b and are based on both the empirical work of Rotemberg and Woodford 1997 and the theoretical
work by Woodford 2002 in linking the weights in the objective function to the structural parameters of the model. I assume the variance of demand shocks reflected in the natural real rate of interest is twice that of cost shocks. Based on Orphanides 2003a, I set the standard deviations of the measurement error equal to 0.01 for the flexible-price output level and 0.0017 for inflation.

Two alternative simple rules are considered. The first is a Taylor rule of the form

$$i_t = \alpha_i i_{t-1} + \alpha_\pi \pi_t + \alpha_x x_{lt}$$

and is denoted by TR. The second, denoted DR, is a first difference rule:

$$i_t = i_{t-1} + \alpha_\pi \pi_t + \alpha_x (x_{lt} - x_{l-1lt})$$

Table 2 gives the losses under the optimal commitment policy, an optimal Taylor rule (TR), and an optimal first difference rule (DR). Three conclusions can be drawn. First, while outcomes deteriorate with measurement error, the effects in this purely forward-looking
model are generally not large. Second, as found by Gaspar and Smets, serial correlation in the inflation shock compounds the problems due to measurement error. Third, the difference rule always outperforms the Taylor rule, delivering results quite close to the commitment case.

The results in Table 2 here are broadly consistent with other research that finds data uncertainty has only modest implications for optimal simple rules. Thus, data uncertainties and mismeasurements may not be the most critical uncertainty related to the output gap. Instead, as McCallum 2001 argues, disagreement over the proper definition of the gap is likely to be more important, with theoretical models interpreting the gap as the difference between actual output and the level of output that would occur in the absence of nominal rigidities while empirically estimated models generally use a gap measure defined as the deviation of output from a statistically estimated trend.

While shifts in trend productivity growth complicate the problem of estimating an output gap, a simple solution involves using the change in the estimate gap or an output growth variable. Gap changes appear to be more accurately measured in the sense that ex post revisions are both smaller and initial estimates of the change are not systemically related to the subsequent revisions. It is important not to ignore data

<table>
<thead>
<tr>
<th>Commitment</th>
<th>TR</th>
<th>DR</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>L</em></td>
<td>100</td>
<td>107</td>
</tr>
<tr>
<td><em>H</em></td>
<td>102</td>
<td>109</td>
</tr>
<tr>
<td><em>L</em></td>
<td>104</td>
<td>111</td>
</tr>
<tr>
<td><em>H</em></td>
<td>101</td>
<td>117</td>
</tr>
<tr>
<td><em>L</em></td>
<td>101</td>
<td>120</td>
</tr>
<tr>
<td><em>H</em></td>
<td>104</td>
<td></td>
</tr>
</tbody>
</table>
uncertainty though. Orphanides and Williams 2002 consider the effects of varying the degree of uncertainty about the behavior of the natural rate of interest and the natural rate of unemployment. They argue that the costs of underestimating the degree of uncertainty are much larger than the costs of overestimating it. Thus, a risk-avoidance strategy would call for over-emphasizing the problem of data uncertainty and measurement errors. That is, the policymaker may be advised to use a deliberately distorted model that incorporates a higher level of uncertainty than is actually believed to characterize the data.

**Uncertainty about exogenous disturbances**

Data uncertainty is only one source of uncertainty. Another source arises from the behavior of economic disturbances. As Otmar Issing put it at last year’s Jackson Hole conference, “...central bankers are given little guidance as to the nature of the stochastic disturbances that drive the business cycle on average” (Issing, 2002, p. 184). The nature, source, and persistence of these disturbances may vary over time, and even when central banks are able to identify disturbances, uncertainty exists as to the persistence of the shocks. When the Asian financial crisis began in 1997, no one could know how long it would last or to how many countries it would spread. When the stock market bubble collapsed in 2000, no one could know how big the price drop would be or how long it would take to recover.

A strategy for monetary policy that works well even in the absence of precise information on the characteristics of the disturbances is desirable. If such a strategy exists, it would allow the central bank to react in the same manner whether a disturbance was persistent or transitory. This means the central bank would not need to “get it right;” even if a disturbance initially expected to be quite transitory turned out to be much more persistent, the initial response would remain optimal.

Giannoni and Woodford 2002a, 2002b, and Svensson and Woodford 2003b have proposed a class of “robust, optimal, explicit instrument rules” (ROE rules) that are explicit—they describe how the central
bank’s policy instrument should be adjusted in light of economic conditions. They are optimal—they succeed in minimizing the central bank’s loss function, subject to the constraints imposed by the structure of the economy. They are robust—the optimal response to target variables such as inflation and the output gap is independent of both the variance-covariance structure of the disturbances and the serial correlation properties of the disturbances. Thus, structural changes in the economy reflected in changes in the behavior of the additive disturbances would not require the central bank to alter its policy rule.

In contrast, simple rules are not robust to changes in the behavior of the exogenous disturbances. The optimal coefficients in a simple rule depend on the variance-covariance structure and on their serial correlation properties. Thus, in the face of structural change in the pattern of disturbances, a central bank following a Taylor rule, for example, would need to re-optimize and adjust the way it responds to inflation and the output gap.

Robustness and the data generating process

To assess the gains from employing a robustly optimal explicit instrument rule, I compare its performance with ad hoc rules in the new Keynesian model employed in the previous section. Uncertainty about the processes followed by the exogenous disturbances is, in this simple framework, represented by uncertainty about the autocorrelation coefficients $\rho_v$ and $\rho_e$ and the relative variances of the innovations, $\sigma_u^2/\sigma_e^2$.

The degree of serially correlation in structural disturbances is a source of controversy. Estrella and Fuhrer 2002 argue that the residual error term in structural equations should display zero serial correlation (i.e., $\rho_e=\rho_v=0$). But if this is the case, forward-looking relationships such as equations 3 and 4 cannot capture the dynamic behavior observed in the data. Rotemberg and Woodford 1997, and Ireland 2001 allow residual errors to be serially correlated and argue that forward-looking models can match the data dynamics. Thus,
there exists disagreement, at both the level of theoretical specification and at the empirical level over the true values of $\rho_e$ and $\rho_v$.

Suppose the central bank is able to commit. Under a fully optimal commitment policy, the central bank has an incentive to exploit the conditions existing at the time the policy is first adopted. That is, the rule the central bank would like to commit to follow in period $t + i$, $i > 0$, will be different from the policy it will pick for period $t$. To avoid this inconsistency, Woodford 1999, 2002 has argued that commitment should be interpreted from what he has described as a timeless perspective (see also Svensson and Woodford 2003b). Under the timeless perspective, the central bank commits to a rule that it would have found optimal to commit to if it had chosen its policy at some earlier date. The timeless-perspective commitment policy that minimizes the loss function (equation 5) subject to equation 3 and equation 4 is given by

$$i_t = \left( \frac{\kappa}{\sigma \beta} \right) i_t^* + \left( 1 + \frac{\kappa}{\sigma \beta} + \frac{1}{\beta} \right) i_{t-1} - \left( \frac{1}{\beta} \right) i_{t-2} + \left( \frac{\kappa}{\sigma \lambda_x} \right) \pi_t + \left( \frac{\lambda_x}{\sigma \lambda_i} \right) (x_t - x_{t-1}). \quad (8)$$

Implementing equation 8 corresponds to what Svensson 2003 labels a specific targeting rule. It is consistent with the first order condition obtained from the central bank’s decision problem and therefore with the minimization of the bank’s loss function. This instrument rule depends only on variables appearing in the central bank’s objective function—inventory, the output gap, and the interest rate. The interest rate displays inertia, since history dependence improves the tradeoff between inflation and output variability. More importantly for our purposes, none of the coefficients appearing in equation 8 depend on $\rho_v$, $\rho_e$, or the variances of the disturbances. Hence, the optimal reaction to inflation, the change in the gap, or lagged interest rates depend only on the parameters characterizing the structural equations of the model ($\kappa$, $\sigma$, and $\beta$) and those reflecting the relative weights of the objectives in the bank’s loss function ($\lambda_x$ and $\lambda_i$).
To assess the advantages of a ROE rule over simple rules, I focus on the role of $\rho_e$, the serial correlation in the inflation shock. As is well-known, this is the key disturbance generating policy tradeoffs in a basic new Keynesian model. I ask two questions. First, how sensitive is performance under a simple rule to “getting it right”? That is, if it turns out that $\rho_e$ differs from the value on which the simple rule is based, how much does performance deteriorate? Second, if the policymaker is uncertain about the true value of $\rho_e$, should it error toward overestimating or underestimating it?

Four rules are considered. The first is a optimal Taylor rule of the form

$$i_t = \alpha_i i_{t-1} + \alpha_{\pi_t} \pi_t + \alpha_x x_t,$$

where the coefficients are chosen to minimize the loss function (equation 5). The second rule, referred to as a fixed Taylor rule, holds the coefficients fixed at the values that are optimal for the benchmark calibrated values of $\rho_e$ and $\rho_v$.

The performance of this rule as the serial correlation of the disturbances varies provides a measure of the costs of mis-specification that would arise if the structure of disturbances changed but the central bank failed to re-optimize its instrument rule. The third policy rule is an optimal difference rule of the form

$$i_t = i_{t-1} + \alpha_\pi \pi_t + \alpha_{\Delta x} (x_t - x_{t-1}).$$

The fourth rule is of the same form as equation 10 but with the coefficients held fixed at the values optimal for the baseline values of $\rho_e$ and $\rho_v$. Note that in this simple model, the ROE rule contains the same variables that appear in the difference rule, with the sole addition of the second lag of the nominal interest rate. Hence, we should not be surprised if the difference rule does well in this version of the model.
Chart 2 shows the loss under each rule expressed as the percent increase over the ROE rule as a function of $\rho_e$. Focusing first on the Taylor rules, two points stand out. First, performance tends to deteriorate relative to the ROE rule as $\rho_e$ increases until $\rho_e$ reaches 0.8, at which point the optimal Taylor rule improves relative to the ROE rule. Second, a failure to reoptimize the Taylor rule coefficients carries very little cost if the shock is not very persistent (the cost of not reoptimizing is below 20 percent for $\rho_e < 0.7$) but a large cost if the shock turns out to be very persistent. Interestingly, if the coefficients are held fixed at the values optimal for a much larger value of $\rho_e$ than 0.35, the outcomes under a fixed Taylor rule deteriorate less for either very large or very small values. This can be seen in Chart 3, which illustrates the outcomes under Taylor rules optimized for $\rho_e = 0.35$ and for $\rho_e = 0.70$. Overestimating the persistence of the inflation shock limits the maximum loss (relative to the optimal Taylor rule) if the central bank is uncertain about the true value of $\rho_e$. 
Difference rules do extremely well over the entire range of $\rho_e$ (see Chart 2). Even though the coefficients of the difference rule are also functions of $\rho_e$, the costs of ignoring this dependence and simply using fixed response coefficients are trivial. Perhaps this is not surprising since the difference rule is quite similar to the ROE rule in this model.\textsuperscript{20}

To summarize, there is essentially no deterioration under a fixed difference rule that gets $\rho_e$ wrong; failing to re-optimize as the disturbance process changes, or incorrectly estimating the true value of $\rho_e$ causes only a relatively small increase in the loss function. The Taylor rule is not as robust as the difference rule; incorrectly estimating the true values of $\rho_e$ can cause a large increase in the loss function. However, intentional overestimating the degree of persistence in the inflation process can serve to limit the costs of uncertainty about $\rho_e$ under a Taylor rule.
Parameter uncertainty

The previous subsection discussed uncertainty concerning the processes generating the exogenous, additive disturbance terms. Central banks also face uncertainty about the structural parameters that appear in their economic model. In contrast to uncertainty about the additive disturbances, parameter uncertainty creates multiplicative uncertainty.

The classic work by Brainard 1967 concluded that a policymaker should act more cautiously in the face of multiplicative uncertainty. The intuition for this result is straightforward, and Blinder 1998 has suggested that it captures the approach of actual policymakers. However, Craine 1979 showed that uncertainty about model dynamics can lead policy to react more aggressively, a result also obtained by Söderström 2002. To understand the intuition for this finding, suppose the impact of current inflation on future inflation is uncertain. Any variability in the coefficient on current inflation in the equation for future inflation amplifies the impact that variability in current inflation has on future inflation. It will pay to make sure current inflation is very stable by reacting more aggressively to shocks.

Dynamics are not necessary to overturn Brainard’s basic result however. To illustrate this point, suppose the simple model used in the previous section is modified to take the form

\[ x_t = E_t x_{t+1} - s_t \left( i_t - E_t \pi_{t+1} - r^n_t \right) \]  

\[ \pi_t = \beta E_t \pi_{t+1} + \kappa_t x_t + e_t. \]

In contrast to equations 3 and 4, the coefficients \( s \) and \( \kappa \) are allowed to be stochastic.\(^{21}\) For simplicity, assume that \( s_t \) and \( \kappa_t \) are independently distributed, i.i.d., with known means and variances and \( (\bar{s} \kappa) \) and \( (\sigma_s^2 \sigma^2) \). Assume the policymaker observes \( r^n_t \) and \( e_t \) prior to setting the nominal interest rate but does not observe the current realizations of \( s_t \) or \( \kappa_t \). The objective of the central bank is to minimize
the loss function given by equation 5. It can be shown that the nominal interest rate under optimal discretion is given by

\[ i_t = \frac{\lambda_i i_t^* + \bar{s} (\bar{k}^2 + \sigma_k^2 + \lambda_x r_t^h - \bar{s}e_t)}{(\bar{s}^2 + \sigma_s^2)(\bar{k}^2 + \sigma_k^2 + \lambda_x) + \lambda_i} = a_0 + a_1 r_t^h - a_2 e_t. \]  

(13)

Consider first uncertainty about \( s \), the interest rate elasticity of output. The variance of \( s \) appears only in the denominator of equation 13. This is the classic Brainard result—the interest rate is adjusted less in the face of either natural interest rate or cost shocks than would be optimal if \( s \) were known with certainty. Similarly, an increase in the variance of \( \kappa \) reduces the interest rate response to cost shocks. However, the situation is different if we consider the reaction to \( r_t^h \) when the value of \( \kappa \) is uncertain. If \( \lambda_i = 0 \), then \( \bar{k}^2 + \sigma_k^2 + \lambda_x \) cancels from the coefficient on \( r_t^h \) and uncertainty about \( \kappa \) has no effect on the optimal response to \( r_t^h \). That is, regardless of how uncertain the central bank is about the response of inflation to output movements, it should attempt to neutralize the impact of demand shocks on output. Parameter uncertainty about \( \kappa \) only makes failure to do so more costly. When the central bank cares about interest rate volatility, however, it will not fully neutralize demand shocks, and the optimal response to such shocks is affected by \( \sigma_k^2 \). In fact,

\[ \frac{\partial a_t}{\partial \sigma_k^2} = \frac{\bar{s}^2 \lambda_i}{(\bar{s}^2 + \sigma_s^2)^2 \left( \bar{k}^2 + \sigma_k^2 + \lambda_x \right)^2 + \lambda_i^2} > 0. \]

Increased uncertainty about \( \kappa \) leads, under optimal discretion, to a more aggressive response to the natural rate of interest as long as \( \lambda_i > 0 \). The intuition for this result lies in the consequences of failing to respond aggressively to fluctuations in \( r^h \). The effect of output fluctuations on the variance of inflation is reinforced by the variability of \( \kappa \); thus, to stabilize inflation the central bank wants to move more aggressively to limit the impact of \( r^h \) on the output gap.
Absent conclusive theoretical predictions, the impact of parameter uncertainty must be assessed within the context of specific models. This has been done by a number of authors. For example, Rudebusch 2002 allows for parameter uncertainty in an estimated, backward-looking model. He finds that the coefficients in an optimal simple Taylor rule are only marginally affected by parameter uncertainty, a finding consistent also with those of Estrella and Mishkin 1999. In reviewing other research on parameter uncertainty, Rudebusch concludes that only when policy is characterized by a “many-parameter unrestricted policy rule” and the model economy is represented by an unrestricted VAR are large effects found.

The illustrative example leading to equation 13 adopted a Bayesian perspective; policy was designed to minimize expected loss, where expectations were taken with respect to the joint distribution of the additive disturbances and the unknown parameters. This approach requires that the central bank formulate a prior probability distribution that reflects the uncertainty it faces. An alternative approach is to assess the consequences of basing policy on incorrect values of key parameters. That is, suppose the central bank faces uncertainty about the true value of some parameter $\gamma$. Suppose the policymaker believes the true value is $\hat{\gamma}$ when the actual value is $\gamma$. Are there combinations of $\gamma$ and $\hat{\gamma}$ that lead to particularly bad outcomes?

To investigate this question, I focus on the degree of inertia in the inflation process.

**Inertia in the inflation process**

The existing literature has identified the degree of endogenous inertia in the inflation process as one of the most critical parameters affecting the evaluation of alternative policies. For example, Rudebusch 2002 found that nominal income targeting does well when inflation is forward-looking but poorly when it is more backward-looking. Similarly, when current inflation is affected by both expected future inflation and lagged inflation, the performance of price-level targeting
deteriorates significantly as the relative weight on lagged inflation rises (Walsh 2003a). Levin and Williams 2003a demonstrate that policy rules that are optimal in a forward-looking model can lead to disastrous results if the true model is, in fact, backward-looking.

Unfortunately, given the significance it has for the evaluation of alternative regimes, there is great uncertainty about the respective roles of forward and backward elements in the inflation process. For example, Rudebusch 2002, using an output gap measure based on de-trended output, estimates that the weight on lagged inflation is over twice that on expected future inflation, while Galí and Gertler 1999, using a measure of real marginal cost rather than the output gap, find just the reverse.

To incorporate an effect of lagged inflation on current inflation, I follow the specification of Giannoni and Woodford. They assume that a fraction of all firms are randomly selected to optimally adjust their price, while the remaining fraction, rather than keeping their prices fixed, adjust them by a fraction $\phi$ of the most recent period’s actual rate of inflation. Woodford 2002 shows that this specification implies that the inflation process is given by

$$\pi_t - \phi \pi_{t-1} = \beta \left( E_t \pi_{t+1} - \phi \pi_t \right) + \kappa x_t + e_t. \quad (14)$$

Galí and Gertler 1999 find a weight on lagged inflation of around 0.3, suggesting a value of 0.5 for $\phi$, and this is the value I use for the baseline calculations.$^{23}$

Consider the problem of minimizing the loss function (equation 5), subject to the expectational IS curve (equation 3) and the inflation adjustment equation 14.$^{24}$ I again focus on the ROE, Taylor, and difference rules. For each rule, I compare outcomes when the coefficients in the rules are adjusted optimally as $\phi$ varies and when the rules are optimal for a fixed $\hat{\phi}$ but are not adjusted as $\phi$ varies.$^{25}$
Before examining the outcome of this comparison, one further comment needs to be made concerning the difference rule and the ROE rule. When \( \phi = 0 \), the difference rule and the ROE rule both called for responding to the lagged interest rate, inflation, and the change in the gap. The ROE rule also included the second lag of the interest rate, but the basic similarity of the two rules meant that we might expect them to perform similarly, as, in fact, turned out to be the case. When \( \phi \neq 0 \), the differences between the two rules becomes more pronounced. The ROE rule now involves additional lags of the interest rate, the expected future value of the interest rate, and the expected future output gap. The appendix shows that under the optimal precommitment policy, the nominal interest rate must satisfy

\[
\Omega i_t = \phi \beta E_i i_{t+1} + \left[ 1 + \phi + \frac{1}{\beta} \left( \frac{k}{\sigma} + 1 \right) \right] i_{t-1} - \left( \frac{1}{\beta} \right) i_{t-2} - \left( \frac{k}{\phi \lambda_i} \right) \pi_t
\]

\[
+ \left( \frac{\lambda_x}{\sigma \lambda_y} \right) \left[ (1 + \phi \beta) x_t - x_{t-1} - \phi \beta E_i x_{t+1} \right] + \left( \frac{k}{\sigma \beta} \right) i_t,
\]

where \( \Omega = 1 + \phi (1 + \beta) \).\(^{26}\) When \( \phi > 0 \), the difference rule and the ROE rule can differ significantly, so it is no longer immediately obvious how well the difference rule will perform relative to the ROE rule.

Chart 4 illustrates the loss under the various rules, expressed as the percent increase relative to the loss under the ROE rule. Notice that a Taylor rule does worse than either the ROE rule or the difference rule. For no value of \( \phi \), however, is the loss under even the inefficient, fixed Taylor rule more than 35 percent greater than under the optimal ROE rule. All the rules, including the ROE rule based on \( \hat{\phi} = 0.5 \), deteriorate as \( \phi \) approaches 1.

Chart 5 shows the outcomes for the Taylor and difference rules if the central bank bases the rule on an estimate of \( \phi \) that is either smaller (\( \hat{\phi} = 0.25 \)) or larger (\( \hat{\phi} = 0.75 \)) than the “true” value (\( \phi = 0.5 \)). For the Taylor rule, overestimating the degree of backward-looking dynamics in the inflation process leads to more robust outcomes. The
same is also true of the difference rule, but for this rule, the costs of getting the value of $\phi$ correct are small. Again, however, overestimating the persistence in the inflation process results in a more robust rule than is obtained if the persistence is underestimated.

These results suggest that policymakers should act as if inflation were more backward-looking than they perhaps actually believe it is. However, the results also illustrate that notions of cautious and aggressive reaction in the face of parameter uncertainty are both model and rule specific. If the central bank’s strategy is to follow a Taylor rule, then the responses to inflation and the output gap fall if $\hat{\phi}$ is increased; if a difference rule is followed, the response coefficients increase.

In the benchmark model employed in this section, simple Taylor rules and first difference rules performed well, even when based on incorrect values of certain key parameters. Thus, a strategy of using such rules as guidelines for monetary policy may not be too costly in the face of structural change, even if response coefficients are not fully
optimal. However, Levin and Williams 2003a caution against drawing conclusions based on a single reference model as is done here, but they do conclude that simple rules can be found that are robust across a range of model. In a finding that can be interpreted as consistent with Chart 5, Levin and Williams find that policies obtained from a backward-looking model are the most robust when used in competing models. This result also suggests that a policymaker concerned with robustness might wish to overestimate inflation inertia.

**Robust control**

The notion that policy may be more robust if based on a systematically distorted model of the economy is a key implication of the recent literature on robust control. The robust control approach proceeds from the assumption that the central bank has a model of the economy that it believes is a reasonable approximation to the true model but that this approximating model may be subject to mis-specification (Hansen and Sargent 2003, 2004). Rather than viewing
the set of possible mis-specifications as simply random, the policymaker assumes “nature” is an evil agent who will choose the mis-specification that makes the policymaker look as bad as possible. In such an environment, optimal policy aims to minimize the worst-case outcome that could arise.

Suppose the central bank’s perceived or reference model is

$$y_{t+1} = Ay_t + Bi_t + Ce_{t+1}. \tag{16}$$

The bank recognizes this model is subject to error, with the true model given by

$$y_{t+1} = Ay_t + Bi_t + C(e_{t+1} + w_{t+1}). \tag{17}$$

The difference between the central bank’s reference model and the true model is represented by $Cw_{t+1}$. In the robust control approach, $w_{t+1}$ is not treated simply as an additive, exogenous disturbance like $e_{t+1}$. Instead, it may depend on the history of $y_t$ and can therefore encompass a wider set of possible mis-specifications, as indicated earlier in equation 2.

The policymaker is assumed to view equation 16, the case when $w_{t+1} = 0$, as a good “approximating model” to the true but unknown model. It is a good approximation in the sense that the possible model mis-specification errors are bounded:

$$\sum_{i=0}^{\infty} \beta^i w_{t+i} \leq \eta_0, \quad \eta_0 > 0. \tag{18}$$

The value of $\eta_0$ determines how far away from the true model the central bank’s reference model might be. The standard case of complete model certainty corresponds to $\eta_0 = 0$; in this case, the central bank’s approximating model is equal to the true model. When $\eta_0 > 0$, equation 18 imposes a limit on the size of the specification errors the central bank believes are possible.
Hansen and Sargent 2004 discuss two alternative interpretations of optimal, robust policy. The first interpretation is that the central bank has standard preferences but optimizes using a purposefully distorted view of the economy. The second interpretation is one in which the central bank’s model is not distorted, but instead the preferences of the central bank reflect an increased sensitivity to risk.

**Policy using a distorted model**

Under the first interpretation, the central bank replaces the model of the economy with a distorted model, one that incorporates the worst-case process for $w_{t+1}$. The value of $w_{t+1}$ for which the worst-case outcome occurs will be a function of the state vector, $K_t$. The vector $K$ reflects the way model mis-specification is endogenous.

Substituting $w_{t+1} = K_t$ into equation 17 yields

$$y_{t+1} = (\overline{A} + \overline{C}K)y_t + \overline{B}i_t + \overline{C}e_{t+1}.$$  \hspace{1cm} (19)

Equation 19 represents the distorted model. The central bank now treats this distorted model as if it were the true model of the economy. The policy problem based on the distorted model is now standard and involves minimizing loss subject to equation 19.

This interpretation of robust control highlights its contrast to the standard Bayesian approach. A Bayesian central bank, faced with model uncertainty, assigns a probability to each possible model, where these probabilities reflect the central bank’s assessment of the likelihood of each model. In contrast, a central bank concerned with robustness bases policy on a distorted model, as in equation 19, but then acts as if there were no longer any model uncertainty. The distorted model reflects the worst-case model the central bank could face, and, given that worse case, it optimally determines policy.

In a number of cases that have been analyzed, the worst-case model is characterized by increased persistence. This result is consistent with the
findings discussed in sections 3 and 4; the dangers of underestimating the degree of persistence appear to be greater than those of overestimating persistence. The nature of the distorted model a policymaker uses under robust control is illustrated in Chart 6, which shows, for the new Keynesian model of section 4, the difference between the inflation shock in the worst-case model and the approximating model. The worst case involves a larger and more persistent inflation shock. From the basic new Keynesian inflation adjustment equation, current inflation can be expressed as equal to the present discount value of current and future expected output gaps and inflation shocks. Under the worst-case model, the present value of the shock is larger, leading to a larger immediate response of inflation. To protect against this possibility, the central bank raises interest rates more under the robust policy, and, as a consequence, the output gap initially declines more sharply than under the standard optimal commitment policy (see Chart 7). If the worst case does occur, the output gap declines significantly; under the approximating model, the output gap rebounds quickly.
From the perspective of policy strategies, the use of a distorted model has several problems. Basing forecasts on a model that the policymaker knows is distorted would make it more difficult to communicate the rationale behind policy actions. It also eliminates the separation between the forecasters and the decision makers. The distorted model (equation 19) depends on $K$, the policy rule of the evil agent. But the worst-case outcome clearly depends on the relative weights the policymaker places on the various goals in the objective function. Thus, the forecaster needs to incorporate the policymaker’s preferences into the forecasting exercise in ways that violate an important separation between decisions and the advice on which they are based.

Svensson 2000 argues that worst-case outcomes are likely to be low probability events. As a consequence, a robust policy is, from a Bayesian perspective, too heavily influenced by such events. For example, Giannoni 2002 finds that as long as the natural rate of interest is not too highly serially correlated, a robust policy involves acting as if the output elasticity of inflation takes on its largest possible value.
Thus, the robust policy is sensitive to assumptions made about the largest or smallest possible values a parameter can take on. For most model parameters, it is more likely that a central tendency and some assessment of its variability can be made than that the possible extreme values can be delineated.

Preferences

A second interpretation of robust control makes a connection between robust policies and the form of the policymaker’s preferences. The same policy that results from a central bank employing the distorted model (equation 19) is obtained when the central bank takes its approximating model (equation 16) as the true model and maximizes an objective function that reflects an additional sensitivity to risk.

Specifically, Hansen and Sargent 2004 show that robust policies can be obtained if the central bank evaluates outcomes according to the fixed point $U_0$ of

$$U_t = -r(\pi_t, x_t) + \left(\frac{2}{\chi}\right) \log E \left[\exp \left(\frac{\chi U_{t+1}}{\beta^2}\right)\right],$$  \hspace{1cm} (20)

where $r(\pi_t, x_t)$ is a quadratic loss function depending on inflation and the output gap and $\chi \leq 0$. The parameter $\chi$ reflects additional risk sensitivity; when $\chi = 0$ one obtains the standard specification. Thus, robust policy arises if the policymaker ignores model uncertainty (i.e., treats equation 16 as the true model) but has preferences described by equation 20.

Under the preference interpretation, the construction of a set of forecasts for the goal variables and the choice among the alternative paths is again separated. If the policymaker has risk-sensitive preferences, that fact will affect which instrument path is chosen as most preferred.
Precautionary policies

When applied to the study of household saving behavior, risk-sensitive preferences lead to precautionary saving. For example, Hansen and Sargent 2004 analyze Hall’s model of consumption and demonstrate that a preference for robustness is equivalent to altering the subjective discount factor to give more weight to future expected utility. A consumer with risk-sensitive preferences, therefore, will want to tilt his or her consumption profile by reducing current consumption. By reducing current consumption and accumulating more wealth, the consumer is able to better ensure against a future bad wealth shock.

Similarly, a risk-sensitive central bank would engage in precautionary policies. Risk-sensitive preferences imply that the central bank is not indifferent to the question of when uncertainty is resolved. It is willing to take a policy action today that removes the possibility of a future bad outcome, even if the current cost exceeds the expected discounted future cost because the bad outcome is a low probability event.

The most relevant current application of the notion of precautionary policies is to the possibility of a costly deflation and/or of encountering the zero lower bound on nominal interest rates. A risk-sensitive policymaker would engage in a more expansionary policy today to avoid these potential problems than would an expected utility maximizer. A central bank following a robust policy will cut interest rates more aggressively in the face of a negative inflation shock because in the worst-case scenario these shocks turn out to be more persistent than in the approximating model (see Chart 6). Thus, a desire for robust does call for more aggressive interest rate cuts to protect against the possibility that the economy is pushed into a deflation.

A desire for robustness and the associated tendency to engage in precautionary policies can be rationalized within the framework of the robust control approach. The preference interpretation of robust control then raises the issue of whether policymakers actually do display
a desire for robustness, as well as the critical issue of whether they should display such a desire.

**Whose preferences should central banks reflect?**

One theme in recent work on monetary policy is that the objectives of the central bank should be tied to the welfare of individuals in the economy. This means that the weights in a loss function such as equation 5 should be functions of individuals’ attitudes toward risk, as well as the costs of nominal rigidities.

Standard economic theory assumes individuals are expected utility maximizers. Yet, there is a large body of research in both psychology and experimental economics that casts doubt on expected utility theory as a description of individual behavior. For example, evidence from psychology finds that individuals are ambiguity averse, reflecting a more severe dislike of uncertainty—being faced with choices involving unknown or subjective uncertainties—than of risk—choices involving known or objective uncertainties. Individuals are not indifferent to the timing by which uncertainty is resolved, and they tend to place a disproportionately large weight on vivid evidence. This means that observing a phenomenon such as deflation in Japan may assume a much larger place among policy concerns that would be warranted by more objective evaluations.

Standard theory also assumes policymakers minimize an expected discounted loss function. Exponential discounting implies that intertemporal preferences are time-consistent—the way in which the central bank would trade off output and inflation between period $t + 1$ and $t + 2$ from the perspective of time $t$ will remain the same at time $t + 1$ if the only thing that has changed is that we are one period closer to $t + 2$. However, research in psychology provides ample evidence that individuals do not exponentially discount future utility. Instead, they display a preference for immediate gratification. A policymaker that correctly reflected the preferences of such a representative agent would be willing to trade off some inflation for
an economic expansion today even though it would, in all honesty, claim it would not do so in the future.

There are contexts in which distorting the central bank’s preferences away from those of the public can improve policy outcomes. Social welfare depends on a long list of attributes, including factors such as health, education, and security. Yet, we do not expect nor desire central banks to treat these as among its objectives. One interpretation of inflation targeting or other targeting regimes is that they represent policy environments in which the central bank’s objectives are distorted away from those of the representative agent. The objective in so doing is to offset policy biases that can arise if the central bank acts under discretion. For example, Rogoff 1985, Walsh 1995, and Svensson 1997 focused on how the central bank’s objectives could be distorted to eliminate any potential for an average inflation bias due to problems of time inconsistency. Jensen 2002, Vestin 2000, and Walsh 2003a investigate how the assignment of policy targets can reduce a stabilization bias that also arises under discretionary policies in forward-looking models. The best way to maximize social welfare may not be for the central bank to maximize social welfare.

Policymakers may be risk sensitive; in that case, robust control should allow for a better positive theory of actual policy decisions. But in designing monetary policy strategies, should central banks act as if they had risk sensitive preferences? Sims 2001 argues that the max-min approach of robust control may provide a shortcut for decision-making that may be appropriate for a private individual “buying a washing machine” but would be inappropriate as a shortcut for policymakers. Sims labels such preferences as “subrational.” If we require that policymakers have intertemporally time-consistent preferences and that they be indifferent to the timing by which uncertainty is resolved, then preferences can be represented by expected utility (Chew and Epstein 1989). But there is nothing irrational or subrational in preferring an early resolution of uncertainty; early resolution may allow for better planning, for example. In this case, there will be precautionary aspects to optimal policy.
Economists have traditionally focused primarily on exploring the implications of alternative monetary policies, leaving policymakers (or economists serving as policymakers) to decide which policy to pursue. Recent work has stressed the link between the objectives policymakers should pursue and both the structure of the economy and the preferences of the individuals populating the model economy. This link will need to be investigated more fully before we can conclude whether policymakers should display a desire for robustness or not.

Conclusions

Are there some simple guidelines for policymakers faced with model uncertainty? While any recommendations risk being model specific, I draw these conclusions:

1. Simple rules can play a useful role as guidelines for policymakers. The form of the policy rule can matter, however. Uncertainty about the level of the output gap suggests using a first difference rule.

2. Uncertainty about the behavior of the exogenous disturbances affects simple rules in principle, but in practice such rules appear to be fairly robust to mis-specification of the error processes. Difference rules perform about as well as the robust, optimal, explicit instrument rules that are specifically designed to be robust with respect to the processes governing exogenous disturbances.

3. In a Bayesian framework, parameter uncertainty has no general implications for how response coefficients should change. An informal approach to robustness suggests policymakers should error on the side of treating disturbances as quite persistent and the inflation process as backward-looking.

4. In a formal robust control framework, policy is based on a distorted model of the economy. This distorted model serves also to ensure the policymaker takes precautions against persistent
shocks. Because the way the model should be distorted depends on the policymaker’s preferences, the separation between the task of the economist in preparing forecasts and the policymaker’s in making choices is blurred.

5. Robust policies using a distorted model are equivalent to those arising when the central bank treats its reference model as if it were the true model but uses risk-sensitive preferences in choosing its policy. A risk-sensitive policymaker will undertake precautionary policies.

Finally, the work of Levin and Williams 2003a offers a cautionary tale for any attempt to draw firm conclusions based, as is done here, on a single model. They show that policies that are optimal in one model may perform poorly or even produce dynamic instability in another model. One important distinction between the various models employed in monetary policy analysis is the extent to which they emphasize forward-looking expectations. Theory-based models typically imply such expectations should be of critical importance, but empirically based models contain important elements of backward-looking behavior. While not disputing the better ‘fit’ of these models, I believe they are likely to be less informative about the impact of alternative policies than forward-looking models will be. The policies analyzed in this paper assume the central bank is able to commit to specific policy rules; it seems unreasonable, at least to me, to assume agents’ expectations do not adjust across different policy regimes in ways that affect the dynamic behavior of the economy.
Appendix
Optimal commitment from the timeless perspective

Giannoni and Woodford 2002b derive the robust, optimal, explicit instrument rule when both the inflation adjustment equation and the loss function are altered to reflect partial indexation to lagged inflation. Since I maintain equation 5 as the loss function when incorporating lagged inflation into the inflation adjustment equation, the derivation of the ROE rule differs from the one they obtain.

The decision problem of the central bank under commitment can be written as

$$\max_{E_t} \sum_{i=0}^{\infty} \beta^i \left\{ \pi_{t+i}^2 + \lambda_x x_{t+i}^2 + \lambda_i (i_{t+i} - i^*)^2 \right\}$$

$$+ s_{1t+i} \left[ x_{t+i} - E_{t+i}x_{t+i+1} + \left( \frac{1}{\sigma} \right) [i_{t+i} - E_{t+i} \pi_{t+i+1} - r_{t+i}] \right]$$

$$+ s_{2t+i} \left[ \pi_{t+i} - \left( \frac{\beta}{1 + \phi\beta} \right) E_{t+i} \pi_{t+i+1} - \left( \frac{\phi}{1 + \phi\beta} \right) \pi_{t+i-1} \right]$$

$$+ \left( \frac{\kappa}{1 + \phi\beta} \right) x_{t+i} - \left( \frac{1}{1 + \phi\beta} \right) e_{t+i} \right\}$$

The first order conditions for this problem are

$$\pi_t - \beta^{-1} \left( \frac{1}{\sigma} \right) s_{1t-1} + s_{2t} - \left( \frac{1}{1 + \phi\beta} \right) s_{2t-1} - \beta \left( \frac{\phi}{1 + \phi\beta} \right) E_t s_{2t+1} = 0, \quad (21)$$

$$\lambda_x x_t + s_{1t} - \left( \frac{1}{\beta} \right) s_{1t-1} - \left( \frac{\kappa}{1 + \phi\beta} \right) s_{2t} = 0, \quad (22)$$

and

$$\lambda_i (i_t - i^*) + \left( \frac{1}{\sigma} \right) s_{1t} = 0. \quad (23)$$
Assume the policy has been in place for at least two periods. Then, using equation 23 to eliminate \( s_1t \) and \( s_{1t-1} \) from equation 22 and solving for \( s_{2t} \) yields

\[
s_{2t} = \left(1 + \frac{\phi \beta}{\kappa}\right) \left[ \lambda_x x_t - \sigma \lambda \left( i_t - i^* \right) + \beta^{-1} \sigma \lambda \left( i_{t-1} - i^* \right) \right]. \tag{24}
\]

Rewrite equation 21 using equation 23 as

\[
\pi_t + \beta^{-1} \lambda_i \left( i_{t-1} - i^* \right) + \left( \frac{1}{1 + \phi \beta} \right) \Delta s_{2t} - \left( \frac{\phi \beta}{1 + \phi \beta} \right) \Delta s_{2, t+1} = 0,
\]

where \( \Delta = 1 - L \) and \( L \) is the lag operator. Using equation 24 to eliminate the Lagrangian multiplier \( s_2 \) from this last expression yields

\[
\pi_t = -\beta^{-1} \lambda_i \left( i_{t-1} - i^* \right) + \left( \frac{1}{1 + \phi \beta} \right) \left[ \lambda_x \Delta x_t - \sigma \lambda \Delta i_t + \beta^{-1} \sigma \lambda \Delta i_{t-1} \right]
- \left( \frac{\phi \beta}{\kappa} \right) \left[ \lambda_x \Delta E_t x_{t+1} - \sigma \lambda \Delta E_t i_{t+1} + \beta^{-1} \sigma \lambda \Delta i_t \right].
\]

This last equation can be written as

\[
\left( \frac{\sigma \lambda}{\kappa} \right) \left( \phi \beta E_t i_{t+1} - \left[ 1 - \phi \left( 1 + \beta \right) \right] i_t + \left[ 1 + \phi + \beta^{-1} \left( \frac{k}{\sigma} - 1 \right) \right] i_{t-1} - \left( \frac{1}{\beta} \right) i_{t-2} \right) = q_t,
\]

where

\[
q_t = \pi_t - \left( \frac{\lambda_x}{\kappa} \right) \left( \Delta x_t - \phi \beta \Delta x_{t+1} \right) - \frac{\lambda_i}{\beta} i^*.
\]

This yields equation 15 of the text. Setting \( \phi = 0 \) equation 8.

---
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Endnotes

1See Jenkins and Longworth 2002 for a discussion of how the Bank of Canada formulations policy in the face of uncertainty.

2See, for example, Williams 2003. Levin and Williams 2003a find that a simple Taylor rule, in which the nominal interest rate adjusts to its lagged value, inflation, and the output gap, performs well across a set of models. This leads them to conclude that “...the members of a policymaking committee that share similar preferences for stabilizing fluctuations in inflation, output, and interest rates, but who have quite different views of the dynamic behavior of the economy, can relatively eas(ily) come to a mutually acceptable compromise over the design of monetary policy.” (p. 20)

3The variables in the model are typically interpreted as applying to log deviations around a steady-state. This is potentially problematic when it may be the steady state that is itself subject to structural change (see Sims 2001).

4The nature of the specification error represented by \( w \) is somewhat more general than might at first appear. For example, if the central bank's model does not contain variables that are actually relevant, this would be reflected in zero elements in \( \bar{A}, \bar{B}, \) and \( \bar{C} \) with corresponding non-zero elements in \( A, B, \) and \( C \).

5Since the matrix \( A_1 \) contains the parameters governing the time series properties of the exogenous disturbances, incorrect estimates of their data-generating process cause \( \bar{A}_1 \) to differ from \( A_1 \).

6Svensson and Woodford 2002, 2003a have explored issues raised by imperfect information in the type of forward-looking model commonly used for monetary policy analysis.

7Thus, I ignore the problems of real-time data revisions to focus on the revisions of trend estimates that Orphanides and van Norden stress are most important. Trend output is estimated using an H-P filter.

8The mean absolute revision in the level is 1.38 percent and the standard deviation of the revisions is 0.84 percent; for the change in the gap, the mean absolute revision is 0.29 percent and the standard deviation is 0.23 percent.

9See Walsh 2003b, chapter 5 for further discussion and references.
The value of $\sigma$ implies an interest elasticity of output equal to 6.25, much larger than typical estimated values. The value of $\kappa$, the gap elasticity of inflation is in the range of empirical estimates discussed by McCallum and Nelson 2000. The weight $\lambda_x$ on the output gap in the loss function is low relative to other studies, which often set $\lambda_x$ in the range 0.25 to 1. Note that inflation is expressed at a quarterly rate; if inflation is at annual rates, the corresponding value of $\lambda_x$ would be 0.77, well within the range generally employed. The weight in the interest rate term, $\lambda_i$, is from Woodford 2002. Woodford derives this weight from the values of the underlying parameters of his model. Other authors typically pick values for $\lambda_i$ that are similar in magnitude (0.05 is common).

Only the relative standard deviations of the various disturbances matter for the coefficients in the optimal simple rules. Orphanides 2003a estimates the measurement error standard deviation to be 0.0093 for the output gap and as 0.0069 for inflation at annual rates (or 0.0017 at the quarterly rates employed in the theoretical specification).

Gerali and Lippi 2002 provide a toolkit for solving for optimal discretionary and commitment policies in forward-looking models with imperfect information.

Similarly, McCallum 2001 finds that replacing $x_t$ with $E_{t+1} x_t$ is a Taylor rule has relatively little impact of the resulting variances of inflation or the output gap unless the central bank reacts very strongly ($\alpha_x = 50.0$) to the estimated output gap.

The exception is Orphanides 2003a who finds significant deterioration in policy outcomes when measurement error is incorporated. He employs an estimated backward-looking model and excludes the lagged interest rate from the policy rule.

This assumes that central banks are not subject to the time-inconsistent preferences that seem to characterize individuals (Rabin 1998).

See the appendix for the derivation.

I now ignore the problem of data uncertainty.

Following Giannoni and Woodford, the baseline calibration sets $\rho_e = \rho_v = 0.35$.

I normalize $i^*$ by setting it equal to zero.

The two will differ more significantly when inflation inertia is incorporated into the model. See section 4.

The interest elasticity of demand was previously denoted by $1/\sigma$; it is more convenient to specify parameter uncertainty in terms of $s \equiv 1/\sigma$. 
If the loss function is interpreted as an approximation to the welfare of the representative agent, uncertainty about $s$ and $\kappa$ would also imply the policymaker is uncertainty about the correct values of $\lambda_x$ and $\lambda_i$. I follow the existing literature and ignore this complication. Levin and Williams 2003b incorporate this additional aspect into an analysis of uncertainty.

Erceg and Levin 2003 find that the inertia in the inflation can arise due to shifts in the central bank’s policy rule. Thus, in evaluating the effects of alternative rules under commitment, it seems appropriate to use a relatively more forward-looking specification.

Woodford 2002 demonstrates that the presence of lagged inflation in the inflation adjustment equation also affects the form of the loss function. However, given the general acceptance of equation 5, I ignore this connection and continue to use equation 5 to represent the policymaker’s objective.

The optimal ROE can be found analytically (see the appendix). The coefficients in the optimal Taylor and difference rules are found numerically.

This differs from the result in Giannoni and Woodford 2002b, as they also alter the loss function to be consistent with the inertia in the inflation process.

For other approaches to robust control, see Onatski and Stock 2002, Onatski and Williams 2003, and Onatski (no date), and Stock 1999.

The situation is more complicated when the model involves forward-looking expectations. In that case, $w_{t+1}$ also depends on the Lagrangian multipliers associated with the forward-looking variables. See Hansen and Sargent 2003.

Parameter values are those reported in Table 1, with $\phi = 0.5$. To obtain the impulse response functions, I used the programs developed by Girodani and Söderlind 2003.

Similar risk-sensitive preferences have been studied by Epstein and Zin 1989 and Weil 1990.

For a survey of some of the psychology research relevant for economics, see Rabin 1998.

This assumption imposes the timeless perspective on the optimal policy.
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