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One of the more controversial issues in banking concerns the choice of an accounting system
for banks. Recent proposals would have banks abandon their traditional accounting system based
on historical costs of assets and liabilities in favor of a market value system.

Critics argue the current bank accounting system does not accurately measure bank capital.
They believe market value accounting would provide better information for making investment
and regulatory decisions.

The banking industry argues that such a radical change is not only unnecessary, but would
also have undesirable side effects. In addition, most bankers feel market value accounting would
be inaccurate, costly, and difficult to implement.

Morris and Sellon examine the debate over market value accounting. They conclude that
market value accounting is conceptually attractive, but that the current proposals have important
practical limitations that must be balanced against their benefits.
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By Donald P. Morgan

In the past, fluctuations in inventories have been an important factor in recessions. Indeed,
one prominent analyst went so far as to assert that recessions are inventory swings.

The role of inventories in recessions may be diminishing, however, as firms increasingly
adopt new inventory management techniques. With these techniques, firms reduce and control
their inventories by producing just in time to sell. Many analysts claim these techniques—if
prevalent and successful—may reduce the inventory swings that aggravated past recessions.

Morgan examines how just-in-time techniques are affecting inventory behavior. He con-
cludes that just-in-time techniques can dampen recessions and may contribute to an earlier end
to the current recession.
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In a period of unprecedented change in Europe, economic and monetary union (EMU) has
emerged as one of the most important new developments. Europe 1992 is already creating a
market with more than 320 million consumers and a productive capacity rivaling that of both the
United States and Japan. European monetary union would go even further, implementing a
unified European monetary policy.

The 12 member-countries of the European Community are currently debating the Delors
Report, which outlines a three-step approach to EMU. The first stage includes the Europe 1992
initiative and has already been accepted. Stages two and three are still being negotiated. They
would form a single European central bank and currency.

Hildebrandt outlines the historical background for EMU and the proposed stages of the
Delors Report. She describes the European System of Central Banks envisioned in the Delors
Report and discusses some of the important issues being debated.
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Where Will the Money Come From? 49

By Glenn H. Miller, Jr.

Strong pressures for increased spending in the 1990s are likely to force state and local
governments in the Tenth District to increase taxes. Policymakers will try to hold the line on
spending, make spending programs more efficient, and hope that better economic times produce
more tax revenues. But these may prove to be unsatisfactory or inadequate responses to the
mounting demands for public spending.

Moreover, in an era of ‘‘fend-for-yourself federalism,’’ state and local governments must
rely less on fiscal aid from the federal government and more on their own resources. It is unlikely,
then, that state and local governments will be able to avoid raising taxes. In such a situation,
where can state and local governments turn?

Miller describes the principal revenue sources in the district and considers some possible
revenue sources. He concludes that district governments might well decide to boost revenues by
increasing personal income taxes.







Market Value Accounting
for Banks: Pros and Cons

By Charles S. Morris and Gordon H. Sellon, Jr.

O ne of the more controversial issues in bank-
ing currently concerns the choice of an
accounting system for banks. Recent proposals
would have banks abandon their traditional
accounting system based on historical costs of
assets and liabilities in favor of a market value
system. Some of the more moderate proposals
call for reporting selected assets at market
value. More comprehensive proposals would
have banks mark to market all bank assets,
liabilities, and off-balance-sheet items.

The push for market value accounting is
largely motivated by changes in financial
markets over the past decade. In an environment
of greater interest rate volatility and increased
bank failures, critics argue that the current bank
accounting system does not accurately measure
bank capital. They believe that by overcoming
the limitations of the current system, market

Charles S. Morris is a senior economist at the Federal
Reserve Bank of Kansas City. Gordon H. Sellon, Jr. is an
assistant vice president and economist at the bank. Dan
Roberts, a research associate at the bank, helped prepare
the article.
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value accounting would give bank owners,
creditors, and regulators better information for
making investment and regulatory decisions.

The banking industry strongly opposes
market value accounting, however. Bankers
argue that such a radical change is not only
unnecessary, but would also have undesirable
side effects. Moreover, most bankers feel
market value accounting is infeasible because it
would be inaccurate, costly, and difficult to
implement.

This article examines the merits of market
value accounting. The article concludes that
market value accounting is conceptually attract-
ive, but that market value proposals have impor-
tant practical limitations that must be balanced
against their benefits. The first section examines
the objectives of a bank accounting system, the
principal features of the current system, and its
strengths and weaknesses. The second section
shows how market value accounting could
improve on a book value approach. The third
section discusses the pros and cons of recent
market value proposals.



What’s Wrong With the Current
System?

Bank owners, creditors, and regulators rely
on accounting information for making invest-
ment and regulatory decisions. The current bank
accounting system is based on a historical cost
approach to measuring a bank’s capital. A
strength of the current system is that bank capi-
tal reflects changes in credit quality. One weak-
ness of the current system, however, is that
capital does not reflect changes in interest rates.
Moreover, the current system can be manipu-
lated to provide misleading estimates of bank
capital.

Purpose of a bank accounting system

One of the most important pieces of infor-
mation provided by a bank accounting system is
a measure of a bank’s net worth, or capital.
Capital is the difference between the values of a
bank’s assets and liabilities. Capital plays a dual
role in a bank. On the one hand, it represents
the investment stake of bank owners. That is, it
represents the amount of money bank owners
would lose if unexpected losses forced the bank
to be closed. On the other hand, by absorbing
these losses, it acts as a buffer that protects
creditors and depositors against financial loss.

The level of capital can influence the
decisions made by bank owners, creditors, and
regulators. Because capital represents the
amount of money owners would lose if a bank
fails, they are likely to choose less risky activities
when the level of capital is high. Bank creditors
are likely to lend more to a bank with a large
capital cushion than to a bank with a small
capital cushion. And, regulators may choose to
increase the degree of supervision or even close
a bank when capital levels become too low.

Accurate measures of capital are necessary
to make correct investment and regulatory

decisions. An important criterion of a bank
accounting system is that capital accurately
reflects the effects of a bank’s risk exposure. In
addition, banks should not be able to manipulate
the measure of capital to mislead outside
investors, creditors, and regulators.

A good measure of capital should reflect
changes in the credit quality of a bank’s loans
and investments. All banks are exposed to credit
risk—the risk that loans or other investments
will not be repaid. Since bank depositors and
creditors must be paid before owners receive
any profit, credit losses may reduce a bank’s
capital. In the extreme, these losses may
eliminate capital, causing the bank to be closed.

Capital should also reflect the effects of
interest rate changes. Many banks are exposed
to interest rate risk—the risk that changes in
interest rates will affect a bank’s current and
future earnings. Changes in interest rates may
affect bank earnings because profits depend on
the difference between the interest received on
loans and securities and the interest paid out to
depositors and other bank creditors. A change
in interest rates that eliminates this interest
spread can cause losses that will reduce the
value of a bank’s capital.

An accounting system also should not be
subject to manipulation if it is to provide an
accurate measure of capital. For example, if a
fall in the value of an asset causes the true value
of capital to decline, an accounting system
should not have rules that allow discretion on
whether or not the decline is recognized in
measured capital.

Features of the current accounting
system

The present bank accounting system is
based on a view of banking that dates back to
the 1930s. According to this view, banks make
loans or acquire securities with the intention of
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holding them to maturity. In the absence of
credit losses, banks can expect to receive the full
value of these investments at maturity. That is,
the bank can generally expect to receive the
original contractual interest payments plus prin-
cipal. In this view, changes in the current value
of an asset due to changes in market interest
rates are generally ignored. Such changes are
viewed as temporary and as having no effect on
an asset’s cash flow or a bank’s ability to collect
the full value of the asset at maturity (Federal
Deposit Insurance Corporation).

Following this approach, the current bank
accounting system requires all assets that a bank
intends to hold to maturity and all bank liabilities
to be recorded on the bank’s books at historical
cost.! In practice, all bank loans are reported at
cost because they are expected to be held to
maturity. For securities, the bank must indicate
whether it plans to hold them to maturity or
engage in active trading. Those securities that a
bank intends to hold to maturity are held in its
investment account and are reported at cost.?
Other securities are held in the bank’s trading
account and are reported at current market
values.’ As a practical matter, most banks hold
very few securities in trading accounts so that
the vast majority of bank assets are reported at
cost.

Under the current system, the book value of
capital may differ from historical cost. For
example, when repayment on an asset becomes
doubtful a bank must provide reserves for the
impaired asset because it can no longer expect
to receive the full value of the asset at maturity.
This increase in reserves reduces the bank’s
capital below historical cost. The book value of
assets will also increase or decrease due to
capital gains or losses realized upon the sale of
loans or investment account securities. For
example, if a bank sells an investment security
before maturity at a capital gain, the gain
increases the book value of its capital. Finally,
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since assets in the trading account are reported
at market value, both realized and unrealized
capital gains and losses on these securities can
affect the value of capital.

Strengths and weaknesses of the
current system

One test of the current bank accounting
system is whether it provides an accurate
measure of capital. From this perspective, the
current system has one important strength but
two significant weaknesses.

The strength of the current system is that
capital reflects changes in credit quality. Under
the current system, book values of capital are
marked down for expected credit losses. Most
bank failures in recent years have been caused
by credit losses on energy, agriculture, real
estate, and foreign loans. Thus, capital as mea-
sured in the current accounting system reflects
banks’ principal risk exposure.*

One weakness of the current system, how-
ever, is its neglect of changes in interest rates.
Under the current accounting system, interest
rate changes do not affect the value of bank
capital because they do not affect the values of
assets or liabilities recorded at cost.® If a bank’s
earnings are exposed to interest rate risk, how-
ever, interest rate changes can cause future
losses and the eventual failure of the bank.
Indeed, in a world of increased interest rate
volatility, failures due to changes in interest
rates are more likely. Thus, the current account-
ing system may not accurately measure a bank’s
capital.

A second limitation of the current account-
ing system is that it allows banks to manipulate
the book value of capital. This accounting abuse
arises because of the asymmetrical treatment of
realized and unrealized capital gains for most
bank assets and liabilities. For assets and
liabilities reported at cost, only realized capital



gains or losses affect the book value of the bank
capital. Thus, a bank can boost current income
and capital by selling assets that have increased
in value while not recognizing losses on other
assets. By selectively realizing capital gains,
banks may provide potentially misleading
information.®

The Case for Market Value
Accounting

Critics of the current bank accounting system
argue that changes in financial markets have
undermined the reliability of this system. They
believe a market value accounting system would
overcome the limitations of the current system and
thereby provide bank owners, creditors, and
regulators with a more relevant measure of capital.

Motivation for market value accounting

In the past decade, market value accounting
has grown from a largely academic issue to
become the center of an active policy debate.
Academic economists have long advocated a
market value approach, arguing that market
values, not book values, reflect the true
economic values of financial instruments and
institutions (Benston and others; Benston).
More recently, the accounting profession, some
regulatory agencies, and legislators have sug-
gested that some form of market value account-
ing be implemented for banks, thrifts, and other
financial institutions.’

The growing support for market value
accounting can be explained by changes in
financial markets and institutions during the
1980s. These changes accentuated the limita-
tions of the current bank accounting system. For
example, with financial deregulation and the
associated increase in interest rate volatility,
interest rate risk has become a greater concern
for banks and other financial institutions. In

addition, the growing number of bank failures
and the deposit insurance crisis have emphasized
the need for more accurate and timely informa-
tion on banks’ capital position. Because the
current bank accounting system does not reflect
banks’ interest rate exposure and permits account-
ing abuses designed to inflate reported capital,
critics have increasingly supported a change to
market value accounting.?

Features of a market value system

Under market value accounting, banks
measure all assets, liabilities, and off-balance-
sheet items at current market value rather than
historical cost. This information is used to deter-
mine a market value measure of bank capital.
The market value of bank capital reveals the
impact of changes in credit quality and interest
rates on bank earnings.

Measuring market value of assets and
liabilities. The market value of a financial
instrument can be defined as the current price
at which the instrument can be bought or sold.
Obtaining market values is relatively easy for
some bank assets and liabilities, but more
difficult for others. Market prices are readily
available for assets such as government
securities, which are actively traded. But for
instruments that are not actively traded, includ-
ing most bank loans and deposits, market values
must be estimated.

For many assets and liabilities, market
values can be estimated using a present value
model. In general, the price an investor will pay
for a financial instrument depends on the return
he will receive from this investment relative to
the return on competing investments. Thus, as
shown in the following equation, the market
value of a financial instrument (MV) with
maturity of T years is equal to the future interest
cash flows (C) plus principal repayment (P),
discounted by a market interest rate (r), which
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represents the return on alternative investments.

My=_C6_4+_C oo + c +_LT
(+1) 1+ A+ (1+1)

This model shows how changes in credit
quality and interest rates affect the market value
of bank assets and liabilities. For example, a fall
in the credit quality of bank assets is reflected
by smaller expected interest or principal pay-
ments. Accordingly, the smaller cash flows
reduce the market value of the asset.

The impact of interest rates is more compli-
cated and depends on the types of assets and
liabilities a bank holds. Assets and liabilities are
generally of two kinds: fixed rate and variable
rate. On a fixed-rate asset or liability, such as a
Treasury security or long-term certificate of
deposit, a bank receives or pays a contractually
fixed interest rate for a specified period of time.
In contrast, on a variable-rate instrument, such
as an adjustable rate loan or deposit, the con-
tractual interest rate varies directly in response
to market interest rates.

Market values of fixed-rate instruments
vary inversely with market interest rates. As
shown in the market value equation, if contrac-
tual interest payments (C) and principal pay-
ment (P) are fixed, a rise in market rates (7)
causes market value to fall. That is, an investor
will pay less for a financial instrument when its
earnings are fixed and the return on alternative
investments rises.

In contrast, interest rate changes do not
affect the market value of variable-rate instru-
ments. For example, the market value of these
instruments is unchanged if contractual interest
payments rise in direct response to an increase
in market rates. Market value does not fall when
rates rise because future earnings on the variable-
rate instrument also increase, leaving the return
on the investor’s instrument the same as on
alternative investments.’

The market value of bank capital. With
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market values for all assets, liabilities, and off-
balance-sheet items, a bank can determine the
market value of capital. Changes in this measure
will reflect the impact of changes in credit qual-
ity and interest rates on the bank’s current and
future earnings.'’

A decline in credit quality directly reduces
the market value of a bank’s capital. Lower
credit quality causes a bank to suffer reduced
current and future earnings from loans and other
assets. Because smaller expected cash flows
from assets lower the market value of bank
assets but not liabilities, the market value of the
bank’s capital will fall.

Interest rate changes may or may not affect
the market value of capital. The response
depends on the types of assets and liabilities held
by the bank. For example, if a bank has variable-
rate assets matched by variable-rate liabilities,
interest rate changes will not affect the market
values of either assets or liabilities. As a result,
the market value of capital will be unchanged.
The market value of a bank with long-term
fixed-rate assets funded with long-term fixed-
rate liabilities also would not change when
interest rates change. In this case, the market
value of the assets and liabilities individually
would change, but the market value of their
difference—capital—would not change.

In contrast, changes in interest rates will
affect the market value of capital when a bank
has a mismatch of assets and liabilities. For
example, with fixed-rate assets and variable-
rate liabilities, an increase in market rates will
lower the market value of assets but not
liabilities. Thus, in this situation higher interest
rates will lower the market value of capital.''

The response of the market value of capital
to interest rates simply reflects the impact of
interest rates on a bank’s current and future
earnings. Interest rate changes do not affect
earnings when assets and liabilities are matched
because changes in interest income are offset by
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changes in interest expense. When assets and
liabilities are unmatched, however, interest rate
changes will affect earnings. With fixed-rate
assets and variable-rate liabilities, for example,
a rise in interest rates reduces bank earnings
because interest expense rises while interest
income is unchanged.

Advantages of market value accounting

Proponents believe that a market value
framework overcomes the two principal limita-
tions of the current bank accounting system.
Specifically, they argue that a market value sys-
tem provides a better measure of capital when a
bank is exposed to interest rate risk and
eliminates accounting abuses caused by the cur-
rent system.

Market value reflects changes in interest
rates. As discussed earlier, one limitation of the
current accounting system is its neglect of the
effects of changes in interest rates on capital. In
assuming that banks hold assets to maturity, the
current system implicitly assumes that interest
rate changes will not significantly affect a
bank’s earnings or its solvency.

Market value proponents believe, instead,
that changes in financial markets have left banks
increasingly exposed to interest rate risk. They
feel that because a market value approach
accounts for the effect of this risk, it is superior
to a book value system.

The advantages of a market value system
can be illustrated with a numerical example.
Consider a bank with a severe interest rate
exposure—$1 billion of 10-year fixed-rate
bonds funded with $940 million of variable-rate
deposits and $60 million of capital. Initially, the
bank is assumed to receive 10 percent interest
on these bonds and to pay 10 percent on its
deposits.'*Book and market value of capital are
initially equal to $60 million, or 6 percent of
assets.”
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Chart 1 shows the condition of this bank
over time assuming no change in credit quality
or interest rates. Bank owners receive a 10
percent return on their investment and reinvest
their earnings in new assets so that the book
value of assets and capital increases over time.
With no change in credit quality or interest rates,
the book and market values of capital are always
equal and provide the same information about
the bank’s condition.

This bank’s interest rate exposure is so
severe, however, that a small increase in interest
rates will cause losses that lead to insolvency.
Chart 2 shows the impact of a 150-basis-point
rise in interest rates. The bank now pays 11.5
percent on its variable-rate deposits but con-
tinues to receive only 10 percent onits fixed-rate
assets. Because interest expense rises above
interest income, the bank suffers losses. These
losses force the bank to sell some of its fixed-
rate assets to pay depositors, causing the book
value of assets and capital to decline. The bank’s
losses are so severe that they exhaust its capital,
causing the bank to become insolvent on a book
value basis long before the scheduled maturity
of its assets.

In this example, the current market value of
the bank’s capital shows these problems, while
current book value does not. Market value falls
immediately from $60 million to -$27 million,
reflecting the negative effect of higher interest
rates on future earnings.'* Thus, the market
value of capital not only anticipates the eventual
decline in the book value of capital but also the
eventual book value insolvency of the bank. In
contrast, book value does not fall immediately.
Instead, it declines over time only as earnings
fall. Thus, book value does not anticipate the
future earnings problems.

Overcoming accounting abuses. Market
value accounting is also seen as a solution to
accounting abuses arising under the current
bank accounting system. One abuse is the
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practice of gains trading in which banks can
selectively realize capital gains by selling invest-
ment account assets that have appreciated in
value. These realized gains boost current
income and increase the book value of a bank’s
capital. However, the bank can continue to value
assets with unrealized losses at book value. This
practice is potentially misleading to the extent
that it suggests that higher current income and
capital imply higher future income and capital.'®

A market value accounting system would
eliminate gains trading and other similar prac-
tices. Under market value accounting, no distinc-
tion is made between realized and unrealized
capital gains, since all assets and liabilities
would be reported at current market values.
Thus, it would not be possible for a bank to
report gains on some assets without also report-
ing losses on other assets.

Market Value Proposals and
Critiques

In light of the benefits of market value
accounting, several proposals have been advanced
to increase the use of market value accounting
by banks. These proposals range from partial
approaches that only measure certain assets at
market value to more comprehensive programs
in which all assets, liabilities, and off-balance-
sheet items are marked to market. Despite the
conceptual appeal of market value accounting,
however, critics have raised a number of objec-
tions to its use by banks (American Bankers
Association; Independent Bankers Associa-
tion of America; and ABA Banking Journal).
This section discusses the pros and cons of
some of the principal market value proposals.'®

Partial market value accounting

Proposals. Most partial market value
proposals would require banks to mark some or
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all of their tradeable securities to market. Loans,
other nonmarketable assets, and all liabilities
would continue to be measured on a book value
basis. Under these proposals, many securities
currently reported at cost in the investment
account would be reported at market value.
Because unrealized capital gains and losses
would affect a larger share of bank assets, mea-
sured capital would become more volatile.

The stimulus for partial market value
approaches comes from two sources. One
motivation is cost or feasibility. Market values
for tradeable securities are easily obtained,
while market values for bank loans and
liabilities would have to be estimated. Thus,
some proponents see a partial approach as an
initial step toward a more complete market
value system. Partial approaches are also
viewed as a solution to current accounting
abuses, such as gains trading.

One example of a partial approach is a
recent proposal by the Federal Financial Insti-
tutions Examination Council directed at the
gains trading problem (1990). Under current
accounting rules, if banks classify assets that
they do not intend to hold to maturity as invest-
ments, they can pursue a gains trading strategy
to boost the book value of equity. The FFIEC
proposal would tighten restrictions on assets
held in the investment account, effectively forc-
ing banks to reduce the amount of securities
held in the investment account.!” As a result,
banks would be expected to value more of their
security portfolio at market prices.

Critiques. Most criticism of partial market
value proposals focuses on the increased
volatility of bank earnings and capital. Some
critics argue that any increase in volatility is bad
because it will discourage investors from buying
bank stock and will lead creditors to demand
higher risk premiums for holding bank debt.
Other critics attack the asymmetrical nature of
the partial approach—assets are marked to
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market but liabilities are not. According to these
critics, marking assets but not liabilities to
market will produce an increase in volatility that
may misrepresent a bank’s true condition.

Critics also charge that banks may be led to
make undesirable changes in the structure of
their balance sheets. For example, banks might
be led to reduce their holdings of long-term
Treasury securities in favor of less volatile
shorter term assets. Banks might also be inclined
to shift from marketable securities to non-
marketable assets, such as loans, to reduce the
volatility of earnings and capital.

Evaluation. Whether the increased
volatility of earnings and capital resulting from
partial market value accounting is good or bad
depends largely on whether a bank is exposed
to interest rate risk. For banks exposed to inter-
est rate risk, the volatility of market values
reflects its true exposure to changes in interest
rates. This volatility, therefore, provides useful
information.'®

Howeyver, if a bank is not exposed to interest
rate risk, a partial market value approach may
do more harm than good. Suppose, for example,
that a bank has long-term fixed-rate assets
matched by long-term fixed-rate liabilities. Both
the book value and true market value of this
bank’s capital are unaffected by interest rate
changes. Under a partial approach that marked
assets but not liabilities to market, however,
measured capital would change. This increased
volatility would be artificial, providing a mis-
leading signal of the bank’s true interest rate
exposure.'’

Changes in bank portfolios due to partial
market value accounting may also be beneficial
or harmful. A shift from long-term securities to
short-term securities is desirable if a bank is
funding the securities with short-term liabilities
because this shift would also reduce the bank’s
interest rate exposure. However, if the bank is
funding the long-term securities with long-term
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liabilities, such a shift would increase the bank’s
exposure to changes in interest rates. Moreover,
a shift in the bank’s portfolio from marketable
securities to nonmarketable assets could be
detrimental. Such a shift could reduce the over-
all liquidity of the bank’s asset portfolio and, at
the same time, increase the bank’s exposure to
credit risk.

Full market value accounting

Proposals. More comprehensive market
value proposals go beyond partial approaches in
requiring banks to provide market values for
most, if not all, assets, liabilities, and off-
balance-sheet items. These proposals fall into
two categories. Some merely require banks to
disclose market values as footnotes on financial
statements. Other proposals go further in requir-
ing banks to use market values instead of book
values as the basis for financial reporting.

Currently, the most comprehensive market
value approach is a recent proposal for increased
disclosure advanced by the Financial Account-
ing Standards Board (1990). Existing account-
ing rules require market value disclosures only
for selected financial instruments. The FASB
proposal would extend disclosure to virtually all
financial instruments that are on or off the
balance sheet. This proposal recognizes, how-
ever, that it may be too costly to estimate the
market value of some instruments. As a result,
the FASB proposal falls short of being a com-
plete market value system.?°

Critiques. Bankers and other critics have
raised many objections to comprehensive
market value accounting. These critiques gener-
ally fall into three categories: market value
accounting is unnecessary, potentially harmful,
or infeasible.

The argument that market value accounting
is unnecessary reflects the traditional view that
banks hold loans and most other assets to
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maturity. In this view, changes in the current
market values of assets caused by interest rate
changes do not affect a bank’s ability to collect
the full value of an asset at its scheduled
maturity.

Other opponents argue that market value
accounting is unnecessary because interest rate
risk is not a large problem for banks. According
to this view, most problems at banks are related
to changes in credit quality rather than to
changes in interest rates. Because the current
system already reflects changes in credit quality,
a change to a market value system would pro-
vide few, if any, benefits.

Many bankers believe that full market value
accounting would lead to increased volatility of
earnings and capital. As in the case of partial
market value accounting, this increased
volatility is seen as harmful to banks because it
would become more difficult and costly to raise
funds from investors and creditors.

Most arguments against comprehensive
market value accounting, however, focus on the
cost and difficulty of implementing such a sys-
tem. Many bankers would argue that partial
approaches are at least feasible, even if not
desirable, because they rely on tradeable
securities for which market values are readily
obtained. Full market value accounting would
require the estimation of market values for
many financial instruments that have no estab-
lished markets.?’

Because of the need to estimate market
values, critics of market value accounting argue
that market values are costly to obtain and
potentially inaccurate. For example, in using a
present value model to calculate the market
value of a loan, a'bank would need to estimate
the expected future cash flows from the loan,
determine the appropriate period over which to
discount, and choose appropriate discount rates.
This process might be relatively easy for certain
types of loans and deposits with contractual cash
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flows and fixed maturities. Calculating market
values could be considerably more difficult,
however, for other items, such as highly
leveraged loans, loans with prepayment options,
and intangible assets. Thus, critics of market
value accounting see estimated market values as
more costly and less reliable than traditional
book values.

Evaluation. A weakness of the ‘‘hold to
maturity’’ objection to market value accounting
is that it ignores interest rate risk. Regardless of
whether a bank intends to hold its assets to
maturity, if interest rates rise and the bank is
exposed to interest rate risk, the value of the
capital cushion protecting creditors and
depositors will decline. Moreover, as was
shown in Chart 2, banks exposed to interest rate
risk may not be able to hold assets to maturity.
Higher interest rates may lead to an increase in
funding costs that cause losses, forcing banks to
sell assets prior to maturity. Thus, contrary to
the traditional view, changes in current interest
rates can affect the ability of a bank to collect
the full value of an asset at maturity.

While changes in credit quality were the
primary cause of bank problems in the past,
interest rate risk may be more of a problem for
banks in the future. With the decline of the S&L
industry, banks are becoming increasingly
involved in activities exposed to high degrees
of interest rate risk, such as home mortgage
lending and investments in mortgage-backed
securities. Banks are also increasing their
exposure to interest rate risk by selling products
to manage interest rate risk, such as interest rate
swaps. With a market value accounting system,
problems related to interest rate risk will show
up in measures of capital before they become
too large.

The second objection, that full market value
accounting will lead to harmful volatility of
earnings and capital, is also flawed. If a bank is
not exposed to interest rate risk, a full market
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value approach will not lead to increased
volatility. While interest rate changes may affect
the market values of assets and liabilities
separately, they will not affect the market value
of capital. In contrast, if a bank is exposed to
interest rate risk, market value accounting will
lead to increased volatility of earnings and capi-
tal. However, an accounting system that reflects
this volatility is good, not bad, because it reveals
a bank’s true exposure to changes in interest
rates.

In contrast to the first two objections,
criticisms of full market value accounting based
on feasibility have more merit. One issue is the
accuracy of market value measures of bank
capital. The case for market value accounting is
based on the view that market values provide
a more accurate measure of a bank’s capital.
Because market values must be estimated for
many financial instruments, however, estimated
market values may be inaccurate measures of
true economic values.??If so, it might be argued
that market value accounting may not be an
improvement over the current bank accounting
system.

While important in principle, this criticism
is subject to two practical qualifications. First,
even recognizing inaccuracies, market value
estimates may still be more accurate and
relevant than book values. For banks exposed
to interest rate risk, for example, imprecise
estimates of market value may still provide
better information than accurate, but irrelevant,
book values (Mengle 1989). Second, inac-
curacy is most likely to be a significant problem
in the early stages of using a market value
framework and for instruments that require
complex valuation models. As banks and
regulators gain more experience and develop
better valuation models, this source of inac-
curacy is likely to become less important. Thus,
rather than undermining the basis for market
value accounting, the accuracy issue may suggest
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the need for caution in the use of market value
information and a gradual approach to im-
plementation.?*

Another difficulty with full market value
accounting is its potential cost. Implementing a
full market value system would clearly be costly
to banks that must estimate market values, par-
ticularly for smaller institutions that do not have
the necessary resources and expertise to imple-
ment such a system. Banks would have to collect
new information for calculating market values,
develop systems to keep track of the data, and
train personnel to use the systems. Market value
accounting would also be costly for supervisory
agencies responsible for verifying and monitor-
ing this information. This burden could be
especially large when institutions with complex
operations are examined.

Although full market value accounting will
certainly be more costly than the current sys-
tem, these costs must be balanced against the
benefits of market value accounting to individual
banks and to society. Market values can provide
more accurate and relevant information about a
bank’s capital. This information can lead to
better risk management that improves the per-
formance of bank managers and increases the
investment return to bank owners. Market value
information may also enable regulators to take
actions that reduce the likelihood of bank
failure, protecting the interests of depositors,
creditors, and taxpayers.

Summary and Conclusions

Market value accounting is conceptually
attractive because it overcomes serious limita-
tions of the current bank accounting system. To
the extent that market values provide a more
accurate measure of a bank’s health, bank
owners, creditors, and regulators would have
better information for making investment and
regulatory decisions.
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The difficulty with market value accounting
lies in its implementation. The various partial
and full market value proposals all have limita-
tions that must be balanced against their
benefits. Partial proposals would reduce account-
ing abuses such as gains trading and would not
be costly to implement. At the same time, how-
ever, partial approaches do not show an institu-
tion’s full interest rate exposure and may lead to
artificial and misleading volatility of capital.
Full market value accounting would show a
bank’s interest rate exposure and would also
eliminate accounting abuses. However, this

approach would be more costly to implement.
Moreover, until better valuation models are
developed, full market value accounting might
not provide accurate measures of bank capital.

In deciding whether to require banks to
adopt market value accounting, regulators will
have to weigh these advantages and disad-
vantages. If regulators decide that the benefits
of market value accounting outweigh its costs,
the time and effort needed to develop accurate
market value models suggest a gradual approach
to implementation.

Endnotes

1 Assets are actually reported at amortized cost. For loans
and other assets that repay some principal before maturity,
amortized cost is the difference between historical acquisi-
tion cost and principal payments. For securities bought at
a discount, the difference between maturity value and
discounted price is amortized as income over the life of the
security. Throughout this article, cost should be understood
to mean amortized cost.

2 Prior to 1938, all securities were reported at market
value. At that time, it was believed that requiring banks to
report securities at market value caused excessive volatility
in earnings and capital that reduced banks’ ability to make
business loans (Federal Deposit Insurance Corporation).

3 Securities held with the intent to sell, but which are not
actively traded, are reported in the trading account at the
lower of cost or market value. Because intent to sell is
difficult to determine, most securities in the trading
account are reported at market value.

4 1t could be argued that capital does not accurately reflect
banks’ exposure to credit risk because the current system
allows too much discretion in providing reserves for
expected loan losses (U.S. Department of the Treasury).
For example, banks have not had to fully mark down their
loans to lesser developed countries.

5 Changes in inferest rates will affect a bank’s capital to
the extent that trading account assets make up a large share
of total assets. For most banks, the share of assets in trading
accounts is very small so that interest rate changes gener-
ally have little impact on capital under the current account-
ing system.

6 Another weakness of the existing accounting system is
that it does not reflect foreign exchange risk. Although
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foreign exchange risk could be incorporated into a market
value framework, this issue is beyond the scope of this
article.

7 Market value proposals have recently been developed by
the American Institute of Certified Public Accountants
(1990), the Financial Accounting Standards Board (1990),
the Federal Financial Institutions Examination Council
(1990), and the Office of Thrift Supervision (1990).

8 Another factor motivating market value accounting is the
changing role of banks in the financial system. During the
1980s many banks began to move away from traditional
portfolio lending toward investment banking activities.
Moreover, such assets as loans, which banks traditionally
held to maturity, were increasingly securitized and sold.

9 Some assets and liabilities have a combination of fixed-
rate and variable-rate features—for example, a variable-
rate mortgage with an annual cap. The sensitivity of the
market values of such instruments to interest rate changes
will differ from the simple fixed-rate and variable-rate
instruments described in the text.

10For simplicity, the treatment of off-balance-sheet items
is ignored throughout this article.

11 Because the market value of a long-term instrument
changes more than the market value of a short-term instru-
ment in response to a change in interest rates, the same
result would occur if the bank had long-term fixed-rate
assets funded by shorter term fixed-rate liabilities.

12 For simplicity, this example assumes there is no spread
in the yields on assets and liabilities. This assumption does
not affect the qualitative results of the example.

13This example assumes the yield curve is flat. The market
value of assets is calculated using the present value formula.
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Because the rate on liabilities adjusts immediately to
changes in interest rates, the market value of liabilities will
always equal the original book value of $940 million. The
bank in this example clearly does not correspond to any
real bank. Despite this lack of realism, however, this
example provides a graphic illustration of the dangers of
interest rate risk.

14The 150-basis-point increase in interest rates causes the
market value of the 10-year bonds to fall from $1 billion to
$913 million, while the market value of liabilities remains
unchanged at $940 million. Thus, the market value of
capital falls to -$27 million.

15 Because assets sold at a capital gain have yields above
current market rates, a bank is effectively trading higher
current income for lower future income.

16 For 2 more detailed discussion of the pros and cons of
market value accounting, see U.S. Department of the
Treasury.

17 Under current supervisory reporting rules, securities
held for sale are reported in the trading account at the lower
of cost or market value. The FFIEC proposal adds a
held-for-sale account for reporting purposes. Securities
that do not meet the criteria for inclusion in the investment
or trading portfolios would be reported in the held-for-sale
account at the lower of cost or market value. Loans held
for sale would also be included in this account. The proposal
provides guidelines for banks to follow in determining
which assets should be included in the three accounts.

18 A partial system does not reflect an institution’s com-
plete interest rate exposure to the extent that some fixed-
rate assets are not reported at market value.

19 For a bank with variable-rate assets matched by variable-
rate liabilities, a partial system would not have any effect
since all assets and liabilities would already be recorded at
market value.

20 Because the FASB proposal does not require complete
disclosure, it may not be possible to calculate a market
value measure of capital. Thus, it may not be possible to
examine an institution’s overall interest rate exposure.

21 For a more complete discussion of issues involved in
implementing market value accounting for banks, see
Berger and others; Mengle (1989, 1990).

22S0me people argue that market values for traded instru-
ments may also be inaccurate because their prices do not
reflect fundamental economic factors. For a discussion of
this issue, see U.S. Department of the Treasury.

23Even if the level of the market value of capital is difficult
to estimate, the sensitivity of market value to interest rate
changes may be accurately measured. If so, closure
decisions based on an estimated level of the market value
of capital would require caution. However, the sensitivity
of market values to hypothetical changes in interest rates
could still be used to determine a bank’s exposure to
interest rate risk.
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Will Just-In-Time
Inventory Techniques
Dampen Recessions?

By Donald P. Morgan

n the past, fluctuations in inventories have
been an important factor in business cycles,
particularly in recessions. Indeed, one
prominent analyst went so far as to assert:
‘‘Recessions are inventory swings’’ (Blinder).
Recent signs, however, suggest the role of inven-
tories in recessions may be diminishing. While
recessions in the past were often foreshadowed
by a rising inventory-sales ratio, the current
recession was not. In fact, the inventory-sales
ratio has declined noticeably since the last reces-
sion ended in 1982.
This unusual behavior in the inventory-sales
ratio may be due to inventory management tech-
niques adopted by some U.S. firms in the 1980s.

Donald P. Morgan is an economist at the Federal Reserve
Bank of Kansas City. Dodd Snodgrass, a research associate
at the bank, helped prepare the article.
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With these techniques, firms reduce and control
their inventories by producing just in time to
sell. Many analysts claim these techniques—if
prevalent and successful—may reduce the in-
ventory swings that aggravated past recessions.
This recession and future recessions may be
milder as a result.

This article concludes that just-in-time
techniques will dampen recessions. The first
section of the article reviews the role of inven-
tories in past recessions and considers signs this
role may be changing. The second section dis-
cusses how firms reduce their inventories with
just-in-time techniques and where such tech-
niques are being applied. The third section
presents evidence just-in-time techniques are
affecting aggregate inventory behavior. The
final section explores how recessions will be
dampened by these techniques.
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Inventories and Business
Fluctuations

Inventories figure in business fluctuations
in part because inventory investment—the
change in the level of inventories—is a com-
ponent of GNP.' In fact, fluctuations in inven-
tory investment play a disproportionate role in
GNP fluctuations. While the level of inventory
investment represents only about 1 percent of
the level of GNP, changes in inventory invest-
ment from one quarter to the next usually
account for about half of the corresponding
changes in GNP,

The role of inventories in recessions

Sharp drops in inventory investment have
been especially important in recessions. During
the 1973-75 recession, for example, inventory
investment declined by $78.1 billion from the
onset of the recession—the business cycle
peak—to the end of the recession—the business
cycle trough. During the same period, GNP
declined $120.1 billion. Thus, about 65 percent
of the decline in GNP was attributed to the
decline in inventory investment. The prominent
role of inventory investment in the 1973-75
recession was not unusual: on average over
postwar recessions, declines in inventory
investment accounted for about 80 percent of the
decline in GNP.

The reason firms reduce inventories in
recessions relates to the reason firms hold
inventories in the first place. Businesses have
historically held two or three months’ worth of
sales in inventory to protect against production
halts or a sudden increase in sales. But of
course sales decline during recessions, so
firms’ desired inventory stock falls propor-
tionately. To reduce inventories, firms must
then reduce inventory investment by scaling
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back their production.

The sharp drop in inventory investment
during recessions occurs because firms have
typically failed to cut production promptly when
sales decline. Instead, firms have maintained
production for a time after sales declined, per-
haps because firms expected sales to rebound
quickly. In the meantime, however, inventories
accumulated. By the time firms recognized a
recession was underway and that sales would
remain slow indefinitely, their warehouses were
crowded with unwanted inventories. Firms
were then forced to cut inventory investment
dramatically to balance their inventories with
the lower sales rate.

This inventory cycle of rising and then
sharply falling inventory investment amplifies
recessions. If firms cut production promptly
when sales decline, they could prevent unwanted
inventories from accumulating. In turn, firms
would not need to eventually cut production so
sharply, and the recession would be milder.

Evidence the inventory cycle may
diminish

The onset of an inventory cycle is usually
signaled by a rise in the ratio of inventory to
sales. This ratio measures the number of
months’ worth of sales held as inventories. For
example, a firm with $3 million of inventories
in stock and sales of $1 million per month would
have an inventory-sales ratio of three months
($3 million divided by $1 million/month).

The inventory-sales ratio typically rises late
in the expansion after sales fall and firms allow
inventories to accumulate.? Only after firms
finally cut production during the recession does
the inventory-sales ratio itself begin falling.
This behavior of the inventory-sales ratio is
evident in Chart 1. The vertical bands in the chart
denote recessions: the first vertical line ina band
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Chart 1
Aggregate Inventory-Sales Ratio
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corresponds to a peak in business activity, and the
second vertical line corresponds to a trough.’

In the 1981-82 recession, for example, the
inventory-sales ratio began rising in the spring of
1981, before the peak in business activity in July.
The inventory-sales ratio did not begin declining
until near the trough, as firms cut production
sufficiently to actually reduce their inventories.

The behavior in the inventory-sales ratio
since the 1981-82 recession suggests the role of
the inventory cycle may be diminishing. After
beginning a sharp decline in 1982, the ratio
reached an all-time low in 1988.* Moreover, the
ratio merely leveled off rather than rising per-
ceptibly as the current recession began in late
1990. As a result, firms may not need to reduce
inventory investment as sharply as in past
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recessions. If not, the current recession will be
milder. And if the inventory-sales ratio remains
low, the role of inventories in recessions may be
permanently diminished.

The New Inventory Techniques

Many analysts attribute the low inventory-
sales ratio to inventory reduction techniques
increasingly adopted by U.S. firms in the 1980s.
With these techniques, firms reduce their inven-
tories by purchasing just in time (JIT) to produce
and producing just in time to sell. JIT was most
widely adopted in the U.S. manufacturing sector
in the 1980s, particularly in the automotive and
computer industries.
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Why do firms use JIT to reduce
inventories?

Firms prefer to reduce inventories because
holding inventories is costly. Firms incur interest
costs in holding inventories because firms could
have held interest-bearing assets instead. Inven-
tories also entail costs in the form of insurance,
obsolescence, depreciation, pilfering, storage,
and handling. Taken together, these various
costs average close to 10 percent of the value of
the inventory stock per year (Blinder and
Maccini). Such high costs are a powerful incen-
tive to reduce inventories.

But inventories are also beneficial to firms.
Inventories of materials and supplies used in
producing finished goods protect against
various problems such as late deliveries or
defects. Inventories of finished goods ensure
that a firm can satisfy demand in the event of a
sudden increase in sales or a production halt. In
addition, inventories help firms hedge against
inflation. Rapid inflation in the late 1970s and
early 1980s motivated firms to stock up on
inventories early—before prices rose.

Firms determine their ideal level of inven-
tories by trading off the costs and benefits of
inventories. The ideal level of inventories fell
after 1983 because the costs of holding inven-
tories rose and the benefits fell. Adding to the
cost side were the record-high interest rates in
the early 1980s. At the same time, the declining
inflation rate after 1982 reduced one of the
benefits of holding inventories.

Even if interest rates were to fall or inflation
to rise, firms would be expected to hold lower
inventories than before adopting JIT. According
to just-in-time thinking, holding inventories
against such problems as late deliveries or
defects is a cost of inventories—not a benefit—
because the problems are never solved. Thus,
the just-in-time approach is to eliminate the
problem, thereby enabling firms to lower inven-
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tories permanently (Hay).

Another important factor motivating U.S.
firms to reduce inventories in the 1980s was
fierce competition from Japanese firms. Many
analysts attribute the success of Japanese firms
in U.S. markets in part to JIT (Celley and others;
Kim and Schniederjans). The use of JIT reduced
Japanese firms’ inventory costs, which in turn
helped Japanese firms undersell U.S. firms. In
response to this challenge, U.S. firms sent rep-
resentatives to Japan to learn how to reduce
inventories with just-in-time techniques.’

How do firms lower inventories with
JIT?

Firms practicing JIT reduce inventories at
all stages by purchasing just in time to produce
and producing just in time to sell. These prac-
tices represent a drastic departure from tradi-
tional purchasing and production practices in
the United States. Accordingly, firms adopting
JIT must confront the problems the traditional
practices were designed to accommodate.

To reduce inventories of materials and sup-
plies, firms are changing their purchasing
practices under JIT? Traditional practices called
for infrequent orders of large lots of materials
and supplies, well in advance of when needed
for production. Such practices were intended to
minimize ordering and transportation costs and
to allow time for late deliveries and inspection
of goods upon arrival.

In contrast, just-in-time purchasing calls for
frequent orders of small lots of material and
supplies, just in time to produce. Upon delivery,
materials and supplies are whisked directly onto
the assembly line. For example, Hewlett-Pack-
ard orders materials and supplies in lots of just
a few hours’ worth of production, several times
a day (Raia 1990).

Just-in-time purchasing requires rapid
delivery by suppliers. To speed delivery, suppliers
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are encouraged to locate near the buyer. For
example, suppliers of General Motors’ Buick
division are all located within one shift (eight
hours) of the manufacturing plant (Raia 1987).
In addition, many suppliers are switching from
trains to trucks as their primary delivery mode.
Trucks are more economical than are trains
when delivering small lots. Trucks are also more
flexible, permitting delivery on shorter notice
and permitting delivery directly to the assembly
line to eliminate unnecessary handling.

To reduce inventories of finished goods,
manufacturing firms are also changing their
production practices under JIT. Traditional
manufacturing practices called for production
of large batches of goods, which were then
stored as inventories until inspected and sold.
These practices were intended to minimize the
costs of setting up for a production run and to
ensure an adequate supply of the finished goods
in case of defects, strikes, or a surge in demand.

JIT entails frequent production runs of
small batches. Ideally, manufacturers should
produce goods continuously at roughly the same
rate the goods are sold. That way, if sales
decline, production declines in step to prevent
inventories from accumulating. To provide for
an increase in sales, on the other hand, manufac-
turers must maintain excess production capacity
to avoid missing sales.

JIT also requires firms to reduce the time
needed to set up for production of a particular
good, in order to respond quickly to new orders.
Setup times are being reduced in several ways.
Manufacturers are installing more flexible
machinery that can be quickly switched between
production of different goods. For example,
automobile makers are installing computer-
aided machinery that is quickly reprogrammed
to produce a variety of different components.’
And instead of bolting machines to the floor,
manufacturers are using quick-release clamps
so machines can be moved quickly between
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stations where different goods are produced.
Just-in-time purchasing and production
both require improved quality control since
firms hold smaller inventories against defects.
To improve quality, manufacturers and their
suppliers are using computer programs to con-
trol quality. These programs monitor the dimen-
sions of goods produced and automatically halt
production if the dimensions exceed the desired
specification. In addition, the technique of
ordering and producing in small lots improves
quality because defects are detected sooner.

Where was JIT adopted in the 1980s?

A strategy resembling JIT was practiced in
the wholesale and retail trade sectors well
before 1980 (Ackerman). While this strategy
went under a different name—postponement—
the principle was the same: postpone ordering
as long as possible in order to minimize inven-
tories (Kim and Schniederjans). Grocery store
managers, for example, have long lived by this
strategy because their stock in trade is perish-
able. If purchased too soon, food will rot in the
warehouse before it is sold.

Under intense competition from Japanese
firms, U.S. manufacturing firms began adopting
just-in-time techniques in the 1980s (Mecimore
and Weeks).® Within the manufacturing sector,
adoption of JIT has been most visible at large
companies in the automotive industry and the
computer and office equipment industry—
industries facing the fierce$t competition from
Japan. The Big Three of the auto industry—
Ford, General Motors, and Chrysler—all began
practicing JIT to some extent in the early 1980s.
In the computing and office equipment industry,
Hewlett-Packard, IBM, NCR, and Xerox also
adopted just-in-time techniques in the early part
of the decade (Zipkin; Im and Lee).

Beyond the few examples just noted, how
many other manufacturing firms adopted JIT in
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the 1980s? Short of asking each and every firm,
this question cannot be answered with certainty.
Surveys suggest, however, that a sizable num-
ber of manufacturing firms have embraced just-
in-time practices.’ For example, the percentage
of firms ordering materials and supplies just in
time increased dramatically beginning around
1980 (Chart 2, Panel A).'° On average, from
1956 to 1980 only about 5 percent of manufac-
turing firms were ordering JIT. By 1990 about
15 percent were doing so.

While the fraction of firms ordering JIT
tripled in the 1980s, 15 percent is still a small
share. As a practical matter, not all firms can
completely eliminate inventories of materials
and supplies by ordering just in time to produce.
Many firms, however, appear to be at least
reducing inventories by gradually reducing the
lead time between ordering and production
(Chart 2, Panel B).'' The average lead time
across manufacturing firms has fallen substan-
tially since 1980. After cycling upward from
1960 to 1980, the average lead time was more
than 60 days in 1980. Lead times then headed
down after 1980. By 1990 the average lead time
was only about 45 days."?

JIT Reduces Aggregate Inventories

Skeptics assert that firms practicing JIT
reduce their inventories by pushing them onto
suppliers who may not be practicing JIT. If so,
then JIT may amount to just inventory transfers
at the aggregate level. Evidence against this
possibility is the dramatic decline in inventory
sales in the sector and industries where JIT was
most widely applied in the 1980s.

Is JIT just redistributing inventories?
Individual firms practicing JIT typically

report substantial reductions in inventories.
Hewlett-Packard, for example, reduced inven-
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tories by more than 50 percent after adopting
just-in-time practices. General Motors used
just-in-time techniques to reduce inventory
costs from $8 billion to $2 billion (Johnson).

Are such firms just shunting their inven-
tories onto their suppliers?'’ One survey found
JIT was more prevalent among large firms than
among the smaller companies that supply
them.'* A supplier not practicing JIT may hold
larger inventories against the possibility of an
unexpected, rush order fromaJIT buyer. Suppliers
may also inspect goods themselves and hold larger
inventories against defects. If such practices are
widespread, then JIT may merely be redistributing
inventories from one firm to another.

Just-in-time buyers have an incentive not to
force inventories onto suppliers because sup-
pliers eventually pass their higher inventory
costs back to the buyers. Suppliers can do so
because they usually operate under long-term
contracts that allow them to raise their prices
when their costs increase (Hall).

Just-in-time buyers try to prevent shifting
inventories onto suppliers with several mea-
sures. First, buyers often provide suppliers with
forecasts of purchasing orders. Armed with a
forecast, suppliers can time production of
material and supplies so they are ready when the
actual order arrives. Second, buyers can
encourage suppliers to adopt genuine quality
improvement programs. By improving quality,
suppliers need not inspect each good before
shipping and can hold smaller inventories
against defects (Lorinez).

Most important, buyers can encourage sup-
pliers to adopt just-in-time techniques them-
selves. Many automobile manufacturers, for
example, weigh a prospective supplier’s com-
mitment to JIT before awarding a long-term
contract to the supplier (Raia 1987). Suppliers
practicing JIT can be relied on to purchase and
produce materials and supplies just in time to
fill the buyers’ orders. In turn, buyers can order
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Chart 3
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just in time to produce the final good. In this
manner, inventories are reduced all the way
down the production chain—from the smallest
producer of materials and supplies to the largest
producer of the final good.

Evidence JIT is reducing inventories

Is there evidence JIT is reducing inven-
tories? If JIT were merely redistributing inven-
tories across companies, the aggregate
inventory-sales ratio would not be expected to
decline. But, as already noted, the ratio declined
markedly after 1982.'° Of course, some factor
other than JIT may be reducing inventories.
However, two pieces of evidence link the
decline in inventories to JIT. First, the decline
in the aggregate inventory-sales ratio stemmed
entirely from the sector where JIT was newly
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applied in the 1980s—manufacturing (Chart 3).
Second, the decline in the manufacturing sector
inventory-sales ratio was most dramatic in the
industries where JIT was most visibly adopted—
the computing and office equipment industry
and the motor vehicle industry (Chart 4). This
evidence suggests the adoption of just-in-time
techniques by U.S. manufacturing firms in the
1980s has, in fact, reduced aggregate inven-
tories. Smaller aggregate inventories imply
lower inventory costs and a stronger competi-
tive position for U.S. firms. From a broader
perspective, the use of just-in-time techniques
implies a more stable U.S. economy.

Implications of JIT for the Economy

Inventory cycles have historically played a
destabilizing role in the economy. By helping
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Chart 4

Inventory-Sales Ratio -- Selected Manufacturing Industries
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firms reduce and control their inventories, JIT
can be expected to reduce inventory cycles.
Reduced inventory cycles in turn will dampen,
but not eliminate, recessions.

JIT can dampen recessions

In the past, large swings in inventories have
amplified the effect of a change in business sales
on output. That is, the decline in production (the
recession) following a decline in sales has been
both deeper and longer because of large inven-
tory cycles. The large inventory cycles of the
past resulted because firms’ desired ratio of
inventory to sales was high and because firms
were slow to adjust production to maintain the
desired ratio (Dornbusch and Fischer).

An example helps illustrate how these fac-
tors influence the characteristics of a recession.
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1985 1990

Suppose sales decline for an indefinite period
because government spending declines. The
depth of the ensuing recession depends on how
deeply firms cut production, which in turn
depends on how much firms must reduce inven-
tories. If firms’ desired ratio of inventory to
sales is high, the decline in sales causes a large
decline in firms’ desired inventory stock. And
if firms do not cut production promptly after
sales decline, inventories will increase instead
of decrease. Under these conditions, firms’
warehouses soon swell with undesired inven-
tories. As a result, production must eventually
decline considerably more than the original
decline in sales in order to eliminate the unwanted
inventories. In this way, the inventory cycle
deepens the recession.

The inventory cycle may also prolong the
recession. Because of the buildup of unwanted
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inventories, firms may need to postpone
increasing production even after sales increase.
If so, the inventory cycle delays the recovery, or
prolongs the recession.'®

JIT diminishes inventory cycles for two
reasons. First, firms’ desired inventory-sales
ratio is lower under JIT. Thus, a given decline
in sales causes a smaller decline in desired
inventories. For example, if firms’ desired
inventory-sales ratio declines from three months
to two months under JIT, then a decline in sales
of $1 billion would reduce desired inventories
by only $2 billion instead of $3 billion. Second,
because firms reduce production sooner after
sales fall under JIT, fewer unwanted inven-
tories accumulate. Therefore, a smaller cut in
inventories is needed when firms finally cut
production.

By diminishing inventory cycles, JIT damp-
ens the effect of a decline in business sales on
output, making the recession shallower and
shorter. Production falls by less because firms
wish to reduce inventories by less after sales
decline. And firms need less time to eliminate
unwanted inventories because they are smaller
to start with. Thus, firms can increase produc-
tion sooner after sales increase.

While the above discussion is merely
hypothetical, there is real-world evidence sug-
gesting JIT stabilizes output by stabilizing inven-
tory investment. One researcher compared the
variability of production and sales from 1957 to
1986 in seven industrial countries (West).!” In
the United States, production was about 30 per-
cent more variable than sales. In general, he
discovered production was more variable than
sales in all but one country: Japan. In Japan—
where JIT was most prevalent—production and
sales were about equally variable.'®
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The power of JIT is limited

While JIT may dampen recession by
stabilizing inventory investment, JIT cannot
eliminate recessions. Indeed, there is no
evidence that fluctuations in inventory invest-
ment actually cause recessions (Blinder and
Maccini). Most analysts think recessions result
from other types of shocks to the economy, such
as higher oil prices or reduced government
spending. The inventory cycle following a
shock only influences the depth and length of
the recession caused by the shock. JIT may
dampen a recession, but the recession may
occur nevertheless.

Nor can JIT be relied on to prevent deep and
long recessions. These characteristics of a
recession depend on both the shock and the
condition of the economy when the shock
occurs. Hence, a severe recession could still
result from a persistent shock to a weak
economy. For example, a sustained increase in
the price of oil in an economy laboring under a
heavy debt burden could cause a severe reces-
sion. The most one can say is that the recession
might have been even worse without JIT.

Saying so, however, invites a question: Will
just-in-time techniques make the current reces-
sion milder? The answer depends on how
prevalent the techniques are today. Unfortu-
nately, evidence on that point is only suggestive.
One small survey suggests reason for hope. In
1988, only 25 percent of the firms surveyed had
just-in-time programs in place. Fully half of the
firms, however, expected to be practicing JIT
by 1990."° If the results of this survey are rep-
resentative, then the new inventory techniques
may be . . . just in time.
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Endnotes

1 Only inventory investment is counted because GNP is
intended to measure goods produced in the current quarter.
The total stock of inventories is not counted because it
includes goods produced in previous quarters.

2 Because inventories are increasing due to a decline in
sales, the rise in the inventory-sales ratio late in the expan-
sion reflects unintended accumulation of inventories. In
contrast, the rise in the inventory-sales ratio that sometimes
occurs in the middle of expansions reflects intended
accumulation of inventories in anticipation of faster sales
(Darnbusch and Fischer).

3 The dates of the peaks and troughs indicated in Chart 1
are determined by the National Bureau of Economic Re-
search. These dates do not necessarily correspond to peaks
and troughs in GNP.

4 One might date the decline in the ratio back to 1975.
However, this is an illusion created by the rise and fall in
the inventory-sales ratio during the 1973-75 recession.
Ignoring that spike, the ratio was trendless from 1976 to
1982 and began declining thereafter. The ratio declined
from 3.5395 months in 1982:Q2 to 3.0379 months in
1988:Q2 and then leveled off at 3.0498 months in
1990:Q2. Before this decline, the nadir of the inventory-
sales ratio was 3.0535 months in 1965:2.

5 The case of Harley Davidson is illustrative. As Raia
(1987) tells the story, the maker of rough-running motor-
cycles (known affectionately as hogs) was driven to the
verge of bankruptcy in the early 1980s by its JIT practicing
Japanese competitors. In response, Harley Davidson did
as many companies do: it lobbied for and received
temporary trade barriers to protect it from foreign com-
petition. During the respite, however, Harley Davidson
adopted JIT and then asked Congress to lift the trade
barriers. So rare is the latter act that President Reagan
himself flew to the company’s headquarters in York,
Pennsylvania, to commemorate the occasion.

6 Unless other sources are indicated, the following com-
parison between traditional inventory practices and JIT
practices is from Hay, and Mecimore and Weeks.

7 While some firms use computers in practicing JIT,
computers are not essential. All that is needed is some
signal that inventories are low and more should be
produced or purchased. Many firms just use empty con-
tainers as a signal while others use red and green lights.
On the other hand, computer production techniques do not
necessarily reduce inventories unless combined with the
JIT principle of ordering just in time to produce and
producing just in time to purchase (Sauers; Kim and Lee).
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For a description of computer production techniques, see
Johnson.

8 Toyota developed JIT in the 1950s and 1960s, followed
by other Japanese firms in the 1970s. Analysts have dis-
cussed many reasons JIT was practiced by Japanese
manufacturers before their U.S. counterparts. One impor-
tant reason is the closer physical and business relationship
between Japanese firms and their suppliers. For example,
they are physically closer (because Japan is smaller) and
this fact expedites delivery. Another reason is that strikes
are rarer in Japan, which reduces the need for inventories.
In a pinch, however, U.S. manufacturers realized the su-
perior highway system here might offset the greater dis-
tances suppliers must travel. And to the extent better roads
were not enough, U.S. firms began relocating suppliers
nearby. Finally, the decline in union membership in the
United States facilitated JIT by, among other things, redu-
cing the threat of strikes.

9 In a survey conducted by the accounting firm Price
Waterhouse, 37 percent of 210 manufacturing executives
indicated their firms had applied JIT to some extent
(Moscal).

10These data are from a monthly survey of 250 purchasing
managers of manufacturing companies in all industries,
across the country. They represent the percentage of
managers indicating they were ordering ‘‘hand to mouth,”’
which is interpreted here as ‘‘just in time.’’ The data were
smoothed slightly to highlight the trend.

1t The data are actually a weighted average: lead-time
multiplied by the percentage of firms reporting that lead
time. The lead times used in the National Association of
Purchasing Managers survey are 30 days, 60 days, 90 days,
and 180 days or more. These data were also smoothed
slightly to highlight the trend.

12The reduction in lead times would suggest that suppliers’
delivery performance was improving. Surprisingly, the
percentage of buyers reporting late deliveries was trendless
in the 1980s (National Association of Purchasing
Managers). Given the reduced lead times, however, the
absence of deterioration can be taken as evidence of
improvement. Further evidence of improvement is the fact
late deliveries did not increase in the last stages of the
expansion as in the past.

13 For example, Raia (1987) noted a newspaper item
suggesting the Detroit warehouse business was being
revived by auto industry suppliers needing space to store
larger inventories. The alleged revival came after the
warehouse district was first decimated when automakers
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themselves reduced inventories after adopting JIT. While
this report was speculative, the possibility that JIT may just
redistribute inventories is real (Hall).

14 The survey found more than two-thirds (67 of 97) of
small supplier companies were delivering to their cus-
tomers on a just-in-time basis; fewer than half of the
suppliers, however, had adopted JIT internally (Sheridan).
15The monthly disaggregated data in Chart 2 are available
only back to 1967. The inventory-sales ratios differ from
quarterly inventory-sales ratios shown in Chart 1 because
two series use different sales figures. The Commerce
Department survey from which these data obtain includes
a sample of smaller companies (U.S. Department of Com-
merce).

16 In fact, JIT can also smooth output by dampening the
effect of an increase in sales. When sales increase, firms
with high desired inventory-sales ratios will increase their
inventory investment more than will firms with low desired
inventory-sales ratios. Thus, the change in production
resulting from the increase in sales will be smaller under
JIT. This point is ignored here, in part, because changes in
inventory investment figure less in expansions than in

recessions (Maccini).

17The countries were Canada, France, Italy, Japan, United
Kingdom, United States, and West Germany.

18Closer to home, the 1980 recession in the United States
illustrates how reduced inventory cycles dampen reces-
sions. Inventory investment fell only $1.8 billion during
the recession itself, contributing only about 2 percent of
the decline in GNP during the recession. This fact may help
explain why the 1980 recession was much briefer and
shallower than average (Blinder). But, of course, the small
inventory cycle in 1980 was not likely due to JIT because
U.S. firms were just beginning to adopt JIT at that time.
Indeed, Blinder rejects the possibility that improved inven-
tory control techniques explained the behavior of inven-
tories in that episode and concludes instead that businesses
were forewarned of recession in time to cut inventory
investment early. '

19The accounting firm Touche Ross conducted this survey
of 200 manufacturers and distributors (Traffic Manage-
ment).
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The Path to European
Monetary Union

By Paula Hildebrandt

n a period of unprecedented change in

Europe, European monetary union has
emerged as one of the most important new
developments. Europe 1992 is already creating
a market with more than 320 million consumers
and a productive capacity rivaling that of both
the United States and Japan. European monetary
union would go even further, implementing a
unified European monetary policy.

The 12 member-countries of the European
Community are currently debating the Delors
Report, which outlines a three-step approach to
economic and monetary union (EMU) in
Europe. The first stage includes the Europe
1992 initiative and has already been accepted.
Stages two and three are still being negotiated.
They would form a single European central
bank and currency.

This article discusses the movement toward
monetary union in Europe. The first two sections

Paula Hildebrandt is a research associate at the Federal
Reserve Bank of Kansas City. George Kahn, a senior
economist at the bank, supervised preparation of the article.
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lay the historical background for EMU and
describe the proposed stages of the Delors
Report. The next section provides a detailed
description of the European System of Central
Banks envisioned in the Delors Report. The
article then discusses some of the important
issues being debated. A glossary of frequently
used terms is included at the end of the article.

Historical Developments
Leading to EMU

EMU is not the first attempt to unite Europe.
For nearly 40 years, Europeans have sought
greater economic and monetary cooperation.
From the first ‘‘common market’’ in 1952 to
current plans for Europe 1992 and EMU, the
Europeans have strived to create a ‘‘Europe
without barriers.”’

Foundations of economic union

Economic cooperation in Europe dates back
to 1952. France, Italy, West Germany, Belgium,
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the Netherlands, and Luxembourg banded
together to form the European Coal and Steel
Community. This ‘‘common market’’ for coal,
steel, and iron ore made trade between members
easier by eliminating costly tariffs normally
placed on these imported goods.

The success of the European Coal and Steel
Community prompted members to create the
European Economic Community (EEC), for-
malized by the Treaty of Rome in 1957. The
EEC extended the common market to include all
goods. By eliminating tariffs, the EEC moved a
step closer to economic union.

The European Community (EC), as the
EEC was later called, decided in 1969 to pursue
complete monetary union.' Plans to achieve
union were drawn up in the Werner Plan, com-
missioned by the EC Council of Ministers and
adopted in 1971. The Werner Plan established
that within ten years exchange rates between EC
countries would become fixed and the members
would follow a common monetary policy. As an
initial step, members were required to keep
exchange rate fluctuations limited to designated
ranges, called margins. The plan was discarded,
however, when the 1973-74 oil price shocks
caused many members to abandon the exchange
rate margins. The oil price shocks had led to
higher and more divergent inflation rates,
making the exchange rate margins difficult to
maintain (International Monetary Fund).

Momentum for monetary coordination
returned in 1978 with the development of the
European Monetary System (EMS). The EMS
established the Exchange Rate Mechanism
(ERM), which bound members to maintain
exchange rates within narrow margins. The
EMS remains in place today. EMS members
include the 12 current EC members: Belgium,
Denmark, France, Germany, Greece, Ireland,
Italy, Luxembourg, the Netherlands, Pornigal,
Spain, and the United Kingdom. Currencies for
most members currently fluctuate within a 21
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percent band. Two members of the EMS—
Portugal and Greece—still do not participate in
the ERM. Two other members—the United
Kingdom and Spain—only recently joined the
ERM and allow their currencies to fluctuate in
6 percent margins. Although realignments
occurred often in the early days of the ERM,
exchange rates within the ERM have become
increasingly stable (Ungerer).

Europe 1992

Trade barriers still existed in the 1980s,
although tariffs were gone and exchange rates
had become increasingly stable in the EC.
Safety and environmental standards in many EC
countries, for example, continued to restrict
foreign competition. Similarly, subsidies to
inefficient industries combined with capital and
border controls to impede cross-country trade.
These barriers reduced the efficiency of
European markets, lowering the potential for
economic growth.

Slower economic growth in the Community
and strong international competition from the
United States and Japan renewed interest in
further integration. This renewed interest led to
the Single European Act in 1985. Commonly
known as Europe 1992, this act was designed to
eliminate all barriers to the movement of per-
sons, goods, services, and capital between
member-countries by the end of 1992.

Once Europe 1992 is fully implemented,
Europeans will enjoy a variety of economic
benefits. Both people and firms will benefit
from lower costs in transactions. For example,
people will be able to travel throughout the EC
without being detained at borders. Firms will be
allowed to ship goods anywhere in the EC
without facing a myriad of safety and environ-
mental standards. Laws will be standardized in
many industries, including the telecommunica-
tions and automobile industries. Such laws will
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make it possible for firms to expand and be more
efficient in the larger, single market. And
Europe 1992 will create a single financial area.
A single financial area will allow money to flow
freely throughout the Community and allow
banks to locate branches anywhere they choose.
Inshort, Europe 1992 will substantially increase
economic integration, while providing EC
countries with a greater potential for economic
growth and a higher standard of living (Bennett
and Hakkio). '

Economic and monetary union

Europe 1992 and the success of the EMS
have renewed interest in greater monetary
integration. EC members believe a unified
monetary policy will enhance the benefits of
Europe 1992 by forcing member-countries to
adopt a common anti-inflationary stance and by
reducing the costs of exchange rate fluctuations
and uncertainty. Hence, members believe
monetary union will further increase efficiency
" and economic growth (Directorate-General).

With momentum building toward economic
and monetary union, the European Council
formed a committee to develop concrete stages
for complete monetary union. In April 1989, the
committee presented to the Council the ‘‘Report
on Economic and Monetary Union in the
European Community,”’ commonly referred to
as the Delors Report. In June of the same year,
the member-states approved both stage one of
the Delors Report and the goal of economic and
monetary union. Stages two and three have not
yet been approved by EC members and are
currently being discussed at the inter
governmental conferences on EMU.?

The Delors Report on Economic and
Monetary Union

The Delors Report offers a concrete, step-
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by-step approach to economic and monetary
union in Europe. According to the Delors
Report, economic union will occur with the
completion of Europe 1992 and the coordination
of macroeconomic policies, including policies
concerning the size and financing of govern-
ment budget deficits. Monetary union will occur
when EC members come to share a common
European monetary policy set by a unified
central banking system called the European
System of Central Banks (ESCB), and when a
single currency replaces the 12 member-nation
currencies.

The Delors Report outlines three stages to
reach unification. Stage one promotes greater
economic convergence. Stage two will serve as
a transition period by setting up a single
European central bank. Stage three will intro-
duce a common monetary policy and a single
currency.

Stage one

Stage one, launched officially on July 1,
1990, promotes greater economic convergence
by increasing economic and monetary coopera-
tion. A recurring theme throughout the Delors
Report is that large differences in economic
growth, inflation rates, or budget deficits among
the member-states would make integration
difficult. For example, the currency of a
country suffering rising inflation would be
under pressure to depreciate, making the move
to fixed exchange rates difficult. Consequently,
the EC wants member economies to ‘‘con
verge,’’ or become more similar, before moving
to a single currency and central bank. To foster
economic convergence, stage one sets goals to
encourage economic and monetary coopera-
tion. Stage one will also revise the EC’s found-
ing treaty to accommodate new Community
institutions.

Four goals of stage one are designed to
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promote economic convergence. The first of
these is to complete Europe 1992. By eliminat-
ing barriers to trade and finance, Europe 1992
will effectively create a single internal market
in Europe.

A second goal is for EC members to trim
government budget deficits. The EC believes
large budget deficits hinder stable exchange
rates, making the move to irreversibly fixed
exchange rates difficult. To discourage con-
tinued deficit spending, the EC’s Council of
Finance Ministers will assess national economic
conditions and policies. During stage one, the
Council may only recommend policy correc-
tions; however, national governments are sup-
posed to consult with the Council before making
any major policy changes.

A third goal is to provide additional
resources for regional and structural develop-
ment. Stage one allows for financing economic
development in the least developed countries,
such as Greece and Portugal. For example, if
funds are needed to improve roads and railways
or to meet new environmental and safety stan-
dards to successfully compete in a European
market, the EC will offer assistance.

A fourth goal is to promote economic con-
vergence by increasing monetary cooperation.
The Delors Report plans to achieve this goal by
strengthening the Exchange Rate Mechanism.
One way to strengthen the ERM is to have all
member-countries participate (currently Por-
tugal and Greece do not). Another way is to
create subcommittees within the Committee of
Central Bank Governors to monitor foreign
exchange, monetary, and bank supervision
policies. During stage one the subcommittees
will only offer guidelines to national govern-
ments, rather than play an active role in policy.

In addition to fostering economic conver-
gence, stage one has another important goal: to
revise the Treaty of Rome, which established the
European Community in 1957. Because stages
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two and three require new Communitywide
institutions, the Treaty of Rome must be revised
to accommodate them. Otherwise, the last two
stages of the Delors Report cannot begin.
Revisions to the Treaty of Rome and negotia-
tions on stages two and three of the Delors
Report are underway at intergovernmental con-
ferences on European Economic and Monetary
Union. These meetings, which began last
December, are expected to continue through
most of this year.

Stage two

The Delors Report identifies stage two as a
brief, transitional phase to prepare the Com-
munity for collective decision making in stage
three. Tentatively scheduled to begin January 1,
1994, stage two would reform existing institu-
tions and create new Communitywide institu-
tions, such as a central banking system. In
addition, the Community would continue to
promote economic integration by removing any
remaining barriers to trade not already eliminated
in stage one. Although Europe 1992 is scheduled
for completion in stage one, the Delors Report
noted that some revisions or improvements in the
Europe 1992 program may be necessary in stage
two. As the EC continues to integrate, economic
convergence will increase, easing the move to a
single monetary policy.

The details of stage two are currently being
debated at the intergovernmental conferences
on EMU. According to the Delors Report, a
major goal of stage two would be to establish
the European System of Central Banks (ESCB).
The ESCB will include the European Central
Bank and the 12 national central banks and will
be an important step toward a common
European monetary policy. With price stability
as its main objective, the ESCB will be inde-
pendent from both the national governments and
organizations at the Community level.
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During stage two, the ESCB will assume
responsibility for the ERM. The exchange rate
margins within the ERM will narrow from the
current 2; percent. Exchange rate realignments
will be allowed only in emergency circum-
stances. The 12 national central banks will still
be responsible, however, for their individual
monetary policies during stage two.

Stage three

Like stage two, stage three of the Delors
Report is currently being debated at the inter-
governmental conferences. If approved, stage
three of the Delors Report would complete
economic and monetary union, transferring
important powers from national governments to
the Community.

Economic union will give the Community
three new powers. First, the Community will
assume a larger role in allocating funds for
economic development. For instance, if a par-
ticular country has trouble adjusting to
economic union, the EC will offer financial
assistance to make the country more competi-
tive. However, the EC may require policy changes
before providing funds if it suspects a country’s
difficulties stem from misguided policies.

The second new power relates to interna-
tional affairs. New Communitywide institutions
will determine international policy decisions for
the entire EC, representing a shift in power from
national governments to the Community. On
international issues, a single Community view
will be expressed, instead of separate views for
Germany, France, and so on. The Commission
believes Europe will have more influence inter-
nationally if it speaks with a single voice.

The third new power that economic union
will give the Community is the right to monitor
national budget policies. While the Community
will not set binding rules about budget deficits,
the Delors Report proposes that ‘‘excessive’’
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budget deficits will have to be avoided’ In
addition, national governments will not be per-
mitted to finance budget deficits by printing
money.* Finally, if a country defies the budget
recommendations of the Council of Finance
Ministers, the country could face sanctions or
have Community financial assistance made con-
ditional on economic policy changes.

Monetary union will give the Community
two additional powers. First, the ESCB will
assume sole authority for monetary policy.
National central banks will no longer be able to
pursue individual policies; instead, each central
bank will operate under a common monetary
policy set by the ESCB’s governing council.
Annual money supply targets, for example, will
be set for each EC country by the European
Central Bank.

Second, the Community will assume sole
authority for exchange rate policy. In the initial
phase of stage three, exchange rates of member
currencies in the ERM will be irreversibly
locked. This system of fixed exchange rates will
continue until it is administratively feasible to
introduce a single European currency, ‘tenta-
tively called the ECU.

This ‘‘new’’ ECU would be fundamentally
different from the current ECU. The current
ECU (pronounced ek’ coo) is a basket currency
used in accounting transactions. Its value
reflects a weighted average of the
Deutschemark, the French franc, and the rest of
the EC currencies. The ECU is at present strictly
a unit of account—there is no physical ECU
currency.’ The new ECU will be a physical
currency that replaces the existing individual
currencies of the 12 EC members as a medium
of exchange.® The ESCB will issue these new
ECUs in accordance with its monetary policy
objectives. In addition, the ESCB will handle all
foreign exchange interventions against non-EC
currencies, according to policies set within the
Community.
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Organization and Function of the
ESCB After EMU

While the Delors Report outlines the basic
features and functions of the ESCB, the Com-
mittee of Central Bank Governors has worked
out the details. The Committee drafted a statute
outlining the specific features, objectives, and
functions of the system. Presented at the inter-
governmental conference on EMU in December
1990, the draft statute is currently being dis-
cussed by conference participants. Like the
Delors Report, the statute is only tentative. Ittoo
must be approved by the member-states before
being added to the revised Treaty of Rome.

Organization and principles of the
ESCB

The statute outlines a federal system of
central banking modeled after the German
Bundesbank and the U.S. Federal Reserve
System. The ESCB will consist of the European
Central Bank and the 12 national central banks.
Important in the organization of the ESCB are
three principles—independence, accountability,
and subsidiarity.

Independence. Independence is a basic ele-
ment in the plans for the ESCB. The statute
states that the ESCB should be independent of
both national and Communitywide politics and
have ‘‘unequivocal commitment to maintain
price stability as the primary objective of the
System.’’ Such features have been underscored
by Bundesbank President Poehl, for example,
who has repeatedly stated that his approval of
the European Central Bank depends on its being
independent and as firmly committed to fighting
inflation as is the Bundesbank (Marsh 1990b).”

Accountability. While independence of the
ESCB is desirable, the Committee recognizes
the need for democratic checks and balances.
Therefore, the European Central Bank will be
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required to submit an annual report to the
European Council summarizing the monetary
policy actions and other activities of the ESCB
during the previous year. The European Central
Bank will also have to distribute financial state-
ments and other activity reports on a regular
basis to interested parties. Finally, independent
auditors, approved by the EC, will examine the
European Central Bank and the national central
banks.

Subsidiarity. Under the principle of sub-
sidiarity, ‘‘functions that can be effectively car-
ried out at a subordinate level should be
performed by the subordinate rather than by a
dominant central organization.’’ In the context
of the Community, subsidiarity means that the
European Central Bank should only assume
powers that require collective decision making.
All other powers or responsibilities should
remain with the national central banks.

When assigning tasks in the ESCB, the draft
statute adheres to the principle of subsidiarity.
For example, a single monetary policy and cur-
rency could not be maintained if all central
banks acted independently—a central decision-
making body is essential. Consequently, the
European Central Bank will formulate
monetary policy for the Community. However,
other responsibilities, like supervising banks,
could be executed at the national level, provided
that Community guidelines are followed.

Functions of the ESCB

The ESCB’s functions will include for-
mulating monetary policy, managing reserves,
supervising banks, maintaining the payments
system, and implementing the Community’s
foreign exchange rate policy. Three ESCB
groups will perform these functions: the Exec-
utive Board, the 12 national central banks, and
the Council.® The Executive Board will consist
of six members selected for their expertise in
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banking or monetary matters. One member will
be designated the president and another the vice
president of the system. Together, the six mem-
bers of the Executive Board and the 12 gover-
nors of the national central banks will form the
Council.

The Council. Formulating monetary policy
for the EC will be the main duty of the Council.
This duty will include determining monetary
targets for each member-country. The Council
will also establish guidelines for implementing
its policy decisions.’

The Executive Board. The Executive
Board will be responsible for day-to-day
implementation of monetary policy. The Exec-
utive Board will monitor economic develop-
ments by tracking money supplies, interest
rates, and exchange rates. Additionally, by
buying and selling securities in the open market,
the Executive Board will be able to influence the
money supplies to meet monetary objectives set
by the Council.

The Executive Board will also perform
other duties. For example, the Executive Board
will issue the ECU, the new European currency.
To obtain ECUs, all member banks will have to
deposit a portion of their reserves with the
ESCB. The Executive Board will implement the
exchange rate policy set by the European Coun-
cil of Finance Ministers. The Executive Board
will also provide regulations on bank supervi-
sion and the payments mechanism and will coor-
dinate statistical research in the ESCB. Finally,
the Executive Board will delegate responr
sibilities to the member central banks. For
example, the Executive Board may ask the 12
central banks to issue notes or help gather statis-
tical information.

The national central banks. The 12 national
central banks will assist the Executive Board in
carrying out the operations of the System. The
draft states that the national banks should, as
much as possible, be the ‘‘operational arms of
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the System.’’ Under the Executive Board’s in-
structions, national banks may participate in
activities that include issuing ECUs, managing
reserves, supervising banks, facilitating the pay-
ments mechanism, and lending to credit institu-
tions. National central banks may even be asked
to buy and sell securities in the open market or
to intervene in the foreign exchange markets.

The national central banks will have addi-
tional responsibilities. For example, as mem-
bers of the Council, central bank governors will
help formulate monetary policy for the Com-
munity. Each central bank will conduct research
and statistical analysis. And, the draft statute
states that national central banks may perform
other functions outside those of the System, so
long as the activities do not interfere with the
goals of the System.

The Delors Report: Issues Under
Debate

Not all EC members believe the Delors
Report represents the best approach to EMU. In
the debate over the details of stages two and
three at the intergovernmental conferences on
EMU, three primary questions have emerged:
What is the best way to implement a unified
monetary policy in the EC? How quickly
should EC countries proceed with EMU? And,
how should national budget policies be coor-
dinated and foreign exchange rate policies be
executed?

Implementing a unified monetary policy

Since EMU discussions first began in 1989,
the United Kingdom has expressed concern
about moving to a single currency and central
bank. The United Kingdom opposes the loss of
national sovereignty involved in the Delors
Report’s approach to a single monetary policy,
fearing it would lead to a loss of control over
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U.K. economic policy. For example, after
monetary union occurs, national central banks
would be unable to set national goals for
monetary policy, thus denying national govern-
ments a policy tool for stabilizing the economy.'®

U.K. prime minister John Major has
presented an alternative to stage two of the
Delors Report. Commonly known as the ‘‘hard
ECU’’ plan, Major’s alternative would intro-
duce a thirteenth currency, the hard ECU, to
compete in the market with the existing 12
national currencies. The hard ECU’s value
would be linked to the strongest national cur-
rency and would never be devalued—features
Major believes would make the hard ECU non-
inflationary. The hard ECU would be issued and
managed by a new Communitywide institution
called the European Monetary Fund. Manage-
ment of the national currencies would remain
with the national governments. Because the hard
ECU would never be devalued, Major believes
it would be relatively attractive to businesses. If
so, the hard ECU might eventually eliminate
demand for national currencies.

Proponents of the hard ECU plan stress the
benefits of the market-driven approach to
monetary union. By gradually becoming the
only currency used, the hard ECU would avoid
the risk of fixing exchange rates before adequate
economic convergence has developed. The hard
ECU plan would also provide central bankers
with experience in a common currency before
moving exclusively to a single currency.
Moreover, because the hard ECU would never
be devalued against national currencies,
proponents believe the European Monetary
Fund would gain credibility as an inflation
fighter (Flemming).

The hard ECU plan initially met with strong
criticism. Germany was particularly critical—
suspecting that adding another currency to the
existing 12 would compound the difficulties of
coordinating monetary policy. Bundesbank
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President Poehl opposes the hard ECU, fearing
it would be inflationary, despite Major’s claims
to the contrary (Alterman).

Other members, while less critical than
Germany, have expressed additional concerns
about the hard ECU plan. Some question the
need to introduce a thirteenth currency when the
basket ECU already exists. Others claim the
hard ECU plan fails to specify conditions that
would allow a move to stage three—that is, they
fear the hard ECU plan would keep the EC in
stage two indefinitely (Ungerer). Still other
critics doubt the hard ECU will be able to
eliminate other currencies since member-nations
have shown no signs of abandoning their own
currencies, even though they now may use the
currency of their choice.

Since the intergovernmental conferences
began in December, signs of compromise have
developed. The United Kingdom has indicated
that perhaps the ESCB, instead of the European
Monetary Fund, could manage the hard ECU
(Buchan and Marsh). In addition, both Spain
and France have introduced draft treaties that
combine features of the Delors treaty and the
hard ECU plan. Both treaties plan to increase
the role of the basket ECU currency (as opposed
to introducing a new hard ECU), with the belief
that it would eventually ‘‘harden’’ and become
the single currency (McCune).

EMU timing

Issues have also arisen over the timing of
EMU. One debate centers on whether to take a
slow or fast approach to EMU. The other centers
on whether all 12 EC members should proceed
with EMU at the same time.

Slow track or fast track to EMU. While
the United Kingdom and Germany disagree
about the hard ECU plan, they agree that greater
economic convergence should come before
moving to complete EMU. Both feel that
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monetary union before adequate economic
convergence would be difficult to sustain
(Ungerer). U.K. Prime Minister Major sup-
ports a slow, market-oriented approach to EMU,
in contrast to the union by legislative fiat called
for by the Delors Report. German Chancellor
Kohl has insisted that ‘‘convergence in
economic and budgetary policies’’ is necessary
before moving to a single European currency.''
To provide more time for convergence and time
to prepare adequately for a single currency, Kohl
also suggests delaying establishment of the
ESCB until 1997—three years later than
originally planned (Marsh 1991; The Economist
1991).

While the members that favor a slow path
to EMU believe economic convergence is
necessary for monetary union, other members
think monetary union would itself foster
economic convergence. France and Italy, for
example, would like a quick move to monetary
union. In France’s draft treaty proposal, stage
two would begin January 1, 1994. By the end of
1997, the EC would determine whether a single
currency were feasible. If so, detailed plans for
the introduction of a single currency would then
be devised (BIS).

Two-tier plan to EMU. The ‘‘two-tier”’
plan (sometimes called the ‘‘two-speed’’ plan)
raises questions as to whether all 12 EC mem-
bers need to proceed with EMU at the same
time. As noted earlier, the idea that full
economic and monetary union requires
economies to have similar inflation rates, living
standards, and economic growth rates prevails
throughout the Delors Report.'? Because it may
take some time to reduce the differences that
currently exist between some regions, the ‘‘two-
tier’’ plan proposes that countries already shar-
ing similar economic performances—for
example, Germany, France, Belgium, Luxem-
bourg, and the Netherlands—proceed with
monetary union. The other countries would be
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left behind until their economies are in better
condition for union (Nelson and Roth).
Countries with high inflation rates—Ilike the
United Kingdom and Portugal—oppose the
‘““two-tier’’ approach.'* These countries fear
they might lose power and prestige by not being
part of the first group in monetary union. Once
the first group experiences the benefits of
monetary union, it may be even more difficult
for the second group to *‘catch up.”’ Opponents
of the two-tier plan argue the tension it would
create between countries would hinder complete
economic and monetary union (Marsh 1990a).

Additional macroeconomic issues
in EMU

In addition to questions about a single cur-
rency and the pace of EMU, EC members have
raised other issues. In particular, how much
control should the Community have over national
budget deficits? And what role should the ESCB
play in foreign exchange rate policy?

Budget policies. In the Delors Report, the
Community would recommend budget correc-
tions, but not set binding rules on budget
deficits. However, some members believe the
budget policies outlined in the Delors Report are
insufficient. Germany and the Netherlands, in
particular, want binding budgetary rules set by
the Community. Without such rules, they argue,
the stronger members would bear the financial
burden of bailing out heavily indebted members
(The Economist 1990).

Foreign exchange rate policies. The Execu-
tive Board’s role in exchange rates has also
caused some disagreement. In the Delors
Report, the ESCB executes foreign exchange
rate policy for the single European currency
vis-a-vis non-EC currencies, according to
guidelines set by the Community. Some com-
mittee members, however, believe the Execu-
tive Board should play a more active role. Since
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foreign exchange rate policy and monetary
policy affect each other, some members think
the Community’s exchange rate policy should at
least be subject to the approval of the ESCB.
Other members go further, suggesting the ESCB
should formulate foreign exchange rate policy
(Draft Statute).

Conclusion

Intergovernmental conferences are
underway to finalize plans for EMU. At the
conferences, EC members are debating the
Delors Report and a draft statute on a European
central banking system.

The Delors Report, the main proposal for
EMU, outlines a three-stage approach to
economic and monetary union in Europe. By
promoting greater economic and monetary
cooperation, stage one plans to increase
economic convergence, easing the transition to
unification. Stage two would serve as a transi-
tional period, setting up the European Central
Bank. Stage three would complete EMU. It
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involves a move to a common monetary policy
and a single currency.

Building on the Delors Report, the Commit-
tee of Central Bank Governors drafted a statute
on the European System of Central Banks.
According to the statute, the ESCB would
assume sole authority for monetary policy once
EMU is completed. The ESCB would be inde-
pendent and pursue price stability as its main
objective. The Council, the Executive Board,
and the 12 national central banks would divide
the ESCB’s responsibilities, which include for-
mulating monetary policy, executing foreign
exchange rate policy, managing reserves, super-
vising banks, and maintaining the payments sys-
tem.

Debates have begun over several points of
the Delors Report. Issues like the introduction
of a single currency, the timing of EMU, and the
transfer of powers from national governments
to the Community must be overcome. But
Europeans are getting closer to their goal. After
nearly four decades, economic and monetary
union is in sight.
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Endnotes

1 The EC’s interest in monetary union was in part due to
growing instability under the Bretton Woods system during
the late 1960s.

2 Since June 1989, the Delors Report has occasionally been
revised. This article is based on the most recent version of
the Delors Report, which was presented at the inter-
governmental conferences in December 1990.

3 Not everyone agrees that national budget deficits are an
impediment to EMU (Mussa).

4 Even before a single currency is introduced, EC members
are strongly urged not to finance their budget deficits by
increasing the money supply. Once a single currency is
introduced, financing budget deficits by issuing money will
not even be feasible. The European Central Bank will issue
the currency to EC members.

5 For example, central banks currently use the ECU as a
reserve asset and for settling accounts, while some private
investors currently issue international bonds denominated
in ECUs.

6 The new ECU will also replace the current basket ECU.
7 Bundesbank President Poehl is chairman of the Commit-
tee of Central Bank Governors, which drafted the statute
of the ESCB. The Committee consists of the governors of
the central banks of each of the 12 member-countries.

8 These bodies are similar to the Directorate, the Land
Central Banks, and the Central Bank Council of the
Bundesbank and to a lesser extent, the Board of Governors,
the Federal Reserve Banks, and the Federal Open Market
Committee of the Federal Reserve System.

9 The Council of the ESCB should not be confused with
the European Council. The European Council is an exist-
ing Community organization, consisting of representatives
of each EC nation. The European Council will appoint the
six members of the Executive Board.

10 Margaret Thatcher was particularly critical of the loss
of national sovereignty implied by the Delors Report. Her
bitter opposition to EMU contributed to her resignation as
U.K. prime minister.

11 Germany also supports a slower approach to EMU
because it is currently preoccupied with its own reunifica-
tion problems (Riding).

12 The Delors Report states that large regional differences
‘‘would pose an economic as well as political threat to the
union.”’

13 Not everyone in the United Kingdom opposes the two-
tier plan. Some believe a two-speed system might reduce
pressure on the United Kingdom to join a complete
economic and monetary union (Buchan).
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Tax Increases in the Tenth
District: Where Will the
Money Come From?

By Glenn H. Miller, Jr.

trong pressures for increased spending in the

1990s are likely to force state and local
governments in the Tenth District to increase
taxes (Miller 1990). Policymakers will try to
hold the line on spending, make spending
programs more efficient, and hope that better
economic times produce more tax revenues. But
these may prove to be unsatisfactory or inade-
quate responses to the mounting demands for
public spending. Moreover, in an era of ‘‘fend-
for-yourself federalism,’’ state and local
governments must rely less on fiscal aid from
the federal government and more on their own
resources. It is unlikely, then, that state and local
governments will be able to avoid raising taxes.
In such a situation, what revenue sources can
state and local governments turn to?

Glenn H. Miller, Jr. is vice president and economic advisor
at the Federal Reserve Bank of Kansas City. Tim Sheesley,
a research associate at the bank, helped prepare the article.

Economic Review ® March/April 1991

This article describes the principal revenue
sources for state and local governments in the
district and considers some possible directions
the search for additional revenue might take.
The first section shows the district depends
more on general sales taxes and user charges,
and less on property and personal income taxes,
than the nation as a whole. The second section
examines how heavily state and local govern-
ments in the district are tapping their available
resources and shows they are underusing per-
sonal income taxes as a revenue source relative
to most other states. The article concludes that
district governments might boost revenues by
increasing personal income taxes.

Revenues of District State and Local
Governments in the 1980s

As pressures mount to increase public
spending, it is important to know where state

49



and local governments are now getting their
revenues. This section examines the sources of
revenue in the district, how the sources changed
during the 1980s, and how they compare with
the sources used in the nation as a whole.

What is revenue?

This article defines revenue as general
revenue received by state and local governments
from their own sources. In order to focus on
revenue sources under the control of state and
local governments, the definition excludes fiscal
aid received from the federal government, such
as shared revenues and grants-in-aid. The
definition also excludes some classes of receipts
not closely tied to public purposes served by
general government activities—utility revenue,
liquor store revenue, and insurance trust
revenue.'

Revenue data from both state and local
governments are consolidated in this article.
Consolidation facilitates interstate comparisons
because functions performed and financed by
one level of government in some states may be
the responsibility of another level of govern-
ment in other states. In order to adjust for
population size differences among jurisdictions,
comparisons across states are made in terms of
revenue per capita.

District revenue growth in the 1980s

Overall, growth in aggregate state and local
government revenues in the district was not
much different from growth in the nation in the
1980s.2 Allowing for both population growth
and inflation from 1978 to 1988, real per capita
revenue of state and local governments in the
district grew at an average rate of 3 percent per
year (Table 1).}

Revenue from taxes grew more slowly than
total revenue in the district, while revenue from
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miscellaneous revenue and current charges, or
user fees, grew faster than total revenue.
Revenues from individual income taxes and
general sales taxes grew faster than receipts
from other tax sources.

District per capita taxes trail the
national average

Per capita revenue grew in the 1980s at the
same pace in both the district and the nation.
Despite solid growth in the 1980s, per capita
revenue in the district trailed the national
average at decade’s end. State and local govern-
ment revenue in the district averaged $2,262 per
capita in 1988, compared with a national
average of $2,480 (Table 2). But per capita
revenue varied considerably across district
states, ranging from $1,873 in Missouri to
$3,738 in Wyoming. Put another way, per capita
revenue in district states ranged from 76 percent
of the national average in Missouri to 151 per-
cent in Wyoming. Per capita revenue was above
the national average in the district’s three
westernmost states, Colorado, New Mexico,
and Wyoming, and below the national average
in Kansas, Missouri, Nebraska, and Oklahoma.

Per capita revenue from taxes in the district
fell short of the national average in 1988. Over-
all, district tax receipts per person were just 86
percent of the national average. Wyoming was
the only district state with state and local
government per capita tax receipts larger than
the national average.

For most classes of taxes in 1988, per capita
revenue in the district was below the national
average. Among major tax sources, only
revenues from motor fuels taxes and motor
vehicle license taxes exceeded the national
average. (This comparison parallels the fact that
transportation was the only major function
where district spending exceeded the national
average in 1988.) Motor fuels taxes in the
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Table 1

Real Per Capita State and Local Revenue, 1978-88

(Average annual growth in 1982 dollars)

)
A8

Mofbrt vehicle license

Individual income

R‘éSource Bureau of the' Census, Census mey%s.‘
b Ybog 5

Ew&iﬁ,ﬂ:«" -

district were 114 percent of the national
average, and Missouri and Kansas were the only
district states with motor fuels tax revenues
below the national average.

Per capita revenue from user charges in
1988 was larger in the district than in the nation.
Four district states exceeded the national
average—Colorado, Nebraska, Oklahoma, and
Wyoming. District revenue was larger than the
national average for both education charges and
hospital charges. All district states had revenue
from education charges above the national
average. Revenue from hospital charges was
higher in Kansas, Nebraska, Oklahoma, and
Wyoming than the national average.
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District revenue sources

The way total revenue is distributed across
various sources shows how state and local
governments choose to finance public services.
Choices may vary from state to state, depending
on differences in economic structure, policy
objectives, and preferences of citizens and
public officials.

Not surprisingly, taxes are the major source
of state and local government revenue in the
district (Table 3). Still, district governments
depend less on taxes than governments else-
where in the nation. In 1988, taxes provided 67
percent of district revenue, compared with the
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Table 2

Per Capita State and Local Government Revenue, 1988

(Amounts in dollars)

uUs District _ Colo. Kans. Mo. Nebr. N.Mex. Okla. Wyo.
Total revenue* 2,480 2262 2,543 2,384 1,873 2331 2,587 2,006 3,738
Taxes 1,773 1,522 1,686 .1,676 1,372 1,557 1,469 1,406 2,042
Property 533? 425. 604 583 296 644 163  .266 914
General sales 428 421 435 397 437 326 581 376 394
Motor fuels L720 82 91 68 66 103 92 96 77
Motor vehicle lic§nse K 39 46 . 29 .32 39 37 65 76 86
‘Indi\;idual income 36%0 296 352 331 330 270 201 258 0
Corporate income 97 4 45 78 44 - 46 33 26 0
Other 240 2097 . 131 186 161 131 335 309 572
Current charges 385 393 454 377 306 504 353 417 589
Education - 110 137 180 135 111 | 160 128 131 134
Hospitals ) 16’6 126,’”;‘ 96 118 98 220 - 102 / ‘143 333
Miscellaneous revenue 323 347 402 332 195 271 765 273 1,107
Interest earnings - 193 237 219 227 135 199 520 207 938
* Generai revenue fr(;m own sources.
" Source: Bureau of the Census, Census of Governments.

national average of 72 percent.

In both the district and the nation, the lead-
ing producers of tax revenue are property taxes,
general sales taxes, and individual income
taxes. Property taxes and general sales taxes
each produced about 19 percent of state and
local government revenue in the districtin 1988;
individual income taxes produced about 13 per-
cent. The revenue share produced in the district
by general sales taxes is larger than the national
average, whereas the shares produced by prop-
erty taxes and individual income taxes are
smaller.
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Among district states, the revenue shares
produced by different taxes vary widely, espe-
cially for the three largest revenue producers. In
1988, the property tax share ranged from 6
percent of total revenue in New Mexico to 28
percent in Nebraska. The general sales tax share
ranged from 11 percent in Wyoming to 23 per-
cent in Missouri. For states with income taxes,
the individual income tax share of total revenue
ranged from 8 percent in New Mexico to 18
percent in Missouri; Wyoming has no income tax.

Another difference among district states in
revenue shares appears in the ‘‘other taxes’’
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Table 3
Percentage of State and Local Government Revenue by Source, 1988

T

Totalrevenue * ;. 100.0°* 100.0.  100.0°
Taxes i 715 673 663
 Property . 8.87 238

_ - General sales

;N‘iét‘or fuels 5
20 11
13177 138,

ky

Motor vehicle license

1ﬁdividual incoxﬁé '

orporate ihcb;tﬁ%
. Other
Current charges

" Education

Miscellaneous revenueé: -

Interest earnings -

revenue source, which includes severance taxes Nebraska had the highest share for property
and excise taxes on alcohol and tobacco. In taxes but the next-to-lowest shares for general
1988, New Mexico, Oklahoma, and Wyoming— sales and individual income taxes. Such varia-

states with significant energy sectors and other tions reflect differences in how states choose to
mining activity—had revenue shares for ‘‘other finance their government activities and what

taxes’’ in double-digit percentages, while the resources are available to them for taxation.
four other district states had smaller shares for While the 1988 data in Tables 2 and 3 are
this category. the most recent available, district governments

Tax mixes thus differ considerably from have made several tax changes since then. Dis-
state to state in the district. For example, New trict states made few major tax changes in fiscal

Mexico had the lowest revenue shares for prop- years 1988 and 1989, but threc states made
erty and individual income taxes in 1988, but major tax changes in 1990.° Both Nebraska and
the next-to-highest share for general sales taxes. Oklahoma increased their personal income,
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corporate income, and sales taxes. New Mexico
increased its sales tax and made several changes
in its personal income tax code. Nebraska and
Oklahoma rank among the top ten states accord-
ing to projected percent increases in state tax
collections resulting from 1990 enactments
(National Conference of State Legislatures).

Current charges, or user fees, are a more
important revenue source in the district than in
the nation as a whole. Current charges produced
17.4 percent of district total revenue in 1988,
compared with a national average of 15.5 per-
cent. In every district state except New Mexico,
the share of total revenue from current charges
was larger than the national average.

Miscellaneous revenue was also a larger
share of revenue in the district than in the nation
in 1988. New Mexico and Wyoming both had a
30 percent share of total revenue in the miscel-
laneous category. These large shares for miscel-
laneous revenue were due primarily to
substantial interest earnings of state and local
governments in both states.

Summary

After a decade of solid growth, per capita
revenue of state and local governments in the
Tenth District remained below national average
per capita revenue in 1988. Among revenue
sources, taxes are less important in the district
than in the nation, while current charges are
more important.

Among tax revenue sources, state and local
governments in both the district and the nation
as a whole rely principally on the same three
taxes—general sales taxes, property taxes, and
individual income taxes. State and local govern-
ments in the district depend more heavily on
general sales taxes as a revenue source, and less
heavily on property taxes and individual income
taxes, than the nation as a whole.
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Fiscal Effort and the Search for
More Revenue

State and local governments have limited
options in meeting the mounting demands for
spending, especially in an environment of
‘‘fend-for-yourself federalism.’’ One possible
tactic would be simply to hold the line on spend-
ing increases, but this may be unsatisfactory
because deteriorating public services could
harm both citizens’ well-being and economic
growth. Governments could also try to make
spending programs more efficient. While this
goal is worth pursuing, savings might be inade-
quate to meet pressures for spending increases.
Governments might also depend on economic
growth spurring enough revenue growth to
cover spending increases. But district economic
growth has lagged behind U.S. growth in recent
years, and the U.S. Department of Commerce
projects income growth in district states to trail
growth in the nation during the 1990s. State and
local governments thus may be left with tax
increases as a last resort.

If increasing taxes is necessary, where can
policymakers turn? Are there sources where
district state and local governments might have
room to raise revenue without overreaching in
comparison with other states?

Choosing a revenue source: capacity
and effort

For state and local governments that decide
to raise taxes to pay for increased public services,
is there some framework that might help in
evaluating revenue sources? One such
framework is the Representative Revenue
System (RRS), developed by the Advisory
Commission on Intergovernmental Rela
tions (ACIR). The RRS is built around two
key measures. Revenue capacity measures a

Federal Reserve Bank of Kansas City



government’s ability to raise revenue from both
tax and nontax sources.® Revenue effort mea-
sures the extent to which governments are using
the revenue sources available to them.’

The RRS is formulated in comparative
terms, so that a jurisdiction’s revenue capacity
and revenue effort are expressed relative to
those of other jurisdictions and a national
average benchmark. Both capacity and effort
are expressed in per capita terms and as indexes,
where the national average equals 100. Thus, a
state with a capacity index of 106 has the
capacity to produce per capita revenue 6 percent
greater than the national average. Similarly, a
state with a revenue effort of 91 is using less than
average effort to draw revenue from its overall
revenue potential.

The RRS has two important features that
add to its usefulness to state and local govern-
ment officials. First, it is comprehensive. It
provides a measure of revenue capacity that
reflects all the sources of revenue used in the
real world. In this way, the RRS is superior to
personal income, long used as a measure of
revenue capacity. Personal income, unlike the
RRS, excludes a number of important revenue
sources, such as corporate income and wages
paid to nonresident commuters. Second, the
RRS (but not personal income) takes account of
the ability of governments to ‘‘export taxes.’”
A state or local government exports taxes when
it successfully moves the burden of part of its
total tax bill to nonresidents. A hotel tax that
falls on convention or tourist trade is one exam-
ple; a severance tax is another. The RRS includes
all taxes, even if they affect nonresidents.’

Comparisons across states using the RRS
provide information on the relative strengths of
state-local fiscal systems by revealing the rela-
tive revenue-raising abilities and revenue
efforts of each state. The aggregate capacity and
effort indexes compare the overall fiscal
strengths of states relative to each other and to
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the national average. Disaggregated capacity
and effort indexes help analyze a state’s revenue
system in terms of its relative strengths or weak-
nesses in particular tax bases.

Measures of revenue capacity and effort and
their uses focus on the relative fiscal well-being
of taxing jurisdictions. That is, most com-
parisons of state-local fiscal systems using the
RRS relate to the well-being of the governments
involved rather than to their residents or their
private sectors. In interpreting effort indexes,
for example, care should be taken not to confuse
tax effort with tax burden. Effort relates to
governments while burden relates to tax-
payers—not at all the same thing when much of
the burden of some state and local taxes falls on
nonresidents.

District revenue capacity

With a few notable exceptions, the revenue
capacity of state and local governments in the
district is generally below the national average.
Table 4 shows estimates of 1988 RRS capacity
indexes for the seven Tenth District states, both
overall and for five important revenue sources.
Estimates are shown on a relative per capita
basis with the national average equal to 100.
Apart from the state of Colorado and the
severance tax source, in virtually all instances
Table 4 shows revenue capacities in district
states falling below the national averages in
1988. In terms of overall capacity, Wyoming
and Colorado both had revenue-producing
potential above the national average. Wyoming
ranked ninth and Colorado fourteenth among
the 50 states plus the District of Columbia in
overall capacity to generate revenue. The other
five district states had overall revenue capacity
below the national average and ranked in the
lower half of all states in terms of overall
revenue capacity.

Colorado and Wyoming ranked high in
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Table 4

Revenue Capacity, Tenth District States, 1988*

4 - ] o o g
o

. . . : -

Overall Sales

Revenue Sources’

$ S % 7 iPersonal
income

E

V Property Severance

User
charges

Index Rank' Index Rank

Index Rank Index Rank Index

Rank Index Rank

a

B - ’ .o PP
¥ - [ ™ .«/ E e

© 4300 76 A4 7669 - 3 - 76, 46
38 88 kso 610 4 81, 38

Colorads 106 * C 14" 100 20 ‘es "
Kansas 91 30, 87 40 .86 "
Missouri - 89 32' 94 29 91
Nebraska - 89 34 9%:1 33 17
New Mexico < 88 # 35~ 82 46 ~63
Oklahoma . 87 37 sﬁs 42 .69
Wyommg ‘118 9 87 39 ;31
: g ./z,zu .

3 115 102324 2 82 37

* Relative per capnta capacity, Representatlve Revenue System, U.S. = 100:
Source: Advisory*‘Commission‘on Intergovernmental‘Relatlons i ey

e i v F

197126 8 110 13 100 19
26. 87 31 353 .10 . 96 . 22
25 78 41 9 29 94 25
357 94 23 22 27 900 32

EY

P ¥

< # . uy
e ! &3 Y e

revenue capacity for different reasons. Colo-
rado’s overall revenue capacity was greater than
the national average due to capacity measures of
100 or more for five of the six major revenue
sources and an index only slightly less than 100
for the sixth. Wyoming, on the other hand, had
an overall revenue capacity substantially above
the national average because of the exceptional-
ly large size of its severance tax capacity.
Indeed, the existence of significant
resources available for severance taxation
stands out among the five individual revenue
sources. The relative importance of those
resources is substantial in Wyoming, New
Mexico, Oklahoma, and Kansas. Those four
states—rich in minerals, especially energy
products—ranked in the top ten in severance tax
capacity among all states in the nation. Colo-
rado’s severance tax capacity was also greater
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than the national average, ranking thirteenth
among all the states.

District revenue effort

While the revenue capacity of state-local
fiscal systems in the district is generally below
the national average, revenue effort in district
states is generally above the national average.
Table 5 shows estimates of 1988 revenue
effort for Tenth District states, overall and for
individual revenue sources. In terms of overall
effort, Nebraska, Wyoming, Kansas, and New
Mexico all used their tax bases more intensively
than the national average. These four states
ranked in the top one-third of all states with
regard to overall revenue effort. Oklahoma and
Colorado had overall revenue efforts only
slightly below the national average, ranking
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Table 5

Revenue Effort, Tenth District States, 1988*
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thirty-third and thirty-sixth, respectively. Mis-
souri’s overall revenue effort ranked forty-
seventh.

Disaggregated effort data can be useful in
analyzing a particular state’s revenue system
and evaluating its tax practices and opportu-
nities. A state’s mix of revenue sources and its
reliance on certain sources as shown by the RRS
can easily be compared with those of other states
and with the national average. ‘‘Policymakers
can see at a glance how, relative to other revenue
sources and other state-local systems, a state is
‘underutilizing’ or ‘overworking’ particular
revenue sources relative to the national average’’
(Advisory Commission on Intergovernmental
Relations, p. 16). Such information may be
especially useful at a time of regional economic
change and interstate competition for economic
development, when awareness of what other
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states are doing is desirable.

Considerable diversity exists among district
states in their efforts to tap the individual
revenue sources shown in Table 5. Those
sources include the severance tax base, especially
significant in the mineral-rich Tenth District,
and user charges, for which district states have
shown a strong predilection. Most district states
with large severance tax capacities exert sub-
stantial effort in taxing those resources. And
with regard to user charges, all district states
except Missouri have revenue effort greater
than the national average. Five district states are
among the top 20 states in user charge effort.

The five revenue sources shown in Table 5
include the three major state-local tax sources—
the general sales tax, the property tax, and the
personal income tax. District states generally
rank high in sales tax effort, with five states
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above the national average and one state virtual-
ly at that level. Moreover, all six of these states
ranked in the upper half of all states in the nation
with regard to sales tax effort. Property tax
effort varied widely among district states. While
three states showed effort above the national
average, Oklahoma and New Mexico ranked
forty-fifth and forty-ninth, respectively, among
all states in property tax effort. In terms of
personal income tax effort, four district states
were at or above the national average. But the
national average was strongly influenced by a
significant number of states with very low effort
levels, including several with no income tax.
Consequently, more valid interstate com-
parisons of personal income tax effort may be
made by examining how states rank according
to that measure. When ranked according to per-
sonal income tax effort, all seven district states
fell in the bottom half of the nation’s states.

Personal income taxes as a source of
more revenue

Using effort indexes to examine relative
strengths or weaknesses in using particular
revenue sources can help in evaluating what
sources of additional revenue might be tapped.
Every district state has relatively low personal
income tax effort, suggesting personal income
taxes might be a good source for increasing
revenues. Most district states already make
intensive use of user charges and general sales
taxes, and not all states have severance tax
capacity. Property tax effort varies widely from
state to state, and property tax relief continues
to be a major political issue. While comparative
revenue effort is not the only way of
approaching the question of where to find more
revenue, the relatively low personal income tax
effort in district states makes this revenue
source a prime target for more intensive use.
Advocates of this approach should assess it in
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the light of a number of other factors, however.'°

Several factors on the 1990s fiscal agenda
for state and local governments should be con-
sidered as additional revenue is sought. Among
them are balance in revenue structures, the
responsiveness of tax yields to economic
growth, and interstate tax competition. While
full discussion of these factors is beyond the
scope of this article, each will be addressed
briefly in the context of the search for additional
revenue and the possible use of personal income
tax increases as the preferred revenue source.

Acquiring additional revenue through per-
sonal income tax increases could improve the
balance in state-local revenue structures. While
significant differences exist from state to state,
for the district as a whole, property taxes and
general sales taxes each were 19 percent of state
and local government general revenue from
own sources in 1988, user charges were 17
percent, and personal income taxes were 13
percent. More use of personal income taxes
would generally move district tax structures
toward greater balance.

While the merits of strictly balancing
revenue sources are debatable, it is clear the
balance should not be too far out of line
(Stocker). Balancing tax structures, however,
should not go so far as to overwhelm beneficial
features of current district state-local fiscal sys-
tems. For example, the district’s relatively
heavy use of current charges is a feature likely
to become more important in all states in the
1990s. User charges permit more reliance on
market mechanisms in delivering government
services in situations where such a method of
allocation is appropriate. Nor should balance be
sought at the expense of benefits arising from
special characteristics of the district economy.
The ability to export part of their tax burden is
one such benefit to district governments. For
example, heavy use of severance taxes by
minerals-rich district states is a significant
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means of tax exporting. Moreover, some district
states like Colorado and New Mexico are
important tourist destinations. This feature
makes possible some tax exporting by means of
retail sales taxes and other more directly
traveler-oriented taxes.

The responsiveness of tax yields to
economic growth is another factor to be con-
sidered when jurisdictions search for additional
revenue. Total revenue or revenue from individ-
ual taxes may grow faster or slower than the
economy grows, depending on a jurisdiction’s
tax mix and the characteristics of individual
taxes. The responsiveness of various taxes to
income growth has been estimated by many
analysts. The yield of the personal income tax
is believed to grow faster than the growth of
personal income. Sales tax yields are believed
to increase at about the same pace as income
grows, while the yields of property taxes and
excise taxes are viewed as growing slower than
income growth.

A jurisdiction thus might be attracted to the
personal income tax as its preferred source of
additional revenue partly because of that tax’s
greater responsiveness to economic growth.
That characteristic could make the personal
income tax a good source of revenue to help
meet the mounting demand for public services
in the 1990s. At the same time, overall tax
systems would become more responsive to
changes in income growth as personal income
taxes become a larger share of total revenues.

There is a downside to such an increased
responsiveness of a tax system, however,
because greater responsiveness makes total
revenue more subject to the effects of short-run
economic fluctuations. This greater instability
in revenues occurs because the relationship of
tax yields to changes in income growth cuts both
ways. Just as revenue grows faster than income
when the economy is healthy, so does revenue
growth slow more than income growth if the

Economic Review ® March/April 1991

economy weakens. Thus, a tax system moving
toward more use of the personal income tax is
likely to provide more revenue growth when the
economy is strong. But such a move is likely to
introduce more instability into revenues over a
business cycle and to weaken revenue yields in
economic downturns.

While raising more revenue by increasing
personal income taxes could improve the
balance of revenue structures in the district,
higher income taxes also might have a harmful
effect on the tax competitiveness of district
states. Interstate tax competition is a key part of
the larger economic development competition
between states for footloose industry and high-
income people. In addition to providing a wide
range of tax concessions, jurisdictions seek to
recruit or retain businesses and their high-
income owners and managers by keeping their
income tax liabilities in line. Conventional wis-
dom holds that a jurisdiction’s heavy reliance on
personal income taxes discourages economic
development there. But as one analyst notes:
““This claim is controversial and, in any case,
argues only against heavy reliance, not against
average reliance’’ (Gold, p. 107). Tenth District
state-local fiscal systems have relatively low
levels of personal income tax effort and nearly
all of them collect a smaller share of their total
revenue from personal income taxes than the
national average. These comparisons suggest
that an average or lower reliance on personal
income taxes gives district state and local
governments room to consider them as sources
of additional revenue.

Conclusion

Strong pressures for increased spending in
the 1990s are likely to force district state and
local governments to increase taxes. Holding
the line on spending, making spending
programs more efficient, and hoping that better
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economic times produce more revenues may be
unsatisfactory or inadequate responses to
mounting demands for public spending. If state
and local governments cannot avoid raising
taxes, they must decide what revenue sources to
turn to.

A survey of revenue structures shows dis-
trict state and local governments depend more
on general sales taxes and user charges, and less
on property taxes and personal income taxes,
than the nation as a whole. Moreover, measures
of revenue effort show that district states are
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underusing personal income taxes as a revenue
source relative to most other states. For this
reason, district state and local governments
might consider turning to personal income tax
increases as a source of additional revenues. At
the same time, however, they should consider
the effects of such a step on other items on their
fiscal agendas for the 1990s, including balance
in revenue structures, the responsiveness of tax
yields to economic growth, and interstate tax
competition.
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- Conceérns

 the standard rates used in the RTS are calcti—

lated by dividing ¢ the total revenue collected-
in all states from a. partxculantax source by
the total estimated base for that source, as
defined for use in the RTS. For example, in
1988 all state and local governments together
received: $108 billion in general sales ‘tax

. receipts. As defined for use in the RTS, the

base for this tax source (retail sales and
recerpts of selected -service tndustnes) was

$1, 793‘b11110n The*natronal average rate for ‘

general sales taxes was thus 6.02 percent. -
To produce estimates of potentlal tax
yield, or capacity, for every state each state’ s

- RTS tax:bases are: multrplred by the natronal

average tax rates. Overall capacity estimates”
for each state are calculated by adding its

' capacrty estimates for all tax sources. Divid-

ing all- capaclty ‘estimat es by each
jurisdiction’s population gives per capita
capacities for each state and for the nation.

- To obtain indexes of tax capacrty, all the state

capacny estlmates——overall and for each tax
source—are related to the national capacity
estimates, expressed as 100. An index value
of 110 indicates that a state’s per capita tax-

" raising- potent1a1 or -capacity;.is 10 percent
* above the average tax-ralsmg capacrty of all

states combined.

Many analysts beheve the RRS is supe-

. rior to personal mcome as a measure Of

revenue capacity. Others suggest the RRS'i is:
not an ideal measure. Concerns about the
RRS involve the: ‘independence of RRS
capacity estimates from actual fiscal chorces,

- the taxability of revenue sources, and the -

breadth of the concept of ﬁscal capacity

present in the RRS measure.

Independence of a’ state-local flscal
system’s actual revenue policies from- those
of a hypothetxcal or representative, fiscal
system is viewed as essential in estimating
fiscal capacity. | The measure’s advocates note
the RRS beneﬁts from *‘being a measure of

potentlal’ revenues independent of actual
fiscal choices™ (Fastrup, -p. 44). But some
cr1t1cs suggest *that .independence has not
been attamed—-—that RRS capacity estimates
measure economic and fiscal choices of
governments and their citizens as much as
they do revenue potent1a1 even though fiscal
capacnty mdexes should reﬂect only the latter
(Barro, p. 196).

Other critics hold that the RRS measure
of capacity does-not take adequate account of
the taxability.of revenue sources. Taxability
relates to the behavior of businesses and per-
sons in respons¢ to taxing and spending by
govemments The likely interaction between .

" astate’s tax rate and the basé for that tax may

be overlooked when using the RRS measures
of capacity. For examplc, Wyoming, with no
personal income tax, is estimated by the RRS
to have a substantlal revenue capacity for that
tax. But if Wyommg chose to tax personal
income at the representative national average
rate.of 20 percent, businesses and households
might -respond in ways that prevented the

- state from reaching its estimated capacity.

One of the most important responses affect-
ing taxability reflects the mobility of taxable
resources, or tax ‘bases. Inthis example, some
persons living in Wyoming, or planning to
move there, might reconsider their decisions
followmg such an increase in the personal
income tax rate,’ On the other hand, some tax
bases—natural resources such as coal fields,
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Endnotes

1 Utility revenues are receipts from the sale of commodities
or services by government owned and operated water,
electric, gas, and transit systems. Liquor store revenues
are the amounts received from sales by government liquor
stores. Insurance trust revenues are receipts from contribu-
tions required of employers and employees for financing
social insurance programs operated by governments and
the earnings on assets held for such systems.

2 This article uses 1978 as the base year in charting revenue
growth. The year 1978 is a good benchmark year for state
and local government finance for two reasons. First, 1978
marked the beginning of increasing citizen resistance to
rising public spending and increasing taxes. This resistance
was ushered in by the adoption in California of Proposition
13, which put constitutional limits on the state’s spending
growth. Similar measures were adopted subsequently in
other states, and the threat of taxpayer revolt remains a
factor in tax and spending decisions. Second, federal out-
lays for grants-in-aid to state and local governments peaked
in 1978. Since then, state and local governments have had
to make spending decisions based on greater dependence
on their own resources.

3 A significant part of the increase in district own-source
revenues offset a reduction in intergovernmental revenues
from the federal government. Federal fiscal aid to district
state and local governments declined at an average rate of
1.9 percent per year from 1978 to 1988, on a real per capita
basis.

4 Current charges are amounts received from the public
for specific services benefiting the people charged and are
often called user charges. Charges for education and hospi-
tal services make up about two-thirds of all current
charges. Hospital charges increased faster in the district
from 1978 to 1988 than total current charges and much
faster than education charges. Interest earnings—the
largest share of miscellaneous revenue—increased faster
than total miscellaneous revenue.

5 In 1988 and 1989 most district states increased their
motor fuels taxes, some explicitly for underground storage
tank cleanup. Personal income taxes were reduced or
reformed in Kansas and Nebraska, and Kansas increased
its sales tax. New Mexico permanently suspended income
tax rebates made in partial reimbursement of sales taxes
paid on food and medicine. Missouri increased its sales and
corporate income taxes in order to make refund payments
to federal pension recipients.

6 The revenue capacity of a state is defined in the RRS as
‘‘the revenue the state and its local governments could raise
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with a set of taxes and tax rates 'representative’ of actual
policies prevailing, on average, throughout the nation”’
(Rafuse, p. 139). The RRS reflects those tax sources that
state and local governments use in the real world, by
estimating the dollar yield from taxing those goods,
services, and factor returns that actually are taxed by all
jurisdictions. The RRS estimates how much each state-
local fiscal system could receive, not from its own actual
tax policy, but from a hypothetical—or representative—tax
policy constructed from the actual taxing practices of all
state-local systems in the aggregate. ‘‘ A central feature of
[the RRS] is that it is designed to be representative of the
overall tax system of the states. This is achieved by includ-
ing all of the various taxes in the system and by weighting
each tax in accordance with the extent to which it is used
collectively by states and local governments. It is achieved
further by a process of standardization, whereby the
revenues of each state are estimated for each revenue
source by applying a standard (average) tax rate to a
standard (typical) tax base’’ (Advisory Commission on
Intergovernmental Relations, p. 10).

7 Revenue effort compares actual revenues received with
estimated potential yields under the RRS and is calculated
by dividing actual revenue by estimated capacity, both
overall and for individual revenue sources.

8 The RRS approach to measuring revenue capacity was
developed in an attempt to correct some of the flaws in the
personal income approach. Personal income has fallen into
disfavor as a measure of revenue capacity mainly due to
its lack of comprehensiveness and its failure to take account
of tax exporting. Personal income measures income
received by persons residing in a jurisdiction. As such, it
is not a complete measure of a jurisdiction’s economic
resources available for taxation. Excluded, for example,
are corporate income (except that paid to residents in
dividends) and compensation paid to nonresidents working
in the jurisdiction. Using personal income alone as a
measure of revenue capacity also fails to take account of
tax exporting. The ability to engage in tax exporting varies
widely among tax jurisdictions, as does its practice, and
tax exporting may be an important tool of tax policy. Tax
exportation occurs primarily in two ways. One way is
through the taxation of economic transactions or activities
involving nonresidents—for example, retail sales taxes on
purchases by nonresidents, hotel taxes paid by nonresident
tourists or business travelers, earnings taxes on wages and
salaries received by commuters into the taxing jurisdiction,
or taxes on investment returns to nonresidents from invest-
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ments located in the taxing jurisdiction. Another way is
through the deductibility from federal taxable income of
some state and local taxes. When federal tax liability is
reduced by such deductions, state and local taxes are in
effect shifted to taxpayers throughout the rest of the
country.

9 The RRS automatically records receipts from taxes
exported by a jurisdiction. For example, the RRS sales tax
base necessarily includes retail purchases made by nonresi-
dent tourists and job commuters. However, the RRS does
not incorporate the tax exporting due to the deductibility
from federal taxable income of some state and local taxes.

10For one thing, changes in tax systems due to increasing
personal income taxes should be measured against the
traditionally accepted objectives of a good tax structure:
equity, or fairness in the distribution of the tax burden;
neutrality, or minimum interference with economic
decisions and behavior in otherwise efficient markets; and
simplicity, or effective and understandable tax adminis-
tration. Policymakers and other citizens should keep these
objectives in mind as they search for sources of additional
revenues for the 1990s (Miller 1989, pp. 26-30).
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