FEDERAL RESERVE BANK OF KANSAS CITY

April 1984

The Productivity “Slowdown”:
A Sectorall Analysis

Theories of Price Determination

Deposit Insurance and the
Deregulation of Deposit Rates



The Economic Review (ISSN 0161-2387) is published ten times a year by the Federal Reserve Bank of Kansas
City. Subscriptions and additional copies are available without charge. Send requests to the Research Divi-
sion, Federal Reserve Bank of Kansas City, 925 Grand Avenue, Kansas City, Missouri 64198. If any material
is reproduced from this publication, please credit the source. Second-class postage paid at Kansas City, Mis-
souri. Postmaster: send address changes to the address above.



FEDERAL RESERVE BANK OF KANSAS CITY

April 1984

The Productivity “Slowdown”:
A Sectoral Analysis 3
By Charles S. Morris

Slow productivity growth in recent years has led to calls for government policies to
boost productivity. The need for government action is not clear cut, however,
because much of the slow growth reflects mismeasurement of productivity.

Theories of Price Determination 16
By George A. Kahn

Keynesian, monetarist, and new classical theories of aggregate price determination
share a common model of long-run price behavior. Disagreement over short-run
behavior, however, leads to differences on important policy issues.

Deposit Insurance and the
Deregulation of Deposit Rates 28

By William R. Keeton

Even before financial deregulation, the federal deposit insurance system gave banks
an incentive to take excessive risk. With deposit-rate ceilings removed, this distortion
in bank behavior should increase.






The Productivity “Slowdown”:

A Sectoral Analysis

By Charles S. Morris

Widespread concern has surfaced in recent
years over the slowdown of labor productivity
growth in the United States since 1973. Although
productivity grew rapidly in 1983, official mea-
surements of annual productivity growth over the
previous nine years averaged only 0.7 percent,
far below previous rates. This slowdown is
believed by many to be partly responsible for the
low economic growth and high inflation in the
1970s and early 1980s. Accordingly, many have
advocated governmental action. For example,
the President’s Council of Economic Advisers
stated that ‘‘a program to stimulate productivity
growth must be a keystone of economic policy.”’"

The advisability of policy actions to reverse
the productivity growth slowdown depends on
understanding its causes. If, as most economists
believe, the slowdown reflects a decline in the
underlying trend growth rate of productivity, it
might be advisable to implement long-run poli-
cies to reverse the slowdown. If, however, there
has not been a trend productivity growth slow-
down, say, because of errors in official measure-
ments of productivity, no policy action would be
necessary.?

This article argues that there has been no slow-
down in trend labor productivity growth since

Charles S. Morris is an economist in the Economic Research
Department at the Federal Reserve Bank of Kansas City. Lyle
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1973. The first section presents an overview of
productivity behavior in the postwar period,
including traditional estimates of trend produc-
tivity growth since 1973. The second section dis-
cusses alternative explanations of measured pro-
ductivity growth since 1973. The third section
presents empirical evidence that trend productiv-
ity growth has not decreased since 1973 either in
the economy as a whole or in major business sec-
tors. Policy implications of these findings are dis-
cussed in the conclusion.

Overview of trend productivity growth

Labor productivity measures the amount of
goods and services produced by one worker in a
given time period.® Several factors affect labor

! Council of Economic Advisers, Economic Report of the Pres:-
dent, U.S. Government Printing Office, 1981, p. 69.

2 Recent research by Michael R. Darby has shown that there has
not been a trend productivity growth slowdown since 1973 See
Michael R. Darby, ‘‘The U.S. Productivity Slowdown: A Case
of Statistical Myopia,”’ American Economic Review, forthcom-
ing June 1984, Preliminary evidence of the lack of a decline in
trend productivity growth since 1973 was also found by George
L. Perry, ‘‘Potential OQutput and Productivity,”” Brookings
Papers on Economic Activity, 1977:1, pp. 11-47.

3 Although productivity is measured 1n many ways, the most
common measure, output per manhour worked (hourly produc-
tivity), is used here.



productivity growth. Some, such as the influ-
ences of business cycles, have only temporary
effects. Others affect the long-run trend of pro-
ductivity growth. This section explains the con-
cept of trend productivity growth. Traditional
methods of measuring trend productivity growth
are then used to show why most economists
believe trend productivity growth has slowed
since 1973.

Trend labor productivity growth — the growth
that would occur if all resources in the economy
were fully employed at desired levels — depends
on several factors. For every hour worked, more
goods and services will be produced if better
technological processes are used, if workers have
more machinery with which to work, or if the
workers themselves have better skills. Thus,
trend labor productivity growth increases with
increases in the speed of technological progress,
the growth of capital relative to labor, and the
growth of workers’ skills.*

Because of cyclical factors, actual productiv-
ity growth can differ from trend productivity
growth over short periods. The difference is
called cyclical productivity growth. Cyclical
fluctuations in the economy cause actual resource
employment levels to deviate from fully
employed desired levels. These cyclical varia-
tions in resource employment cause the actual
time path of productivity to fluctuate about the
trend path. Although rarely equaling trend,
actual productivity moves toward the trend as the
economy moves toward full employment of
resources. Because the cyclical and trend compo-
nents of productivity cannot be observed sepa-
rately, studies of trend productivity often lead to

4+ Strictly speaking, trend productivity growth depends on the
growth rate of the fully employed and desired ratio of capital to
labor. Of course, many other factors also affect the growth of
trend productivity. These other factors are not mentioned here
because they are either not quantifiable or have not been found to
have a statistically or economically significant influence on trend
labor productivity growth in previous studies.

different conclusions.

The difference between trend and actual pro-
ductivity growth can be clarified by examining
Figure 1. Suppose that the line AB represents the
path of trend labor productivity. Because of
cyclical variations in productivity, actual produc-
tivity, represented by the S-shaped curve, fluctu-
ates about the trend path. For example, from time
t, to time t, cyclical productivity growth is posi-
tive and actual growth exceeds trend growth.

Trend productivity growth traditionally has
been measured by actual growth from one year of
high resource utilization to another. If trend pro-
ductivity growth were estimated simply by calcu-
lating actual productivity growth over arbitrary
periods of time, the estimate would partly reflect
the influence of cyclical productivity growth. But
if resource utilization rates are the same at the
beginning and end of a period, actual productiv-
ity growth will be an accurate estimate of trend
growth over that period.

Traditional estimates suggest that trend pro-
ductivity growth slowed in the middle to late
1960s and slowed further after 1973. These esti-
mates are shown in Table 1 for the U.S. private
business sector and several subsectors. Accord-
ing to these estimates, which measure actual pro-
ductivity growth between years of high resource
utilization, trend productivity grew slower in
every sector from 1968 to 1979 than from 1948 to
1968. The evidence also suggests that a further
slowdown in trend growth started in 1974. The
annual rate of trend productivity growth in the
aggregate private business sector is estimated as
having fallen from 3.1 percent over the 1948-68
period to 1.4 percent over the 1968-79 period.
Within this later subperiod, it is estimated that
trend productivity grew at an annual rate of 2.1
percent from 1968 to 1973, but only 0.8 percent
from 1973 to 1979.

Although trend productivity growth first began
to slow after 1968, most analysts have focused on
the apparent second slowdown that began in

Federal Reserve Bank of Kansas City



FIGURE 1
Hypothetical time paths
of actual and trend labor productivity

Labor productivity
(ratio scale)

Lot Time

1974. One reason for focusing attention on the
period after 1973 is that policy actions aimed at
reversing the earlier slowdown were deemed to
be unnecessary. The major reason, however, is
that traditional estimates suggest that the appar-
ent slowdown that began after 1973 was more
severe than the first slowdown. According to the
traditional estimates in Table 1, the decline in the
annual rate of aggregate trend productivity
growth from the 1948-68 period to the 1968-73
period was only 1.0 percent. Indeed, trend pro-
ductivity growth in the important manufacturing
sector rose in the later period. For these reasons,
the productivity growth slowdown that began in
the 1960s is generally considered ‘‘small, readily
explained, and not particularly worrisome.’’* In
contrast, the traditional estimates show a more
pronounced and more pervasive decline in trend
productivity growth after 1973. According to
these estimates, aggregate trend productivity
growth fell to less than 1.0 percent a year, with all
major sectors sharing in the overall decline.
Because the apparent severity of the productiv-
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ity growth slowdown after 1973 is the basis for
recommending government actions to stimulate
productivity growth, the remainder of this article
concentrates on explaining trend productivity
growth since 1973. If it is found that the tradi-
tional estimates are misleading in suggesting a
second slowdown in trend productivity growth
after 1973, the case for government actions
would depend on the magnitude and causes of
slower productivity growth over the entire 1968-
79 period.¢

Alternative explanations of labor
productivity growth since 1973

Many reasons have been given for the mea-
sured decline in labor productivity growth begin-
ning in 1974. These explanations fall into two
general categories. The conventional explana-
tions hold that there actually has been a slow-
down in trend productivity growth. Some of
these studies attribute the slowdown in trend pro-
ductivity growth to a slower rate of technological
progress, some to a slower rate of capital accu-
mulation, and others to the unexpected increases
in energy prices in 1973-74. Michael R. Darby,
on the other hand, attributes the measured decline
in trend productivity growth to distortions in
measured output resulting from the price controls
of the early 1970s rather than to a true decline in
trend growth.

3 Edward F. Denison, *The Interruption of Productivity Growth
in the United States,”’ The Economic Journal, March 1983, p.
56.

6 There is evidence that policy actions atmed at reversing the pro-
ductivity growth slowdown over the entire period from the 1960s
to the present are unnecessary. For example, Darby found that
slow trend productivity growth over the 1965-79 period can be
explained entirely by changes in the demographtc composition of
the labor force in terms of age, sex, place of birth, and education
(““The U.S. Productivity Slowdown’’). As new workers gain
experience and learn new skills, however, trend productivity
growth should increase automatically. Therefore, tf demo-
graphic factors are the major cause of slow trend productivity
growth over the 1965-79 period, policy actions are not only
unnecessary but also inappropriate.



TABLE 1

Traditional estimates of trend productivity growth

(percent per year)
U.S. Private Business Sector
- " Service- Goods-Producing*
Total Producing Total Manufacturing Farming
1948-79 2.5 2.0 3.0 2.6 4.7
1948-68 31 2.4 3.7 . 2.7 5.1
1968-79 ~ 1.4 - 1.1 1.7 ‘2.4 4.0
1968-73 2.1 1.5 2.8 3.5 5.0
1973-79 0.8 0.8 0.8 1.5 32
NOTE: Basqd on data constructed by Elliot Grossman for the American Productivity Center. .
*The goods-producing industries are manufacturing, farming, mining, and construction. Separate results are not

reported for the mining and construction sectors due to data limitations.

Conventional explanations

Some studies, such as those by Edward Deni-
son, attribute the decline in trend productivity
growth since 1973 to a reduction in the pace of
technological progress.” These studies explain
trend productivity growth by using all variables
other than technological progress that are thought
to affect trend productivity growth. The part of
trend productivity growth that these variables do
not explain is attributed to technological prog-
ress. While these studies found a slowdown in
trend productivity growth, they could not explain
it and, therefore, attribute the slowdown to a
reduction in the pace of technological progress.

Other studies claim that slower capital accu-
mulation caused trend productivity growth to
decline after 1973.* For this factor to explain a
permanent decrease in trend productivity growth,
it must be assumed that the slower capital accu-
mulation rate reflects a decline in the long-run

7 For example, see Edward F. Denison, Accounting for Slower
Economic Growth: The United States in the 1970s, Washington:
The Brookings Institution, 1979, and Denison, ‘‘The Interrup-
tion of Productivity Growth,’’ pp. 56-77.

growth rate of the desired capital stock. The
slower growth of desired capital relative to labor
would, according to these studies, cause the
growth rate of trend labor productivity to decline.

The growth path of trend productivity implied
by these two explanations is shown in Figure 2A.
Whether because of slower technological prog-
ress or slower capital accumulation, trend pro-
ductivity grew slower after 1973 than before, as
indicated by a decline in the slope of the trend
productivity path after 1973.

The most popular explanation of the produc-
tivity growth slowdown is that it resulted from
the energy price increases in late 1973.° Accord-
ing to the energy price explanation advocated by
Robert Rasche and John Tatom, unexpected
increases in the relative price of oil in 1973-74
reduced the amount of energy used in production.
For a given level of hours worked, this reduction
in energy use caused real output and, therefore,
trend productivity to decline. Furthermore,

8 For example, see J. R. Norsworthy, Michael J. Harper, and
Kent Kunze, ‘*The Slowdown in Productivity: Analysis of Some
Contributing Factors,’* Brookings Papers on Economic Activity,
1979:2, pp. 387-421.
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FIGURE 2
Growth paths of trend productivity
according to conventional explanations

Figure 2A
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because energy using capital is more expensive to
operate, the desired capital growth path also
declined, thereby causing a further decrease in
the trend productivity growth path.

If the capital stock fell immediately, produc-
tivity would also fall immediately, so that trend
productivity growth would not appear to have

9 The extensive development of this explanation is due to Robert
H. Rasche and John A. Tatom. See John A. Tatom, ‘‘Energy
Prices and Capital Formation: 1972-1977,"" Federal Reserve
Bank of St. Lowis Review, May 1979, pp. 2-11, and Robert H.
Rasche and John A. Tatom, ‘‘Energy Price Shocks, Aggregate
Supply and Monetary Policy: The Theory and International Evi-
dence,”” Carnegie-Rochester Conference Series on Public Pol-
icy, Spring 1981, pp. 9-93. See also Council of Economic
Advisers, Economic Report of the President, U.S. Government
Printing Office, January 1977, pp. 45-57.
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declined. Immediate adjustment of the capital
stock does not occur, however. Instead, capital
accumulation slows temporarily, with the result
that the actual capital stock slowly approaches
the lower desired level. Until the new desired
capital stock is reached, the growth of capital rel-
ative to labor will decline, causing the growth of
labor productivity to fall. Although the decline in
productivity growth is only temporary, until the
new growth path is reached, trend productivity
growth will appear to have declined.

The growth path of labor productivity implied
by the energy price shock explanation is shown in
Figure 2B. According to this explanation, the
trend productivity growth path shifts downward
after 1973. This is shown by a parallel shift in
1973 of the trend productivity growth path from
AB to DE. Actual productivity, however, does
not decline immediately to the lower level.
Instead, it gradually approaches DE along the
path indicated by the dashed line BCE. Thus, the
path of actual labor productivity is indicated by
the path of ABE. Until the lower equilibrium
level is reached at time T, trend productivity
growth will appear to have declined.

The price control explanation

According to the price control explanation
developed by Darby, trend productivity growth
did not decline further after 1973 but only
appears to have declined.' The price control pro-

10 The theoretical argument is developed 1n Michael R. Darby,
‘‘Price and Wage Controls: The First Two Years,’’ and **Further
Evidence’ in K. Brunner and A. H. Meltzer, eds., The Effects of
Price and Wage Controls, Carnegie-Rochester Conference
Series on Public Policy, Vol. 2, supplement to the Journal of
Monetary Economics, April 1976, and Michael R. Darby, ‘‘The
U.S. Economic Stabilization Program of 1971-1974,” in M.
Walker, ed., The Hlusion of Wage and Price Control, Fraser
Institution, Vancouver, 1976. The price control explanation 1s
tested in Michael R. Darby, **The Price of Oil and World Infla-
tion and Recession,”’ American Economic Review, September
1982, pp. 738-51, and Darby, ‘*The U.S. Productivity Slow-
down.”’



gram of the early 1970s, it is argued, led to a mea-
sured level of productivity above the true level in
1973. Although the measurement error was elim-
inated by 1979, the estimate of trend productivity
growth over the 1973-79 period was less than the
true growth rate because the measured level of
productivity was biased upward at the beginning
of the period. Therefore, there appeared to be a
decline in trend productivity growth even though
there was none.

Under the Nixon administration’s Economic
Stabilization Program, price controls went
through four phases lasting from the third quarter
of 1971 through the third quarter of 1974. Phases
I and II imposed strict controls on wages and
prices from the third quarter of 1971 to the first
quarter of 1973. During that time, the price of a
product could be raised only if it could be shown
that the quality of the product had been improved
since controls went into effect and that higher
costs were incurred in producing the higher qual-
ity product. Phases III and IV were periods of
decontrol lasting from the second quarter of 1973
through the third quarter of 1974. Over that pe-
riod it was much easier for producers to raise
their prices. By the start of the fourth quarter of
1974, the price control program had been elimi-
nated.

During phases I and II, when prices were
essentially fixed, measured productivity growth
overstated true growth. Phases I and II took place
during a period when aggregate demand growth
exceeded growth in real output. In the absence of
price controls, this excessively rapid aggregate
demand growth would have caused prices to rise.
But because prices were fixed, measured prices
increasingly understated the prices that would
have prevailed. As this gap increased, the incen-
tive for producers to evade the price controls
increased. Producers could evade the price con-
trols either by producing lower quality products
without informing government officials, or by
falsely claiming that they were producing a

higher quality product so that prices could be
increased somewhat. Either way, measured
prices were less than true prices." Although
efforts are made to take account of quality
changes in computing the price level, it is doubt-
ful that the quality changes hidden from price
administrators were adequately taken into
account. As a result, measured prices fell pro-
gressively further below true prices, while mea-
sured real output (the nominal value of output
divided by the measured price level) rose pro-
gressively above the true level of real output.
Accordingly, measured labor productivity pro-
gressively overstated the true level of productiv-
ity. Therefore, measured productivity grew
faster than true productivity over the first half of
the price control program.

During phases Il and IV, the decontrol period,
an opposite sequence of events led to official
measurements of productivity growth that under-
stated the true growth. By the fourth quarter of
1974, when price controls were eliminated com-
pletely, the measured price level accurately
reflected the true price level. As a result, mea-
sures of real output and productivity were accu-
rate. Because measured productivity was greater

1t For a price index to reflect true prices faced by individuals,
changes in the quality of component products must be taken into
account. This can be seen 1n the following example. Suppose that
the weight of a 20 cent candy bar is reduced from 10 to 5 ounces,
but the price is not changed. The quality reduction, in this case,
takes the form of a weight reduction. Because only half as much
candy 1s received for the same amount of money, the price of the
candy has actually doubled. If such changes in quality are
ignored when price indexes are computed, the indexes will be a
misleading indicator of the true cost of living. In this example,
the measured price understates the true price by 50 percent. Fur-
thermore, the measured real output of candy bars (the nominal
value divided by price) will be twice the true quantity of candy
produced. To avoid these problems, attempts are made to take
account of even very subtle changes in quality when price
indexes are computed. For a microeconomic analysis at the firm
and industry level of the effects of price controls on the quality of
output, see Sung Hee Jwa, ‘‘Price Controls: A New Look at Old
Matters — Theoretical and Empirical Analysis of the Effects of
Price Controls on Quality Offerings,”” Ph.D. Dissertation,
UCLA, Department of Economucs, 1982.
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than true productivity at the start of phase III but
equal to true productivity at the end of phase IV,
measured productivity must have grown slower
than true productivity over the decontrol period.
Thus, measured productivity growth understated
true productivity growth over the last half of the
price control program.

The growth path of productivity implied by the
price control explanation is shown in Figure 3.
The growth rate of trend labor productivity is indi-
cated by the slope of the trend growth path, AF.
During phases I and II, measured productivity
grew along BC, rising above the true growth path,
BC’. During the decontrol phases, measured pro-
ductivity returned to the true growth path along
CE. From then on, labor productivity was mea-
sured accurately along the true growth path, EF.

Because the true level of productivity was
overstated in 1973, the estimated growth rate of
trend productivity over the 1973-79 period is less
than the true growth rate. That is, trend produc-
tivity growth appeared to decline when, in fact, it
did not. In Figure 3, the true growth rate of trend
productivity over the 1973-79 period equals the
slope of D'F. Trend growth, however, is esti-
mated by the growth of measured productivity
from 1973 to 1979, the slope of DF. Because the
estimated growth of trend productivity is less
than the true growth, trend productivity growth
appeared to have declined.

The behavior of labor productivity implied by
the price control explanation differs from that
implied by the explanations that claim there was
actually a further slowdown in trend productivity
growth after 1973. To determine which of the
explanations most nearly explains the actual
behavior of productivity, it is necessary to test the
alternatives in a complete model of productivity.

An empirical analysis of productivity growth

This section presents a simple model of labor
productivity behavior. The model is estimated by
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FIGURE 3
Growth path of trend productivity
according to the price control explanation

Labor productivity
(ratio scale)
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using both aggregate and disaggregated data
from the private business sector. The main con-
clusion of the empirical analysis is that after tak-
ing proper account of cyclical factors and price
controls, there is little evidence of a further slow-
down in trend productivity growth after 1973.

A model of labor productivity

The model of labor productivity growth used
in this study, which is similar to the one used by
Darby, divides measured productivity growth
into cyclical and trend components.’? The model
allows for the possibility that trend productivity
growth slowed after 1968 and again after 1973. It
also allows for the possibility that measured pro-
ductivity growth appeared to slow after 1973

12 See Darby, ‘‘The Price of Oil,”” and Darby, ‘‘The U.S. Pro-
ductivity Slowdown."’



because of measurement errors caused by price
controls. As shown in Table 2, the model consists
of five equations.

While traditional models decompose mea-
sured labor productivity growth only into cyclical
and trend components, the model presented in
Table 2 also accounts explicitly for the possibility
that measured labor productivity growth may be
systematically mismeasured. Equation 1 defines
measured labor productivity growth, m, as the
sum of cyclical productivity growth, =, trend
productivity growth, 7", and a systematic mea-
surement error, e,

Cyclical productivity growth is represented by
equation 2.” It is assumed that cyclical produc-
tivity growth depends on the unemployment rate,
the layoff rate, and employment."

The behavior of trend productivity growth is
described by equation 3. The first term, «,, repre-
sents the growth rate of trend productivity that
would be observed if there were no slowdown in
trend productivity growth in the last 20 years. A
dummy variable, D69, represents the change in
trend productivity growth that began in the mid-
dle to late 1960s. The first quarter of 1969 was
chosen as the starting point for the first trend pro-
ductivity growth slowdown.” Another dummy
variable, D74, allows for a second slowdown in
trend productivity growth after 1973, If the coef-
ficient on D74, a,, is not found to be statistically

1 It is possible that traditional estimates of trend productivity
growth show a further decline after 1973 partly because they do
not take adequate account of cyclical factors. The traditional esti-
mates are accurate only if the rate of resource utilization is simi-
lar in each cyclical episode. Because the cyclical episodes since
1973 have been very different from previous postwar cyclical
periods, it may be the case that the rates of resource utilization
are different as well. For example, the recesston from 1973:1V to
1975:1 and the most recent recession that extended from 1981:111
to 1982:IV were the worst of the postwar recessions. Further-
more, 18 of the 96 quarters between 1948:1V and 1973:1V, or
18.8 percent, were recessionary. That percentage almost dou-
bled for the quarters between 1974:1 and 1982:1V to 33 3 percent
when 12 of 36 quarters were recessionary.

10

different from zero, it would support the hypoth-
esis that there was no further decline in trend
labor productivity growth after 1973.

The systematic measurement error predicted
by the price control explanation is represented by
equation 4. Unlike models used in most previous
studies, the model used here allows for a system-
atic measurement error in measured productivity
growth induced by price controls. The dummy
variable DPC allows for the mismeasurement of
productivity growth during the price control pe-
riod from the third quarter of 1971 to the fourth
quarter of 1974.'* Because the price control
explanation implies that the overstatement of true
productivity growth during phases I and II is
completely offset by the understatement during
phases Il and IV, the price control dummy varia-
ble, DPC, sums to zero. According to the price
control explanation, the estimated value of the
coefficient on DPC, ¢, should be significantly
positive.

The final equation of the model combines all of

14 Specifically, cyclical productivity growth is assumed to
depend on the change in the civilian unemployment rate, the
change mn the layoff rate, and the current and lagged growth rate
of employment in manufacturing, mining, and construction.
These vanables are taken from Darby, ‘‘The Price of Oil,"”” and
Darby, *“The U.S. Productivity Slowdown.’’ Note that none of
the cyclical variables 1s a nominal value deflated by a price
index, but they are all based on counts of individuals. Darby
points out that it is important that the cyclical variables are not
nominal variables deflated by price indexes, such as measures of
the real money stock. If the cyclical variables were deflated nom-
inal variables, they would suffer from the same mismeasurement
problem that real output and productivity suffer from and, there-
fore, completely explain the mismeasured productivity data.

15 Because opinions about the beginning date of the middle to
late 1960s slowdown are so varied, the following procedure was
used to choose the starting date of 1969:1. Using data from the
entire private business sector, equation 5 was sequentially esti-
mated with the 1960s slowdown beginning in the first quarter of
each year from 1964 to 1970. The initial year of the 1960s slow-
down was chosen by selecting the equation with the lowest root-
mean-square error. Although 1969:1 is chosen as the first quarter
of the 1960s slowdown, the results presented in the text are not
significantly different from the results obtained using any other
year as the starting point.
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TABLE 2
A model of labor productivity growth
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the information contained in equations 1 through
4. Empirical estimates of equation 5 can be used
to determine whether trend productivity growth
declined further after 1973 or whether, instead,
the measured decline was an illusion caused by
the systematic distortions resulting from price
controls. That is, the estimates of the model can
be used to answer the following question: after
accounting for the effects of variations in cyclical
economic activity, the late 1960s trend produc-

16 See Darby, **The Price of Oil,”" and Darby, ‘“The U.S. Pro-
ductivity Slowdown,”’ for a detailed description of DPC. Note
that the sum of DPC represents the mismeasurement of the level
of labor productivity. Because DPC sums to zero, the model
implies that productivity growth was not mismeasured over the
entire period from 1969:1 to 1981:1V. Also, it should be clear
now why the cyclical variables cannot be represented by deflated
nominal variables. Because any deflated variable will also be
mismeasured over the price control period, it would completely
explain the productivity data during the price control period, and
there would be nothing left for the price control dummy variable
to explain.
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tivity growth slowdown, and the mismeasure-
ment of productivity during the price control pe-
riod, is there any evidence of a further decrease in
trend productivity growth after 1973?

Empirical estimates of the model

The model was estimated for the private busi-
ness sector as a whole and for several sectors
within the private business sector. Although
Darby has used a similar model to explain aggre-
gate productivity behavior, the price control
explanation has never been tested through use of
productivity data from individual sectors."”

17 See Darby, *‘The Price of Oil,”” where international and U.S.
data are used to show that the price control explanation explains
real gross national product behavior better than the oil price
shock explanation. See Darby, ‘‘The U.S. Productivity Slow-
down,”” where productivity data for the entire U.S. economy are
used to show that the price control explanation explains produc-
tivity behavior better than the oil price shock explanation.

11



Empirical estimates explaining productivity
behavior in various sectors — goods-producing,
service-producing, manufacturing, and farming
— are useful for two reasons. First, policymakers
can formulate better policies and implement them
more efficiently when provided detailed informa-
tion. Second, empirical findings would be more
persuasive if consistent throughout the various
sectors of the economy.

Empirical estimates of equation 5 are pre-
sented in panel A of Table 3." (Complete results
are reported in the Appendix table.) These empir-
ical estimates show that trend productivity
growth did not slow further after 1973. For every
sector, the estimated coefficient on the variable
D74 is not significantly different from zero.
Moreover, the estimates are of the wrong sign
(negative) for the farming and service-producing
sectors. Finally, the estimate of the change in
annual trend productivity growth after 1973 is
small, never more than 1 percent.”

In addition to showing that trend productivity
growth did not decline further after 1973, the
results support the price control explanation of
the decline in measured productivity growth. The
estimated coefficient on the price control dummy
variable DPC is positive for all sectors and statis-
tically significant for all but the farming and man-
ufacturing sectors.” Furthermore, the estimates
of the price control coefficients are large enough
to be significant in an economic sense. For exam-
ple, for the private business sector as a whole, the

18 The data consisted of quarterly observations from 1948:1I1 to
1981:1V. The productivity data are from a database constructed
by Elliot Grossman for the American Productivity Center. All
other data series are from the Citibank Economic Database. The
estimation period ends in 1981:1V because the layoff rate series
is not available after that date. Dropping the layoff rate variable
and extending the period of esttmation to 1983:1I produced no
significant changes from the results reported in the text.

1% Because the equations are estimated with quarterly data, all
estimated coefficients are multiplied by 400 to get annual growth
rates.
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measured productivity growth rate overstated the
true growth rate by 2.4 percentage points a year
during phases I and II of the price control per-
iod.” Thus, the empirical estimates confirm that
the apparent slowdown in trend productivity
growth beginning in 1974 results from mis-
measuring true productivity growth over the per-
iod of price controls.”

Estimates of trend productivity growth implied
by the empirical estimates of equation 5 of the
model are presented in panel B of Table 3.% The
estimated growth rate of trend productivity for
each sector from the third quarter of 1948 to the

20 Note in the Appendix that no coefficient 1s significantly differ-
ent from zero in the farming sector except for the constant term
and the autoregressive parameter. The price control dummy vari-
able is marginally significant in the manufacturing sector.
Apparently, there is not even an illusory trend productivity
growth slowdown in manufacturing after 1973 because the esti-
mates of both «, and ¢ are insignificantly different from zero.
Furthermore, the data indicate that there was not even a late
1960s trend productivity growth slowdown in manufacturing.
That is, all productivity changes in the manufacturing sector can
be explained by cyclical factors alone.

21 The measured overstatement is calculated by multiplying the
price control coefficient estimate of 0.0422 by one-seventh and
then annualizing that product by multiplying by 400.

22 Some may argue that the statistical significance of the DPC
dummy variable results from the ‘‘end-of-expansion effect’’
(EOE) as described in Robert J. Gordon, ‘The ‘End-of-Expan-
sion’ Phenomenon in Short-Run Productivity Behavior,”’
Brookings Papers on Economic Activity, 1979:2, pp. 447-61.
The EOE effect refers to the observation that productivity growth
tends to decline at the end of the expansion phase of the business
cycle. However, reestimating equation 5 with aggregate data
after Gordon’s EOE effect variable was included produced no
significant changes from the results reported in the text. In partic-
ular, the estimated coefficient on DPC remained statistically sig-
nificant, and the estimated coefficient on D74 remained statisti-
cally insignificant. Thus, a major result of this section — that
after accounting for price controls, trend productivity growth did
not decline further after 1973 — appears to be robust.

2 Because the hypothesis of a further slowdown in trend produc-
tivity growth after 1973 was rejected, the estimates of trend pro-
ductivity growth were calculated after dropping D74 from equa-
tion 5 and reestimating the model. The estimates of trend
productivity growth are the only results reported because the
results from these regressions were so similar to those reported in
the Appendix.

Federal Reserve Bank of Kansas City



TABLE 3

Results from estimates of equation 5

‘@

(B)
Estimated Trend
: . Coefficient Estimates' . . __Productivity Growth’
D74’ _DPC* "~ 1948-68  1968-81°
Private Business
Sector : 0.00048 0.04225 . 3.3, 1.8
) 0.24) (3.16) '
Service-Producing -0.00043 0.04607 3.0 1.5
. N . (0.18) (2.77) . y
Goods-Producing 0.0015 0.0397% 3.6 2.1
. 0.47) (1.80)
* % - ~ K L] i -
Manufacturing 0.0028 0.0257 2.9 < 2.8
(0.85) (1.23)
Farniing ~ | f -0.0024 < 0.0124 - 6.0 .63
0.17) ©0.13)

NOTE: Initial ordinary least squares estimates of e&uation 5 indicated the presexfce of first-order autocorre-

lation. The Prais-Wiasten two-step procedure was used in estimating equation 5 to correct for the presence
of a first-order autoregressive error term.

It-statistics, are in parentheses.

2Units are percent per year continuously compounded

31974 Dummy: D74 = 0 from 1948:111 to 1973:1V and -1 thereafter.

4Price Control Dummy: DPC = 0 from 1948: III to 1971 I, +1/7 from 1971 B to“1973 1, -1/7 from

1973:11 to 1974:1V, and O thereafter. *
SBecause the growth rate of trend labor producuvny from 1968 to 1981 is constant, it equals the trend

6Significant at 0.1 percent level.
"Significant at 1 percent level.
8Significant at 5 percent level..

growth rate from 1968 to 1979. Therefore, the numbers in this column can be compared directly with the
trend productivity growth rates for the period from 1968 to, 1979 in Table 1. .

90

fourth quarter of 1968 is the estimate of the con-

stant term, o,. From then on, the estimate of -

trend productivity growth is the difference
between the constant term and the coefficient on
D69, o, - «;,.

The evidence indicates that both the service-
producing and goods-producing sectors contrib-
uted to the slowdown in aggregate trend produc-
tivity growth after 1968. However, there is no
evidence of a slowdown in trend productivity
growth after 1968 in either of the two goods-pro-

Economic Review @ April 1984

ducing sectors for which the model was esti-
mated. Indeed, trend productivity growth in the
farming sector seems to have increased slightly.*

The combined results from both panels of
Table 3 tell a very different story about postwar
trend productivity growth from those in Table 1.

24 Although the point estimate of trend productivity growth in the
farming sector after 1968 is greater than the point estimate before
1969, the two estimates are insignificantly different in a statisti-
cal sense.
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According to the traditional measures in Table 1,
trend productivity growth began to slow in 1969
and slowed further after 1973 in all sectors. In
contrast, the empirical estimates of the model in
panel A of Table 3 show that trend productivity
growth did not slow further in any sector after
1973. Moreover, the estimates in panel B indi-
cate that aggregate trend productivity growth
after 1973 is 1.8 percent a year, more than twice
the traditional estimate of (.8 percent. Although
the estimates of trend productivity growth in
panel B indicate that trend productivity growth
declined in the goods-producing sector after
1968, neither the farming nor the manufacturing
sectors contributed to the slowdown. Thus, the
entire slowdown in the goods-producing sector
resulted from a slowdown in mining and con-
struction, the only other industries in the goods-
producing sector. More important, though, the
overall results indicate that trend productivity
growth did not slow further after 1973 in any sec-
tor. Thus, traditional estimates of trend produc-
tivity growth such as those in Table 1 give a mis-
leading impression of the source of slow produc-
tivity growth since 1973.

Summary and conclusions

This article presents evidence that the apparent
second slowdown in trend productivity growth
beginning in 1974 is an illusion resulting from the
wage and price control program of the early
1970s. An empirical analysis of postwar labor
productivity shows that after accounting for the
1969 shift in trend productivity growth and the
cyclical and price control effects on measured
productivity, there was no further slowdown in
trend productivity growth after 1973, Because
the results were consistent across major sectors,
the findings strengthen the case for the price con-
trol explanation, which had previously been
tested only with aggregate productivity data.

One implication of these findings is that any

14

policy designed to reverse the ‘‘slowdown’’ in
trend productivity growth that appeared to begin
in 1974 should be reevaluated. Although a slow-
down in trend productivity growth began in the
middle to late 1960s, there is no evidence of a
second slowdown in the aggregate private busi-
ness sector or any of its subsectors that were stud-
ied. Productivity growth was slow from 1979 to
1983, but this was due to the cyclical behavior of
the economy. Viewed in this way, slow produc-
tivity growth is more the result of sluggish eco-
nomic growth in recent years than the cause. As a
result, macroeconomic policies designed to
return the U.S. economy to balanced, noninfla-
tionary economic growth may well cause produc-
tivity growth to return to more normal rates in the
years ahead.

A further implication of these findings is that
for future research on trend productivity growth
to be useful for policy analysis, efforts should be
made to understand why productivity growth has
slowed over the entire period from the late 1960s
to the present. By failing to account for the
effects of price controls, previous research—
and therefore the resulting policy prescriptions
— has incorrectly focused on the decline in pro-
ductivity growth that appeared to begin in 1974.
Instead, attention should be given to the entire
period from the late 1960s to the present. To the
extent that this slow productivity growth is found
to result from such factors as regulations and tax
laws, structural policies designed to increase pro-
ductivity growth might be appropriate. On the
other hand, if it is found that slow productivity
growth is due to factors not amenable to policy
actions, such as demographics, structural poli-
cies designed to boost productivity growth would
be unnecessary.

Federal Reserve Bank of Kansas City



APPENDIX
Estimates of equation 5

Private Busmess Sector . ;};
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B The Prais- Wlnsten two-step procedure was used in esnmatmg equatlon 5 Lo correct for the presegce ofa flrst-order "
’ s autofregresswe error term. U is the change'i in the civilian unemploymem rate E and;E are theécurrent and laggcdf“£§ "
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Theories of Price Determination

By George A. Kahn

The rising inflation rates of the 1970s and
the falling inflation rates of the early 1980s
have provided a challenging laboratory for
testing and designing theories of price deter-
mination. While the laboratory has produced
widespread agreement on the long-run deter-
minants of the aggregate price level, disagree-
ment over theories of the short run still per-
sists. These differences have led to a variety
of policy prescriptions designed to reduce
inflation while maintaining an ‘‘acceptable”’
level of production and employment. Policy
differences result, despite a common model of
long-run price behavior, because of different
assumptions about short-run aggregate supply
and demand.

While no theory of price determination can
claim to explain recent price behavior com-
pletely, Keynesian, monetarist, and new clas-
sical theories have emerged as the leading
contenders.' These theories fall into two cate-
gories based on their policy recommendations.
Keynesians or, more generally, policy activ-
ists recommend that policy respond to current
or expected economic conditions. By ‘‘leaning
against the wind’’ or accommodating adverse

George A. Kahn is an economist with the Economic Research
Department of the Federal Reserve Bank of Kansas City. Craig
Hakkio, William Keeton, Raymond Lombra, Gordon Sellon,
and Stuart Weiner provided helpful discussions.
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supply shocks, policy activists believe they
can reduce fluctuations in real output. Mone-
tarists and new classical economists, on the
other hand, recommend a policy that is invari-
ant to the current state of the economy. By
adhering to simple policy rules, monetarists
and new classical economists maintain that
uncertainty will be reduced and economic per-
formance improved. To understand how these
diverse policy prescriptions arise and how they
relate to underlying theories of price determi-
nation requires a closer examination of the
prescribing theories.

This article uses an aggregate supply and
demand analysis to illustrate common features
of models of price determination and to high-
light important differences. The first section

! While most readers are probably familiar with the Keynesian
and monetarist schools, they may not be familiar with the new
classical school. The principal features of the new classical eco-
nomics are perfectly competitive markets and rational expecta-
tions Other names that have been given to this school of thought
include rational expectations, monetarism Mark II, and, n trib-
ute to 1ts main authors, the Lucas-Sargent-Wallace approach.
The somewhat stylized distinctions made in this article between
theories of price determination are meant to reflect the general
views of leading economusts. Prominent representatives of the
Keynesian school include Franco Modigliani, Paul Samuelson.
and James Tobin. Representatives of the monetarist school
include Karl Brunner, Milton Friedman, Allan Meltzer, and the
staff of the Federal Reserve Bank of St. Louis. Representatives
of the new classical school are Robert Lucas, Thomas Sargent,
and Neil Wallace.

Federal Reserve Bank of Kansas City



presents the supply and demand framework. It
describes the generally accepted downward
sloping shape of the aggregate demand curve
and the vertical shape of the long-run aggre-
gate supply curve. It also establishes the role
of price expectations in the derivation of
short-run aggregate supply. How quickly
prices and price expectations adjust to changes
in demand is shown to be an important point
of disagreement among theories of price deter-
mination. The second section focuses on other
factors affecting aggregate supply and demand
and discusses the importance placed on each
factor by different theories of price determina-
tion. It also describes the different policy rec-
ommendations associated with proponents of
Keynesian, monetarist, and new classical
schools of thought.

Prices, price expectations, and output

A useful framework for studying price
determination is the aggregate supply and
demand model. This model divides the
macroeconomy into a demand side and a sup-
ply side. The demand side represents the
spending of consumers, firms, and the govern-
ment. The supply side represents the produc-
tion of goods and services by firms using
labor and other inputs. Together, demand and
supply determine the level of prices and real
output.?

Long-run theory of price determination

In the long run, prices are determined by
the interaction of aggregate demand and long-

2 While this article analyzes theories of price level determina-
tion, many of the results extend to theories of inflation determi-
nation. Because inflation can be represented by a continual
upward shifting of the supply and demand curves described in
this article, growth 1n the variables that influence the price level
can be thought of as determining the inflation rate.

Economic Review ® April 1984

run aggregate supply. Two common features
of most theories of price determination are a
downward sloping demand curve and a verti-
cal long-run supply curve. Aggregate demand
is an inverse relationship between the price
level and the level of real output. It represents
combinations of prices and real output that
clear both the product market and the money
market under specific behavioral relationships
for private spending and given levels of the
money supply and fiscal policy variables. A
higher price level, other things equal, requires
a higher interest rate to keep the demand:for
money equal to the supply of money. The
higher interest rate, in turn, reduces interest-
sensitive spending and causes real output to
decline. Because a higher price level is associ-
ated with a lower level of real output, the
demand curve slopes downward.

The other common feature of models of
price determination is the shape and position
of the long-run aggregate supply curve. This
curve indicates the amount produced at each
price level when all resources are fully
employed and price expectations are correct.
The level of output determined by the long-run
supply curve is called the natural rate. The
size of the labor force, the structure of the
labor market, the state of technology, and
other factors not generally explained in simple
macroeconomic models determine the level of
real output that corresponds to the natural rate.
Because it is generally agreed that this level of
output does not depend on the price level, the
long-run aggregate supply curve is drawn as a
vertical line. In fact, some economists prefer
to define the position of the long-run aggre-
gate supply curve as the level of output at
which there is no tendency for inflation to rise
or fall.*

Figure 1 shows two possible aggregate
demand curves, DD and DD’, and one possi-
ble long-run aggregate supply curve, LRAS.

17



FIGURE 1
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The price level, P, is on the vertical axis, and
real output, Q, is on the horizontal axis. If DD
represents the initial level of aggregate
demand, then DD’ represents an increase in
aggregate demand. At each possible price
level, DD’ implies greater real output, and at
each level of real output, DD’ implies a price
level higher than DD. The greater aggregate
demand thus associated with DD’ could be the
result of a more stimulative fiscal or monetary
policy or greater consumer or business confi-
dence. Figure 1 also shows a long-run aggre-
gate supply curve. Reflecting the natural-rate

3 More technically, the natural rate of output 1s defined as the
amount of real GNP produced when the economy is operating at
the natural rate of unemployment. The natural rate of unemploy-
ment, in turn, is defined as the unemployment rate consistent
with a stable inflation rate and no supply shocks. The natural rate
of unemployment is not necessarily the optimal rate of unem-
ployment. Reducing the natural rate requires microeconomic
policies that increase the efficiency of labor markets. For a dis-
cussion of ‘‘structural’’ unemployment and ways to reduce 1t,
see Stuart Weiner, ‘‘Enterprise Zones as a Means of Reducing
Structural Unemployment,’’ Economic Review, Federal Reserve
Bank of Kansas City, March 1984, pp. 3-16.

hypothesis, LRAS is drawn as a vertical line
at the natural rate of output, Q". The slope of
the long-run aggregate supply curve indicates
that there is no long-run relationship between
the price level and output. Any price level is
consistent with the natural rate of output.

The long-run price level is determined by
the intersection of DD and LRAS, as in Figure
1. When aggregate demand increases as a
result of, say, an increase in the money sup-
ply, the demand curve shifts up and to the
right to DD’ along the fixed LRAS curve. In
Figure 1, the economy moves from point A to
point C. The long-run result of the increase in
aggregate demand is an increase in the price
level, with no change in real output. In fact,
anything that shifts aggregate demand will
affect only prices in the long run. Output will
be left equal to its natural rate. It is impos-
sible, therefore, in most modern theories of
price determination for government policies
affecting aggregate demand to have any last-
ing effects on real output.*

Theories of short-run aggregate supply

The short-run aggregate supply curve shows
how firms alter production and employment
for given price expectations in response to
changes in the price level. Because production
and employment decisions depend on the price
level and must often be made before the price
level is known, expectations about prices play
an important role in short-run aggregate sup-
ply determination. Any deviation between the
actual and expected price level is an unantici-

4 Strictly speaking, macroeconomic policies can affect the natu-
ral rate by influencing the allocation of income between invest-
ment and consumption. If increases in government spending on
consumption goods *‘crowds out”’ private investment spending,
the future capital stock will fall. A reduction in the capital stock
will then reduce production possibilities.

Federal Reserve Bank of Kansas City



pated price change that causes economic
agents to reevaluate past decisions. In the long
run, as agents gain information about prices
and incorporate that information into their
decisions, actual and expected prices are the
same. Only when expectations turn out to be
correct is the economy operating on its long-
_ run aggregate supply curve at the natural rate
of output. At any other level of output, actual
prices deviate from expected prices, output
deviates from its natural rate, and economic
agents are led to revise their inaccurate price
expectations.

Two explanations are widely given to
explain why deviations of the actual price
level from its expected value cause the aggre-
gate supply curve to slope upward. One expla-
nation focuses on the product market. If prices
turn out to be greater than expected, producers
will attribute at least some of the deviation of
actual from expected prices to an increase in
the relative price of their particular product.’
As a result, firms will increase employment
and production, and real output will rise. If,
on the other hand, prices turn out to be lower
than expected, producers will attribute part of
the deviation to a decline in the relative price
of their product, and real output will fall.
Therefore, for given price expectations, a
higher price level leads to a higher level of
real output.

The other explanation focuses on the labor
market. If wages are set before product prices
and based on the expected price level, then an
unexpectedly high price level will lead to an
unexpectedly low real wage rate (the nominal

5 Robert Lucas uses the confusion between local and aggregate
price shocks to derive an upward sloping supply curve in
‘‘Expectations and the Neutrality of Money,”’ Journal of Eco-
nomic Theory, Vol. 4, April 1972, pp. 103-24. For a more acces-
sible version of the same model, see Robert Lucas, ‘‘Some Inter-
national Evidence on Output-Inflation Tradeoffs,”” American
Economic Review, Vol. 63, June 1973, pp. 326-34.

Economic Review ® April 1984

wage rate divided by the price level). Because
labor costs are lower, firms will want to hire
more labor and increase production.® Simi-
larly, a lower than expected price level leads
to a higher than expected real wage and a
reduction in employment and real output.
Thus, for given price expectations, a higher
actual price level is associated with a higher
level of real output. The short-run aggregate
supply curve slopes upward.

Figure 2 illustrates the effect of an increase
in aggregate demand under an upward sloping
short-run aggregate supply curve. When DD
shifts to DD’, the economy moves initially
from A to B. Both real output and the price
level increase, provided price expectations
remain unchanged. In the long run, as prices
and expectations adjust to the higher level of
aggregate demand, the economy moves back
along DD’ to point C. In other words, the

6 This is not the complete story, however, since workers must be
induced to supply the additional labor at a lower real wage rate.
Suppose workers evaluate the purchasing power of their nominal
wage in terms of expectations about average consumer prices and
producers evaluate their real labor costs in terms of the actual
price received for products produced. As long as workers’ expec-
tations are slow to adjust and lag behind reality, a higher price
level can lead to increased employment and production. Work-
ers’ expectations may be slow to adjust 1f workers sample prices
only during infrequent shopping trips. Milton Friedman pro-
posed this explanation for the upward sloping short-run aggre-
gate supply curve in *‘The Role of Monetary Policy,”’ American
Economic Review, Vol. 58, March 1968, pp. 1-17. He also
coined the phrase ‘‘natural rate’” in that article. About the same
time Edmund Phelps also described the natural rate hypothesis in
*‘Phillips Curves, Expectations of Inflation, and the Optimal
Unemployment Over Time,”’ Economica (NS), Vol. 34, August
1967, pp. 254-81.

Another way to induce workers to supply more labor at a lower
real wage would be to have them sign wage contracts at the
beginning of the period. These contracts specify the nominal
wage rate and require workers to supply whatever labor is
demanded by firms. When prices go up, real wages go down.
Firms demand and workers supply more labor. For a discussion
of why workers and firms would find it mutually advantageous to
sign long-term contracts, see Arthur Okun, ‘‘Inflation: Its
Mechanics and Welfare Costs,”” Brookings Papers on Economic
Activity, 1975:2, pp. 351-90.
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FIGURE 2
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short-run aggregate supply curve shifts up as
expectations change. Consequently, there is
no long-run output gain associated with the
increase in aggregate demand. The economy
has a higher price level at the natural rate of
output. Old-fashioned aggregate price theories
that predicted a long-run price-output tradeoff
and a permanent shift from point A to point B
as a result of an increase in aggregate demand
are no longer credible theories of price deter-
mination.” In their place are natural-rate theo-
ries that posit only short-run tradeoffs between
prices and output.

7 The nverse statistical relattonship between inflation (rather
than the price level) and unemployment (rather than output) 1s
called the Phillips curve. It was first described by Irving Fisher in
‘‘A Statistical Relation Between Unemployment and Price
Changes,”’ International Labour Review, Vol. 13, June 1926,
pp- 785-92. A. W. Phillips *‘discovered’’ and popularized a sim-
ilar inverse relationship between wage growth and unemploy-
ment in ‘‘The Relation Between Unemployment and the Rate of
Change of Money Wage Rates in the United Kingdom, 1861-
1957,* Economica, Vol. 25, November 1958, pp. 283-99. Note
that the supply and demand model derived in the text actually
implies a short-run price level-output tradeoff, not a Phillips
curve relationship.
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Keynesians, monetarists, and new classical
economists agree that unanticipated price
changes cause changes in real output. They
disagree, however, about the speed of adjust-
ment of prices and expectations. Keynesians
and monetarists claim that shifts in aggregate
demand affect real output for several periods.
This is because they believe prices and expec-
tations adjust slowly. Price and wage rigidities
introduced by such institutions as labor market
contracts and government regulations cause
prices to respond gradually to changes in
aggregate demand. If, for example, three-year
staggered wage contracts are prevalent, as
they are in the U.S. economy, the adjustment
of wages to price changes can take up to three
years. Specifically, if nominal wages are
determined by long-term contracts between
workers and firms and if workers agree to sup-
ply the labor demanded at the contract wage,
then price increases are associated with lower
real wages and greater output and employ-
ment.* The resulting gain in real output will
last until all existing contracts have been
rewritten to incorporate a higher price level.
In the long run, when all contracts have been
renegotiated, nominal wages will fully reflect
the higher price level. Real wages and real
output will return to their initial levels, but
prices will remain higher. Thus, the long-run
aggregate supply curve is vertical.

New classical models of price determination
combine perfect price flexibility with rational
expectations to arrive at a strikingly different
set of conclusions. In these models, prices and
wages are determined by auction markets, and
price expectations are based on all available
information and an accurate understanding of

8 For a labor market-based derivation of an upward sloping
short-run aggregate supply curve, see George Kahn, ‘‘Wage
Behavior in the United States: 1907-80,"" Economic Review,
Federal Reserve Bank of Kansas City, April 1983, pp. 16-26.
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the economy. The assumed flexibility of
prices and wages implies that perceived move-
ments in aggregate demand lead to proportion-
ate, contemporaneous movements in the price
level. In terms of Figure 2, a shift in aggre-
gate demand from DD to DD’ due to, say, an
increase in the money supply, causes a move-
ment along LRAS from A directly to C as
long as the increase in demand is fully antici-
pated. In other words, SRAS shifts upward
and to the left at the same time as the shift in
DD, so that the economy comes to rest imme-
diately at the long-run equilibrium point C. In
effect, the SRAS curve is vertical.

The distinction between anticipated and
unanticipated changes in the new classical
models of aggregate demand is important. If
anticipated, a change in demand will be per-
ceived as economywide and will result in
agents immediately adjusting prices and wages
so that all relative prices (real wages, for
example) remain the same. If unanticipated,
agents will think at least part of the increase in
demand is unique to their market and will
increase production and employment in order
to exploit a perceived temporary increase in
the relative price of their product.” Once
agents figure out that the increase in aggregate
demand affected all prices proportionately so
that relative prices actually remained the
same, they will reduce production to its pre-
vious level. Thus, in Figure 2, the effect of an
unanticipated increase in aggregate demand is
a movement from point A to point B to point
C. In contrast to Keynesian and many mone-
tarist models, the associated output gain lasts
only one period. This lack of persistence

9 The terms **anticipated’’ and ‘‘unanticipated’’ usually refer to
expectations formed in the previous period. Thus in the Keynes-
ian model (and many monetarist models) an increase in aggre-
gate demand that is fully anticipated as of the previous period can
have real effects because some agents are locked into contracts
signed in even earlier periods.
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results from the new classical assumptions of
price flexibility, rational expectations, and a
one-period information lag."

Both rational expectations and perfect price
flexibility are crucial to the new classical
model. The assumption of rational expecta-
tions—that people form expectations on the
basis of all information available and an accu-
rate model of the economy—has had wide
influence on macroeconomic theory. It is not,
however, the only assumption necessary for
the new classical result that only unanticipated
demand shocks affect real output. Not only
must expectations be rational, but prices must
be flexible, as they would be in a world where
all markets worked like auctions. Because
models closely resembling Keynesian theories
can be constructed under the assumption of
rational expectations,'' the primary issue is not
whether expectations are formed rationally but
how quickly prices adjust to changes in aggre-
gate demand.

The degree of price and wage flexibility has
become an important area of ongoing
research, at least among members of the non-

10 Early models from the new classical economics were criti-
cized for their inability to explam the persistence of output fluc-
tuations (Milton Friedman’s 1968 model in which workers are
““fooled”’ about the real wage is also subject to this criticism.)
Subsequently, these models have been modified to include lags
in the transmission of information and accelerator effects. See,
for example, Robert Lucas, ““An Equilibrium Model of the
Business Cycle,”” Journal of Political Economy, Vol. 83,
December 1975, pp. 1113-44.

11 See, for example, Stanley Fischer, ‘‘Long-term Contracts,
Rational Expectations, and the Optimal Money Supply Rule,”’
Journal of Political Economy, Vol. 85, February 1977, pp. 191-
206; John Taylor, ‘‘Aggregate Dynamics and Staggered Con-
tracts,”’ Journal of Polincal Economy, Vol. 88, February 1980,
pp 1-23; and Edmund Phelps and John Taylor, ‘‘Stabilizing
Powers of Monetary Policy Under Rational Expectations,’’
Journal of Political Economy, Vol. 85, February 1977, pp. 163-
90. These theories differ from traditional Keynesian theories in
that they imply the optimality of policy rules. They differ from
new classical theortes in that they assume price stickiness and
imply the superiority of rules with feedback over constant growth
rate rules.
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monetarist, policy activist school. Monetarists
have shown surprisingly little interest in
research on the short-run dynamics of. wage
and price behavior. Their lack of interest
could reflect the greater weight they place on
the long run or their belief that short-run fluc-
tuations cannot be explained. Nevertheless,
preliminary evidence on short-run price and
wage responsiveness suggests a wide variation
of flexibility across time and place."” Flexible
price models seem appropriate in some
instances. In other instances, sticky price
models dominate. In the postwar U.S. econ-
omy, overlapping three-year wage contracts
seem to imply that the sticky price model is
more appropriate. Thus, for the United States,
it is difficult to accept the price flexibility
assumption explicit in the new classical propo-
sition that only unanticipated demand shocks
affect real output.

Scope for demand management policies

Proponents of the three major theories of
price determination differ considerably on the
causes of shifts in aggregate demand and sup-
ply. Keynesians or, more generally, policy
activists stress the instability of the private
sector and the need for countercyclical policy.
Monetarists claim that the private sector is
basically stable and focus on the destabilizing
effects of historical demand management poli-
cies. New classical theorists stress the distinc-
tion between anticipated and unanticipated
policy. While both monetarists and new classi-
cal economists recommend nonactivist poli-
cies, they do so for somewhat different rea-
sons. An examination of factors thought to

12 See, for example, George Kahn, *‘Wage Behavior in the
United States: 1907-80,"" and Jeffrey Sachs, ‘*Wages, Profits,
and Macroeconomic Adjustment: A Comparative Study,”’
Brookings Papers on Economic Actwity, 1979.2, pp. 269-332.
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shift aggregate demand and supply highlights
the differing assumptions underlying alterna-
tive policy recommendations.

Factors shifting aggregate demand
and recommended policy responses

Any factor that causes the aggregate
demand curve to shift causes prices, and pos-
sibly output, to fluctuate. Increases in govern-
ment spending, the money supply, net
exports, or consumer or business confidence,
and decreases in taxes or money demand are
among the factors that cause the demand curve
to shift to the right. Changes in these variables
in the opposite direction shift the aggregate
demand curve to the left. Keynesians, mone-
tarists, and new classical economists have dif-
fering views on the importance of these fac-
tors.

Keynesians believe that shifts in aggregate
demand result from the inherent instability of
the private sector as well as from policy
changes. They think, for example, that money
demand can shift as a result of factors other
than changes in real output and interest rates.
If money demand increases and money supply
remains unchanged, the aggregate demand
curve will shift down and to the left. Figure 3
shows the price and output effects of a decline
in aggregate demand from its initial level,
DD, to a lower level, DD”. Under the
assumption of an upward sloping short-run
aggregate supply curve, real output and prices
will fall. Policy activists believe that to keep
output and prices from falling, the Federal
Reserve should accommodate the increase in
money demand by increasing the money sup-
ply. Increasing the money supply will shift
aggregate demand back up and to the right,
keeping the price level stable and output equal
to its natural rate. In general, Keynesians
believe that by manipulating monetary and fis-
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cal policy, the impact of both inflationary and
recessionary shocks to aggregate demand can
be at least partially offset. Through the use of
these policy tools, output can be kept closer to
its natural rate.

Monetarists believe that aggregate demand
would be fairly stable but for perverse policy
actions. They believe, for instance, that
money demand is a stable function of interest
rates and real income. Fluctuations in aggre-
gate demand and the associated short-run devi-
ations of real output from the natural rate
result largely from changes in the money sup-
ply. Consequently, monetarists recommend
stable money supply rules, such as a constant
growth rate, to minimize fluctuations in prices
and real output.

Furthermore, because monetarists believe
discretionary policy affects output and prices
with long and variable lags, they do not gener-
ally believe the Federal Reserve should react
to exogenous shocks. The monetarists’ focus
on the long run gives further support to their
reluctance to lean against the wind. They
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claim that knowledge of short-run behavior is
not sufficient to permit discretionary policy
and that knowledge of long-run behavior
implies the optimality of fixed money growth
rate rules. These results follow even though
monetarists believe the short-run supply curve
is upward sloping with respect to anticipated
demand shifts.

New classical economists, who believe in
flexible prices and rational expectations, con-
clude that any shock to aggregate demand that
is fully anticipated will affect only prices and
not real output. Unanticipated shocks to aggre-
gate demand will have the same short-run
effects in the new classical model as demand
shocks in the monetarist or Keynesian models.

The new classical model calls for stable,
predictable policy. This recommendation fol-
lows from the belief that private agents will
‘‘see through’ any effort by policymakers to
cause real output to deviate systematically
from its natural rate. The best policymakers
can do is minimize random fluctuations in pol-
icy variables so as to minimize unexpected
aggregate demand fluctuations. The way to do
this, according to the new classical model, is
with policy rules. While one rule is as good as
another, new classical economists prefer sim-
ple rules, such as constant money growth.

An important implication of the anticipated-
unanticipated demand shock dichotomy for
policymakers is the need for credibility when
changing policy. In a move from an inflation-
ary policy to a disinflationary policy, for
example, credibility is important if real output
is not to be sacrificed. If a policy change is
announced and carried out by the Federal
Reserve but not believed by private agents, the
effect will be the same as an unanticipated
demand shock. In a move to disinflationary
policy, aggregate demand will shift down and
to the left along a short-run supply curve that
is upward sloping with respect to the unex-
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pected shift.” Inflation will decline, but so
will real output. As agents come to expect the
new disinflationary policy, the short-run sup-
ply curve effectively becomes steeper, and
further reductions in inflation can be made
less costly.

Factors shifting aggregate supply
and recommended policy responses

In addition to changes in price expectations,
supply shocks shift the aggregate supply
curve. A supply shock is any event that
changes the output firms are willing to pro-
duce at a given price level."* Adverse supply
shocks shift the short-run aggregate supply
curve up and to the left. In Figure 4, this
effect is shown as a shift from SRAS to
SRAS’. Examples of adverse supply shocks
are a sudden large increase in the price of
energy such as those imposed by OPEC in
1973-74 and 1979-80, an increase in the price
of food resulting from a crop failure, a sponta-
neous demand by workers for higher wages,
and a worsening in the terms of international
trade.” For a given demand curve, these
adverse supply shocks raise prices and lower
real output, as in Figure 4. The effect on out-
put can be temporary or permanent, depending
on the nature of the supply shock. If the shock
permanently reduces production possibilities,
the long-run aggregate supply curve shifts to
the left.

- Keynesians or policy activists are distin-

13 Here, the results derived for the price level are assumed to
extend to changes in the price level.

14 See Robert Gordon, Macroeconomics, Third Edition, Little-
Brown, Boston, 1984, or Glenn H. Miller, Jr., *‘Inflation and
Recession, 1979-82: Supply Shocks and Economic Policy,”
Economic Review, Federal Reserve Bank of Kansas City, June
1983, pp. 8-21, for more extensive, yet accessible discussions of
supply shocks and inflation.
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guished not only by their belief that policy
should lean against the wind but also by their
belief that policy should accommodate adverse
supply shocks. If, for example, an oil shock
shifts the short-run aggregate supply curve up
and to the left, policy activists believe that the
money supply should be increased in order to
reduce the fluctuation of real output from its
natural rate. Increasing the money supply
shifts the aggregate demand curve to the right

15 The terms of trade worsen when, other things constant, the
nominal exchange rate increases or the foreign price level
increases relative to the domestic price level. If the terms of trade
worsen as a result of, say, an increase in the price of imports rela-
tive to the price of exports, the short-run aggregate supply curve
will shift up and to the left. This assumes that producers face
increased costs of production or try to increase profit margins.
Given a downward sloping demand curve, output will fall and
prices will rise. Under the same worsening in the terms of trade,
however, the aggregate demand curve will shift up and to the
right if aggregate spending shifts away from foreign goods
toward domestic goods. This shift in aggregate demand tends to
increase the price level and real output given an upward sloping
short-run aggregate supply curve. The net effect of a deteriora-
tion in the terms of trade after allowing for shifts in both supply
and demand will be an increase in the price level and an ambigu-
ous change in real output.
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and raises the price level above what it would
have been without a policy response. An aiter-
native policy response would reduce the
money supply to extinguish the tendency for
the supply shock to raise prices. In this case,
the aggregate demand curve would shift to the
left, and output would fall below what it
would have been had no policy response been
made.

Monetarists and new classical economists
agree that policy should not respond to supply
shocks, but for different reasons. Monetarists
believe that while supply shocks may reduce
real output, any policy response is likely to do
more harm than good. Long and variable lags
in the transmission of policy changes to the
economy are likely to influence output at the
wrong time and create additional problems.
Thus, monetarists believe a constant growth of
the money supply should be maintained even
in the face of supply shocks. New classical
economists, on the other hand, argue that sup-
ply shocks affect only relative prices and
evoke optimal responses from the free market.
Policy intervention, if anticipated, will only
exacerbate the price-level effects of supply
shocks. Thus new classical economists also
argue for an unchanging policy in the face of
supply shocks.

Summary and conclusions

Monetarists and Keynesians basically share
an underlying model of price determination.
They differ, however, regarding the stability
of aggregate demand, the emphasis placed on
the short run, and the desirability of discre-
tionary policy. Monetarists and new classical
theorists share a common philosophy that the
economy will operate most efficiently if left
on its own under stable, predictable policy
rules. They differ, however, regarding predic-
tions about the effects of anticipated policy.
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These issues reflect not merely different
assumptions about economic behavior but, in
fact, different approaches to the study of mac-
roeconomics. While some of these issues are
empirical questions, it is doubtful that all the
issues can be resolved by data analysis alone.
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Deposit Insurance and the
Deregulation of Deposit Rates

By William R. Keeton

The federal deposit insurance system has
long been regarded as a total success. Since
the establishment of federal deposit insurance
in 1933, following the worst banking panic in
the country’s history, the number of bank fail-
ures has fallen dramatically. Though banks
have continued to fail—because of fraud,
unsound investments, or plain bad luck—the
bank runs and banking panics that once
plagued the financial system seem to have
been eliminated.

In the past few years, however, doubts
about the federal deposit insurance system
have begun to emerge. The number of banks
that have been closed or merged with healthier
institutions has increased since the early
1970s, and for the first time failures have
included some very large banks, such as
Franklin National in 1974. In addition, ques-
tions have been raised about the quality of
some loans made by larger banks in recent
years, particularly to developing countries.
Finally, as a result of the financial deregula-
tion mandated by the Depository Institutions
Deregulation and Monetary Control Act of

William R. Keeton 1s a senior economist 1n the Economic
Research Department at the Federal Reserve Bank of Kansas
City.
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1980, the Garn-St. Germain Depository Insti-
tutions Act of 1982, and other legislation,
there has been considerable concern that banks
will take more risks than before and cause the
incidence of bank failures to increase.

This article examines the effect on bank
risk-taking of a particular aspect of deregula-
tion, the removal of deposit-rate ceilings.'
Even before deregulation, deposit insurance
gave banks an incentive to take risk by shift-
ing part of the costs of their risk-taking to the
Federal Deposit Insurance Corporation. It is
argued that the deregulation of deposit rates
will increase this distortion in bank behavior,
both by expanding the opportunities for risk-
taking and by increasing the benefits to be
derived.

The first section of the article provides an
overview of the current federal deposit insur-
ance system. The next section explains how
the deposit insurance system distorted banks’
behavior even before the recent financial
deregulation. The third section considers how

! Although this article focuses on deposit-rate deregulation, it
should be noted that the recent financial deregulation may also
affect banks’ risk-taking behavior by liberalizing their lending
and investment powers.

Federal Reserve Bank of Kansas City



the deregulation of deposit rates is likely to
increase these distortions. Possible policy
responses are discussed in the last section.

The current federal deposit insurance
system

Federal deposit insurance was established
by the Banking Act of 1933 in response to
three years of widespread banking failures.
Over that time, many people became fearful
about the safety of their deposits and withdrew
their funds to hold in the form of currency. In
an effort to meet such withdrawals, banks
called in loans and liquidated assets, often at
substantial losses. Banks that could not satisfy
withdrawals in this way were forced to close.

In the period from 1930 through 1932 about
5,100 banks failed, more than one out of five
of the commercial banks in existence at the
beginning of 1930.? These bank failures
brought direct losses to depositors and bank
shareholders and to businesses suddenly
deprived of a long-standing source of credit.
The massive bank failures of the period also
were partly responsible for a severe decline in
the nation’s money supply. To protect them-
selves against sudden deposit withdrawals,
banks that remained in operation held more of
their assets in the form of idle reserves. Also,
with the increased fear over the safety of bank
deposits, the public held more of their liquid
assets in the form of currency, which reduced
the amount of reserves available to the bank-
ing system. Because of these two factors, the
money supply fell almost 25 percent from
1929 to the end of 1932, even though the total
monetary base—the sum of bank reserves and
currency held by the public—did not decline
atall.

2 Lester Chandler, America’s Greatest Depression, 1929-1941,
Harper & Row, New York, 1970, p. 82.
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Banking panics were not new. There had
been several in the late 1800s and one in
1907. One of the original purposes of the Fed-
eral Reserve System had been to prevent such
panics, by lending reserves to banks through
the discount window. However, the Federal
Reserve’s discount lending failed to prevent
the banking panic of the early 1930s. One rea-
son for this failure was that the Federal
Reserve kept its discount rate relatively high.
Another reason was that there were restrictions
on the collateral that member banks could use
in borrowing from the Federal Reserve.
Finally, more than 15,000 banks were not
members of the Federal Reserve and were
therefore not eligible to borrow.

Before the Banking Act of 1933, the pub-
lic’s fear over the safety of bank deposits had
the nature of a self-fulfilling prophecy. Once
withdrawals began at a bank, it was in the
interest of every depositor to withdraw his
funds, no matter how sound he considered the
bank’s loans and investments. Even a bank
with loans that were certain to be repaid on
schedule could be forced to close if enough of
its depositors withdrew their funds and if
enough of its assets were illiquid. One objec-
tive of federal deposit insurance was to pre-
vent such runs by giving every depositor the
assurance that his funds would be safe, regard-
less of whether other depositors withdrew their
funds.

The 1933 act established the Federal
Deposit Insurance Corporation (FDIC) and
provided for insurance of deposits up to
$2,500. All commercial banks that were mem-
bers of the Federal Reserve System were
required to take part in the plan. Banks' that
were not members could join if approved by
the FDIC. In 1934, the National Housing Act
extended deposit insurance to savings and loan
associations by establishing the Federal Sav-
ings and Loan Insurance Corporation (FSLIC),
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a subsidiary of the Federal Home Loan Bank
Board.

The maximum deposit insurance coverage
has been increased several times since 1933
and now equals $100,000. From the begin-
ning, an insured bank has been required to pay
a premium to the FDIC equal to one-twelfth of
1 percent of its total deposits, both insured
and uninsured. Since 1950, however, the
FDIC has refunded part of its annual surplus
to insured banks at the end of each year in the
form of a credit against their future premiums.
Thus, the effective premium paid by banks has
been somewhat less than one-twelfth of 1 per-
cent of their deposits.

Along with its obligation to provide deposit
insurance, the FDIC has certain regulatory
authority over banks. It has the right to exam-
ine all insured banks, though it generally
examines only banks that are not members of
the Federal Reserve System, relying on the
Comptroller of the Currency or the Federal
Reserve to examine member banks. If the
FDIC determines that a bank is in unsound
condition or has engaged in unsound or illegal
practices, it can issue a cease-and-desist order
against the practices or even terminate the
bank’s insurance. However, the FDIC has
rarely had to resort to such extreme measures
to get a bank to make changes.

Effects of deposit insurance
on banks’ risk-taking behavior

The fundamental dilemma of any deposit
insurance system is that it cannot protect
depositors against bank failures caused by a
sudden withdrawal of funds—that is, failures
due to illiquidity—without also protecting
depositors against bank failures caused by
poor performance of a bank’s loans and
investments—that is, failures due to basic
insolvency. Because deposits are guaranteed
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against the second type of failure as well as
the first, the current deposit insurance system
distorted the behavior of banks even before
deregulation.’

The anatomy of bank failure

Banks raise funds from two sources:
deposits and capital. To attract deposits, a
bank can offer an explicit return in the form of
interest or an implicit return in the form of
gifts or services priced below cost, such as
free check-clearing. To increase its capital, a
bank can either issue new equity or retain
some of its profits. The funds obtained from
deposits and capital are used to acquire two
kinds of assets: noninterest-bearing reserves
held largely to meet reserve requirements and
loans and investments held to earn income.

A bank’s portfolio of assets usually has
some risk, in that the total return on the port-
folio can vary.* One reason the total return
varies is that some of the bank’s borrowers
may default on their loans. Another reason is
that changes in market interest rates may cause
capital gains or losses on some of the bank’s
holdings of marketable securities. Of course,
the variability of the total return on the bank’s
assets will usually be somewhat less than the
variability of returns on its individual loans
and investments, because low returns on some

3 Although the discussion here focuses on risk-taking by com-
mercial banks, much of what 1s said also applies to other deposi-
tory institutions — in particular to S&L’s, mutual savings banks,
and credit unions.

4 The total return on a bank’s assets is the change in the value of
the assets from the beginning of the period to the end of the pe-
riod, including any interest income earned during the period and
subtracting any costs incurred in making loans or buying securi-
ties. There also will be occasion later to refer to the total expected
return on the bank’s assets. This is simply a weighted sum of all
the possible returns on the bank’s assets, with each possible
return weighted by its probability of occurrence. The total return
to depositors and the total expected return to depositors will be
defined analogously.
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assets will often be offset by high returns on
other assets. Despite this diversification effect,
however, most banks have asset portfolios
with some risk.

Whether a bank fails depends in part on
what happens to the total return on its assets.
If the total return on its portfolio of assets
exceeds the total return promised on its
deposits, the bank earns profits that can either
be distributed to shareholders as dividends or
retained to increase its capital. However, if
the total return on the bank’s portfolio falls
below the total return promised to depositors,
the bank incurs losses that have the effect of
reducing its capital. If the losses are great
enough to eliminate the bank’s capital—and
the shareholders are unwilling to contribute
new funds—the bank will be forced to close,
because it will not have enough resources to
repay depositors in full.

When a bank does fail, some parties lose
more than others. Who gets what depends
partly on whether the FDIC chooses the ‘‘pay-
off”” option or the merger option. Under the
payoff option, the bank is placed in receiver-
ship, the FDIC pays insured depositors in full,
and the proceeds from liquidation of the
bank’s assets are divided up among uninsured
depositors, creditors, and the FDIC in propor-
tion to the claim of each on the bank. Under
the merger option, the FDIC arranges for
another bank to assume the failing bank’s lia-
bilities and in return purchases the ‘‘bad’’
assets of the failing bank. In both cases, the
shareholders of the failing bank lose their
entire investment but enjoy limited liability in
that they are not required to dip into their
other assets to cover the bank’s obligations.
Also, in both cases, the failing bank’s insured
depositors receive the entire amount due to
them. The only real difference between the
payoff and merger options is that in payoffs
the FDIC covers only insured deposits, while
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in mergers the FDIC in effect covers all
deposits, including those that were nominally
uninsured.’

The moral hazard problem

Under the current system of fixed-rate
deposit insurance, a bank has too much incen-
tive to take actions that increase its probability
of failure. The reason is that an increase in the
probability of failure raises the expected cost
to the FDIC of insuring the bank’s deposits
but does not increase the premium the bank
has to pay for the coverage. In other insurance
markets, this distortion in risk-taking behavior
is sometimes referred to as ‘‘moral hazard.’’*

A bank makes two important choices that
affect its probability of failure and are there-
fore subject to moral hazard: how much risk to
assume in choosing the composition of its
assets, and how much capital to seek relative
to deposits. If the total rate of return on the
bank’s assets is highly variable, the bank has a
high probability of earning high profits but
also a high probability of incurring large
losses.” Also, if the bank does not have much

5 The fact that the FDIC did not merge Penn Square Bank when 1t
failed in the summer of 1982 has probably increased uninsured
depositors’ concern over the safety of their funds. In the past,
banks that size had always been merged with healthier banks.

6 Moral hazard arises whenever the premium a policyholder is
charged for insurance fails to reflect the effect of his actions on
either the probability or potential magnitude of his loss. For
example, 1f the premium for fire insurance did not vary inversely
with the number of smoke detectors or sprinklers in a building,
policyholders would have too much incentive to do without such
devices, just as a bank that faces a fixed deposit insurance pre-
mium has too much incentive to take actions that increase the
probability of its failure.

7 In this article, an increase in the variabulity of the total return on
assets will refer to a shift in density from the center of the proba-
bility distribution toward the tails. For an explanation of this con-
cept, see Michael Rothschild and Joseph E. Stuglitz, *‘Increasing
Risk: I. A Definttion,”” Journal of Economic Theory, September
1970, and William R. Keeton, Equilibrium Credit Rationing,
Garland Publishing, New York, 1979, Ch. 3, Sec. II.
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capital, a relatively small loss may be suffi-
cient to wipe out its capital and force it to
close. Thus, other things being equal, the
probability of failure is greater the riskier the
bank’s assets and the lower the ratio of capital
to deposits.

A bank’s decision about how much risk to
take in choosing the composition of its assets
is illustrated by Figure 1. (The decision about
how much new capital to raise is discussed in
the Appendix.)* Assumed as given in Figure 1
are the bank’s insured and uninsured deposits,
its capital, and its set of investment opportuni-
ties. The horizontal axis of the diagram mea-
sures the level of asset risk—that is, the
degree of variability of the total return on
assets. Each point on the horizontal axis cor-
responds to a different mix of assets.

The bank will choose the level of asset risk
that is in the best interests of its shareholders.
For convenience, it is assumed that the bank’s
shareholders care only about the expected
return on their investment and not about the
variability of the return.’ Under this assump-
tion, the bank will seek to maximize the total
expected return to its shareholders. The total
expected return to shareholders equals the total
expected return on the bank’s assets minus the
total expected return to all other parties. The

8 For more difficult treatments, see John H. Kareken and Neil
Wallace, ‘‘Deposit Insurance and Bank Regulation: A Partial
Equilibrium Exposition,” Journal of Business, July 1978, and
William F. Sharpe, ‘‘Bank Capital Adequacy, Deposit Insur-
ance, and Secunty Values,”’ Journal of Financial and Quantita-
tive Analysis, November 1978.

9 In other words, the bank can act as if its shareholders were
*‘risk-neutral.”” Even if a shareholder cared about the variabulity
of the return on his total portfolio, he would be indifferent to the
variability of the return on his bank shares to the extent that those
shares represented a small fraction of his total portfolio and the
returns on the other assets in his portfolio were uncorrelated with
the return on the bank shares. It is possible, of course, that a
bank’s managers will act in their own best interests rather than
the interests of shareholders. This could lead them to choose a
different level of asset risk than the bank’s shareholders would
prefer.
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Deposit insurance and asset risk
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other parties are the bank’s insured depositors,
the bank’s uninsured depositors, and the
FDIC.

For every degree of asset risk, the curve AB
in Figure 1 represents the maximum total
expected return the bank could earn on its
assets. This return is net of any bankruptcy
costs that would have to be incurred if the
bank failed, such as legal and administrative
costs of liquidating the bank or losses from
distress sale of the bank’s assets. The reason
these bankruptcy costs must be subtracted is
that they use up part of the bank’s assets.

Up to a point, increasing the level of risk
makes it possible for the bank to earn a higher
total expected return on its assets. Thus, the
curve AB initially slopes upward. Some of the
bank’s loan applicants may be new firms hav-
ing investment projects with a high potential
return but also a significant chance of failure.
By making loans to these firms instead of
firms with safe investment projects, the bank
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will increase the riskiness of its asset portfo-
lio. This increase in risk may raise expected
bankruptcy costs by making it more likely that
the bank fails. However, because the bank
will be able to charge a relatively high interest
rate on the riskier loans, its expected loan rev-
enues will increase. As long as the increase in
expected loan revenues outweighs the increase
in expected bankruptcy costs, the total
expected return on assets will rise.

Further increases in risk eventually lower
the total expected return on assets, causing the
curve AB to turn downward. As the bank
shifts the composition of its loans toward bor-
rowers with investment projects having still
higher potential returns and still higher
chances of failure, there will come a point at
which the bank cannot fully compensate for
the higher probability of default by charging a
higher loan rate. The chance of these highly
risky projects failing is so great that the bank
could not earn as high an expected return on
loans made to finance them as on loans made
to finance safer projects, even if the bank
could receive the entire return from the pro-
jects when they succeeded. This reinforces the
tendency for increases in risk to lower the
total expected return on the bank’s assets by
raising expected bankruptcy costs. Thus, at
point v* in Figure 1, the total expected return
on the bank’s assets begins to fall.

The total expected return to depositors is
represented by the horizontal line CD in Fig-
ure 1. For convenience, it is assumed that
uninsured depositors can observe exactly how
much risk the bank is taking and, like share-
holders, do not care about the variability of
the return on their investment. This means that
whenever the bank increases its probability of
failure by choosing a riskier portfolio of
assets, uninsured depositors will demand an
increase in the deposit rate just large enough
to prevent the expected return on their invest-
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ment from falling.'” The return to insured
depositors is also constant because it is guar-
anteed by the FDIC. Thus, the total expected
return to depositors must be independent of
the level of asset risk chosen by the bank.
This is why CD is horizontal.

The combined expected return to depositors
and the FDIC is represented by the curve EF
in Figure 1. The expected return to the FDIC
equals the total insurance premium paid by the
bank minus the expected cost to the FDIC of
compensating insured depositors. If a bank
does not fail, the cost of compensating insured
depositors is zero. On the other hand, if the
bank fails, the cost of compensating insured
depositors is the total amount due to insured
depositors minus the FDIC’s share of what-
ever assets remain after bankruptcy costs.
Under the current deposit insurance system,
the total insurance premium depends only on
the level of deposits and not on the level of
asset risk chosen by the bank. If the level of
asset risk is sufficiently low, the bank has no
chance of failing and the expected return to
the FDIC equals the fixed insurance premium.
However, as the level of asset risk is
increased, the probability of failure eventually
becomes positive. At that point, the expected
cost of compensating insured depositors rises
above zero and the expected return to the
FDIC begins to fall. This is why EF starts out
as a horizontal line above CD and then turns
downward.

To serve the best interests of its sharehold-
ers, the bank will try to maximize the differ-
ence between the total expected return on its
assets and the combined expected return to
depositors and the FDIC. In Figure 1, this dif-
ference is represented by the gap between the

10 [n contrast to insured deposits, large uninsured deposits were
not subject to deposit rate ceilings even before the recent deregu-
lation.
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curves AB and EF, or the height of the shaded
area. The bank chooses the level of asset risk
at which this gap is largest. This is v,, the
point where the curves AB and EF have equal
slopes."

The level of risk chosen by the bank in Fig-
ure 1 exceeds the socially optimal level of
risk. Since the bank’s shareholders and unin-
sured depositors do not care about the varia-
bility of the return on their investment, it is in
society’s interest for the bank to choose the
asset portfolio with the highest total expected
return. In Figure 1, this is v*, the point where
the curve AB attains its maximum value.
Although this point is optimal for society, it
cannot be optimal for the bank’s shareholders.
Increasing risk beyond v* reduces the
expected return to the FDIC more than the
total expected return on assets and thus
increases the total expected return to share-
holders. In other words, because AB has zero
slope where it reaches a maximum while EF
has negative slope, the gap between AB and
EF can always be increased by moving at least
a little bit to the right of v*."” The loss to soci-

" The diagram assumes that the fixed premium happens to be
Just high enough to allow the FDIC to break even at the level of
risk actually chosen by the bank. This 1s the only reason the curve
EF crosses the line CD at the same point where the gap between
EF and AB is largest. With a different premium, the bank could
end up being either overcharged or undercharged for insurance.
In general, however, it would still end up choosing more risk
than was socially optimal.

12 Although the bank shown in Figure 1 chooses more risk than is
socially optimal, it does not choose the highest possible level of
asset risk. There are two reasons this might be the case. First, to
keep ncreasing risk, the bank may have to shift the composition
of tts loans toward borrowers with investment projects having a
much higher chance of failure but almost the same potential
return. Second, because some deposits are uninsured and
because uninsured depositors demand a large enough increase in
the deposit rate to keep their expected return from falling, the rise
in expected bankruptcy costs that occurs as the level of asset risk
is increased will fall partly on the bank’s shareholders rather than
entirely on the FDIC. Both factors will tend to make the curve
AB fall more sharply than the curve EF as the level of risk gets
very high.
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ety from the bank’s choice of excessive asset
risk equals the difference between the total
expected return on the bank’s assets at v* and
the total expected return at v,. Part of the
social loss is due to an increase in expected
bankruptcy costs. The rest is due to a shift in
composition of the bank’s loans toward bor-
rowers with less productive investment pro-
jects.

It should not be inferred from the example
above that a moral hazard problem must exist
for all banks. Other banks may differ from the
bank in Figure 1 in two important respects.

First, other banks may not face the same
investment opportunities as the bank in Figure
1. As a result, the curve AB indicating the
tradeoff between the total expected return on
their assets and the variability of the return on
their assets may look different. For example,
if a bank faces relatively safe investment
opportunities, the point v* where the curve
AB attains its maximum value may lie further
to the left. Conversely, if the bank faces
highly risky investment opportunities, v* may
lie further to the right. To some extent, these
differences in investment opportunities are due
to restrictions on interstate and intrastate
branching. Even without such restrictions,
however, the differences would be likely to
exist because the costs of investigating bor-
rowers and monitoring their investment pro-
jects make it efficient for banks to specialize
in a particular kind of lending or a particular
geographical market.

Second, other banks may have shareholders
with different attitudes toward variability in
the return on their investment. For example, a
bank’s equity may be concentrated in the
hands of a few people.” These shareholders
may dislike variability in the return on their
bank shares because they dislike variability in
the return on their total portfolios and because
the bank shares represent a large proportion of
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these portfolios. In terms of Figure 1, this
would mean that the socially optimal level of
asset risk would be less than v*. Alterna-
tively, shareholders may prefer variability in
the return on their investment because they
like to gamble. In this case, the socially opti-
mal level of risk would exceed v*.

Whether a moral hazard problem exists for
a particular bank depends on both the nature
of its investment opportunities and the attitude
of its shareholders toward the variability in
their return. If the bank faces relatively safe
investment opportunities or has shareholders
who are highly averse to variability in their
return, the socially optimal level of asset risk
may be low enough that the bank has no
chance of failing at that level of risk. In such
cases, a moral hazard problem may not exist
— that is, the degree of risk that is optimal for
society may also be optimal for the bank’s
shareholders. This is because the bank may
have to increase risk significantly beyond the
socially optimal level to shift some of the
expected return on its assets from the FDIC to
shareholders. An increase in risk that large
may entail too great a reduction in the total
expected return on assets or too large an
increase in the variability of the return to
shareholders to leave shareholders with a net
gain.'* However, if the bank faces relatively
risky investment opportunities or has share-
holders who are not highly averse to variabil-
ity in their return, the socially optimal degree
of risk will be high enough that the bank has

13 In some cases, it may be more efficient for shares to be owned
by a few people who can closely control the bank’s management
than by a large number of investors who cannot exercise such
control. See Michael Jensen and William Meckling, ‘‘Theory of
the Firm: Managenal Behavior, Agency Costs, and Ownership
Structure,” Journal of Financial Economics, October 1976.

14 In terms of Figure 1, the point at which the curve EF turns
downward may lie too far to the right of the socially optimal level
of asset risk.
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at least some chance of failing at that level of
risk. In such cases, a moral hazard problem
will necessarily exist, because even a very
small increase in risk beyond the socially opti-
mal level will tend to benefit shareholders at
the expense of the FDIC.

Regulatory and legislative limits on
risk-taking

To some extent, the moral hazard problem
that arises under the current system of fixed-
rate deposit insurance may have been offset
through regulatory and legislative limits on
risk-taking by banks. These limits have taken
two forms."

One way risk-taking has been curbed is
through explicit limits on the types of loans
and investments banks can make. For exam-
ple, national banks have always been prohib-
ited from purchasing equities and investing
more than a specified percentage of their capi-
tal in loans to the same borrower. Also, both
national and state banks have faced a number
of explicit restrictions on the amount and
terms of their real estate loans and their mar-
gin loans for the purchase of securities.

The other way risk-taking has been limited
is through regulatory supervision aimed at
ensuring that each bank remains in sound con-
dition. With the cooperation of other regula-
tory agencies, the FDIC has tried to limit the
amount of risk a bank can take so that the total
premiums it collects from all banks will be
adequate to cover the total expected costs of
insuring deposits. In examining a bank, regu-
lators assess both the quality of the bank’s

15 For up-to-date descriptions of the bank regulatory system, see
Carter H. Golembe and David S. Holland, Federal Regulation of
Banking, 1983-84, Golembe Associates, Washington, D.C.,
1983, and Kenneth Spong, Banking Regulation: Its Purposes,
Implementation, and Effects, Federal Reserve Bank of Kansas
City, 1983.
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assets and the adequacy of its capital. If the
bank is found to have too many doubtful loans
or too little capital, the FDIC or other agency
making the examination requests the bank to
enter a written agreement to correct the prob-
lem.

Although regulation may have alleviated the
problems associated with fixed-rate deposit
insurance, it has clearly not eliminated them.
Limits on risk-taking cannot be perfectly
enforced. And even if limits on risk-taking
could be perfectly enforced, they would not
result in every bank choosing the correct
amount of risk. Because the socially optimal
level of risk differs across banks, a uniform
upper limit on risk-taking will necessarily be
too low for some banks and too high for oth-
ers. In other words, banks for which the
socially optimal level of risk is relatively low
will be allowed to take too much risk, while
banks for which the socially optimal level of
risk is relatively high will be forced to take
too little risk.' These limitations of regulation
are illustrated in the accompanying box.

Effects of deposit-rate deregulation on
banks’ risk-taking behavior

The only deposits not subject to interest rate
ceilings in the 1970s were certificates of
deposit in denominations of $100,000 or
more. During this period, however, the maxi-
mum deposit insurance coverage remained
well below $100,000. Thus, all fully insured
deposits were subject to rate ceilings. Two
developments have recently altered this situa-
tion. First, in March 1980, the maximum
deposit insurance coverage was increased from

16 The latter effect is emphasized in Kenneth E. Scott and
Thomas Mayer, ‘‘Risk and Regulation in Banking: Some Pro-
posals for Federal Deposit Insurance Reform,”” Stanford Law
Review, May 1971, pp 872-73, 888.
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$40,000 to $100,000, making available for the
first time a deposit that was not subject to rate
ceilings and on which the principal was fully
insured—$100,000 CD’s."” Second, the
Depository Institutions Deregulation and
Monetary Control Act was passed in 1980,
calling for interest-rate ceilings to be gradually
phased out on all deposits except demand
deposits. The only deposits other than demand
deposits that are still subject to rate ceilings
are regular NOW accounts, passbook savings
accounts, and small time deposits that mature
in seven to 31 days. Even ceilings on these
deposits are scheduled to be removed soon,
and legislation has been introduced in Con-
gress to eliminate the prohibition of interest on
demand deposits. Thus, the range of insured
deposits for which banks are free to bid has
increased dramatically since 1980 and will
increase still further in the next few years.

To some extent, banks were able to circum-
vent deposit-rate ceilings by paying their
depositors an implicit return in the form of
gifts, convenient locations, free checking, and
other services priced below cost. However,
the degree to which banks were able to evade
the ceilings was limited by the range of ser-
vices they could provide that were of value to
depositors. For business demand deposits, the
implicit rate of return paid by banks in the
1970s probably approached the competitive
rate of return — the rate that would have been
paid in the absence of ceilings — because
businesses tended to use a large number of
bank services. In the case of household

'7 It has long been the practice of the FDIC to cover both the
depositor’s initial investment and the accumulated interest at the
time the bank closes, as long as the total does not exceed the max-
imum coverage limit. Thus, on a $100,000 deposit only the prin-
cipal would be insured, while on smaller deposits both the princi-
pal and interest would be insured. This practice was recently
formalized in the FDIC’s official regulations. See 48 Federal
Register 52030-31, November 16, 1983,
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v, asset risk
preferred by bank

v*, socially
optimal
asset risk

The diagram above illustrates the limita-
tions of regulation. Every bank is represented
by a point in the diagram. The horizontal axis
measures a bank’s socially optimal degree of
asset risk, corresponding to point v* in Figure
1. The vertical axis measures a bank’s pre-
ferred amount of asset risk, corresponding to

Effect of regulation on bank risk-taking

point v, in Figure 1. Under the assumptions
made earlier, every bank will choose at least
the socially optimal degree of risk. Thus, all
banks will fall in the shaded area in the dia-
gram, with v, greater than or equal to v*.

The principal purpose of bank supervision
and regulation can be viewed as the imposition
of an upper limit on risk-taking. In the dia-
gram, this limit is ¥. To the extent that regula-
tion is effective, it will tend to alleviate the
moral hazard problem by forcing banks in
region B in the diagram to reduce their risk-
taking closer to the socially optimal level.
However, regulators may not be able to
enforce the upper limit perfectly, so that some
banks in region B continue to choose a level of
risk greater than V. Furthermore, even if the
upper limit is perfectly enforced, banks falling
in region B will take more risk than is socially
optimal and banks falling in region A will not
be affected at all. Finally, banks for whom the
socially optimal degree of risk is relatively
high—those falling in region C—will be
forced to reduce their risk-taking below the
socially optimal level.

demand deposits and time deposits, however,
banks probably did not pay close to the com-
petitive rate because households used rela-
tively few bank services. Thus, despite the
fact that banks had been able to pay some
implicit interest, the deregulation of deposit
rates that began several years ago should
increase competition for insured deposits and

'8 One study has estimated that implicit interest on demand
deposits averaged one-third to one-half of the competitive rate in
the 1970-74 period. See Richard Startz, ‘‘Implicit Interest on
Demand Deposits,”” Journal of Monetary Economics, October
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result in banks paying a higher total return on
insured deposits than if deregulation had not
occurred. "

The controversy over deposit rates
and risk-taking

The relationship between deposit rates and

1979 A useful survey of the empirical evidence on implicit inter-
est on demand deposits 1s John P. Judd and John L. Scadding,
*‘Financial Change and Monetary Targeting in the United
States,’’ in Federal Reserve Bank of San Francisco, Inrerest Rate
Deregulation and Monetary Policy, November 1982, pp. 85-89.
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bank risk-taking behavior was a controversial
issue among policymakers and economists
long before the recent financial deregulation.
When deposit-rate ceilings were originally
imposed in 1933, one of the reasons given was
to prevent a recurrence of the widespread bank
failures of the early 1930s. Without ceilings,
it was argued, banks would engage in ‘‘ruin-
ous competition.”” In particular, it was felt
banks would bid up deposit rates in competi-
tion for funds and then try to cover the
increased cost of funds by acquiring risky
assets with high potential returns. This kind of
behavior was thought to be partly responsible
for the more than 5,000 bank failures from the
end of 1929 to the end of 1932.

The argument that higher deposit rates
would induce banks to invest in riskier assets
has been widely disputed, on both empirical
and theoretical grounds. Influential empirical
studies by George Benston and Albert Cox
based on the period before ceilings were first
imposed found no evidence that banks paying
higher deposit rates also took more risk." Fur-
thermore, such behavior has been alleged to
be inconsistent with profit maximization by
banks. For example, Benston claimed:

The willingness of a banker to invest in
assets bearing any perceived degree of
risk is a function of the expected returns
from the investment and the inclination of
the banker toward risk-taking. Thus, the
interest rate on deposits offered by a
banker is a function of the investment
possibilities (and their associated risks)
available to the banker, rather than the
reverse.”

19 See George J. Benston, ‘‘Interest Payments on Demand
Deposits and Bank Investment Behavior,”’ Journal of Political
Economy, October 1964, and Albert M. Cox, Jr., ‘‘Regulation
of Interest Rates on Bank Deposits,”’ Michigan Business Stud-
ies, Vol. 17, No. 4, 1966.
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Some years later, Carl Gambs attempted to
refute these claims. Drawing on the theory of
portfolio behavior developed by Harry Marko-
witz and James Tobin, Gambs showed that a
bank that cared about the variability of the
return to its shareholders might respond to an
increase in deposit rates by choosing a mix of
assets with higher risk but also higher
expected return. However, his argument was
subsequently shown to hold only under special
assumptions about shareholders’ attitudes
toward the variability of their return.”’ As a
result, support for the notion that the removal
of deposit-rate ceilings will increase risk-tak-
ing by banks must be found elsewhere.

In the remainder of this section, two alter-
native reasons are suggested for why bank
risk-taking should increase. First, the removal
of ceilings on insured deposits should exacer-
bate the distortion that already exists as a
result of the moral hazard problem. Second, it
should create a relatively new distortion by
making it much easier for risky banks, which
are currently undercharged for deposit insur-
ance, to bid deposits away from safe banks,
which are currently overcharged for deposit
insurance.

Increase in the existing distortion
from moral hazard

It was shown earlier that a moral hazard
problem exists under the current system of
fixed-rate deposit insurance. After ceilings are
removed and interest rates on insured deposits

20 Benston, p. 433. For another expression of this view, see
Milton Friedman and Anna Jacobson Schwartz, A Monetary His-
tory of the United States, 1867-1960, Princeton University
Press, Princeton, N.J., 1963, p. 444.

21 See Carl M. Gambs, *‘Interest-Bearing Demand Deposits and
Bank Portfolio Behavior,”” Southern Economic Journal, July
1975, and the comments on Gambs’ article by Philippe Caperaa
and Louis Eeckhoudt and by Perry D. Quick in the October 1977
issue of that journal.

Federal Reserve Bank of Kansas City



are bid up, this moral hazard problem should
become worse. One reason for this worsening
is that the rise in interest rates on insured
deposits will directly increase the total pay-
ment the FDIC has to make to a bank’s
insured depositors if the bank fails. Another
reason is that the percentage of deposits that
are insured will increase.

Direct increase in the FDIC's potential lia-
bility. Under current arrangements, the FDIC
covers both the principal and interest on
insured deposits as long as the total due to the
depositor does not exceed the coverage limit
of $100,000. This means that an increase in
the interest rates a bank pays on insured
deposits smaller than $100,000 will increase
the FDIC’s total potential liability to deposi-
tors even if the quantities of both insured and
uninsured deposits remain unchanged.

Because the rise in rates on insured deposits
will increase the FDIC’s total potential liabil-
ity, many banks will have a greater incentive
to take risk.? When a bank chooses a riskier
mix of assets or a lower level of capital, it
increases its chance of failure and thus also
increases the chance that the FDIC’s potential
liability will be an actual liability. As a result,
the increase in the FDIC’s potential liability
will enhance the tendency for an increase in
asset risk or a decrease in capital to shift some
of the total expected return on the bank’s
assets from the FDIC to shareholders. Of
course, the rise in rates on insured deposits
will also tend to reduce the expected return to
the bank’s shareholders. If shareholders cared
about the variability of the return on their
investment, this decline in expected return

22 The tendency for an increase in the rate at which funds are bor-
rowed to exacerbate the moral hazard problem has been used in a
different context to explain why banks that are unable to monitor
borrowers’ investment projects might refrain from raising their
loan rates to market-clearing levels See Keeton, Equilibrium
Credit Rationing, Ch. 3.
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could make them more conservative, just as a
reduction in a person’s wealth could make him
less willing to gamble. Unless this effect is
large, however, the greater tendency for
increases in risk to reduce the expected return
to the FDIC will mean that it is in sharehold-
ers’ best interests for the bank to choose a
higher level of risk.”

The potential increase in the moral hazard
problem can be illustrated by Figure 1, the
diagram used earlier to explain a bank’s
choice of asset risk. An increase in interest
rates on insured deposits shifts up the curve
EF representing the combined expected return
to depositors and the FDIC. This tends to
reduce the expected return to the bank’s share-
holders at each level of asset risk by narrow-
ing the gap between EF and the curve AB rep-
resenting the total expected return on the
bank’s assets. However, at v,, the level of
asset risk initially chosen by the bank, EF also
becomes steeper relative to AB because of the
greater tendency for increases in risk to reduce
the expected return to the FDIC. As a result,
the bank can widen the gap between the two
curves and reduce the adverse impact of the
higher deposit rates on the expected return to
its shareholders by increasing risk.*

Increase in the percentage of insured
deposits. As interest-rate ceilings on insured
deposits are removed and rates on those
deposits are bid up relative to rates on unin-

23 Because banks were able to partially circumvent the ceilings
by paying an imphicit return on deposits, the removal of ceilings
should lead to a decrease in losses from services priced below
cost as banks substitute explicit interest for implicit interest. This
will work in the opposite direction from the increase n the
FDIC’s potential liabulity to deposttors. In particular, 1t will tend
to reduce the effect of increases 1n risk on the expected return to
the FDIC by increasing the amount of the bank’s assets that will
be available to the FDIC to help pay insured depositors 1f the
bank fails. However, because there were limits to the amount of
implicit interest banks could pay, it is unlikely that the decrease
in losses from below-cost services would be great enough to off-
set the increase in the FDIC’s potential liability to depositors
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sured deposits, many investors will shift from
uninsured deposits to insured deposits, causing
the percentage of insured deposits to rise.”
Since there is a $100,000 limit on the size of
each insured deposit, some large investors
might still prefer to hold uninsured deposits,
even if banks pay the same rate on uninsured
and insured deposits. However, individuals
with large amounts of money to invest can
obtain full insurance by splitting up their
funds into smaller deposits at different banks.
In the last couple of years, the cost of doing
this has been significantly reduced by the
growth of money brokers acting as intermedi-
aries between investors and banks.? Thus,
under the current system, the percentage of
insured deposits could well approach 100 per-
cent.

If uninsured depositors are able to monitor

24 If there are bankruptcy costs, the AB curve will shift down at
the same time the EF curve shufts up, because with higher deposit
rates the bank will have a greater chance of failure at every level
of asset risk. At the bank’s initial choice of asset nisk, it is also
possible that increases in risk will now have a greater tendency to
raise expected bankruptcy costs. Although this would make the
AB curve steeper, it would also tend to make the EF curve
steeper because any ncrease in expected bankruptcy costs will
be bome 1n large part by the FDIC. Thus, the new EF curve
should still be steeper than the new AB curve at the bank’s initial
chotce of asset risk.

25 This 1s especially likely since the premium a bank has to pay’
for deposit insurance under the current system depends on its
total deposits, including those that are uninsured. Under this
arrangement, there is no reason for a bank operating 1n a highly
competitive deposit market without ceilings to pay more on 1ts
uninsured deposits than on its insured deposits, assuming they
cost the same amount to service. If the bank did pay more on 1its
uninsured deposits, it could always obtain the same total funds at
lower cost by taking fewer uninsured deposits and raising its rate
on insured deposits slightly so as to bid away insured deposits
from other banks.

% Under current regulations, the $100,000 coverage limit does
not apply to the total amount of funds placed by a money broker
at a bank, but instead to an investor’s share of the total. In an
effort to limit the brokering of insured deposits, the FDIC and
FSLIC have recently proposed changing the regulations to make
the $100,000 limit apply to the total amount of funds placed by
the broker. See American Banker, January 17, 1984, p. 1.
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banks’ risk-taking, the increase in the percent-
age of insured deposits should make the moral
hazard problem worse. Earlier in the article it
was assumed that uninsured depositors could
determine exactly how much risk a bank was
taking and that they would respond to any
increase in risk by demanding a large enough
increase in the deposit rate to prevent their
expected return from falling. In this extreme
case, the effect of an increase in the percent-
age of insured deposits is clear. A rise in the
percentage of insured deposits increases the
total amount the FDIC has to pay insured
depositors if the bank fails. Thus, given total
deposits and total assets, an increase in risk
that raises the bank’s probability of failure
will shift more of the expected return on the
bank’s assets from the FDIC to shareholders
and still leave the expected return to uninsured
depositors unchanged. This means banks will
have more incentive to increase asset risk and
less incentive to raise new capital.”

In practice, uninsured depositors cannot
observe all increases in risk and thus cannot
always demand a large enough increase in
deposit rates to keep their expected return
from falling. As a result, increases in risk
have a tendency not only to shift the expected
return on the bank’s assets from the FDIC to
shareholders but also to shift the expected
return on the bank’s assets from uninsured
depositors to shareholders.

In these circumstances, an increase in the
percentage of insured deposits should still
make the moral hazard problem worse, but not
as much as when uninsured depositors can
monitor risk perfectly. If the percentage of
insured deposits rises but total deposits- and
total assets remain unchanged, an increase in

27 This assumes that uninsured depositors do not already regard
their deposits as effectively insured because the FDIC chooses
the merger option rather than the payoff option in the event of
failure.
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risk that raises the bank’s probability of failure
will produce a larger total shift in expected
return from the FDIC to shareholders but a
smaller total shift in expected return from
uninsured depositors to shareholders. If unin-
sured depositors had no ability to monitor
risk, these two effects would cancel out, leav-
ing the bank with the same incentive to take
risk as before. In most cases, however, unin-
sured depositors probably do have some abil-
ity to monitor risk and protect the expected
return on their investment. As a result, the
somewhat smaller tendency for increases in
risk to benefit shareholders at the expense of
uninsured depositors should be outweighed by
the greater tendency for increases in risk to
benefit shareholders at the expense of the
FDIC.

In terms of Figure 1, the curve EF repre-
senting the combined expected return to the
FDIC and depositors will become steeper. As
in the case of a direct increase in the FDIC’s
potential liability to depositors, this means the
bank will be able to widen the gap between
AB and EF—and thus increase the total
expected return to its shareholders—by choos-
ing a higher level of asset risk than before.

Creation of a new distortion from
cross-subsidization

The deregulation of deposit rates would
exacerbate the moral hazard problem even if
all banks were identical. However, banks are
not identical. Some will prefer to take more
risk than others because they face riskier
investment opportunities or because their
shareholders are less averse to variability in
the return on their investment. Furthermore,
some banks that are basically insolvent
because their past loans have little chance of
being repaid may be able to escape the atten-
tion of regulators and remain in operation.
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These banks will be especially willing to take
risks because their only hope of earning a pos-
itive return for their shareholders is to acquire
risky assets with potential returns high enough
to make up for previous losses. Despite these
differences in risk-taking among banks, the
FDIC charges all banks the same premium per
dollar of deposits, resulting in subsidization of
relatively risky banks by relatively safe banks.
In other contexts, this phenomenon is often
referred to as ‘‘cross-subsidization.”*

Although cross-subsidization between risky
banks and safe banks might be considered
unfair, the existence of interest-rate ceilings
on insured deposits at least helped keep it
from affecting the distribution of deposits.
While ceilings were binding, both risky and
safe banks would probably have been willing
to incur greater costs to obtain insured
deposits. In other words, most banks probably
could not pay enough implicit interest on
insured deposits to circumvent completely the
limits on explicit interest. However, because
risky banks were receiving deposit insurance
below cost and safe banks were receiving
deposit insurance above cost, risky banks
would have been willing to pay even more
than safe banks for insured deposits. By mak-
ing it more difficult for all banks to bid for

% Like the moral hazard problem, the cross-subsidization of
deposit insurance has close analogies in other insurance markets.
For example, it has been proposed that drivers be charged a fixed
premium for automobile insurance on every gallon of gasoline
consumed. Although a driver’s probabulity of having an accident
depends on the amount of driving he does and thus indirectly on
the amount of gasoline he consumes, there are many other factors
that also influence his chance of having an accident, such as his
skill as a driver or the kind of traffic conditions in which he does
most of his driving. Thus, if all drivers paid the same premium
per gallon of gasoline consumed, risky drivers would be under-
charged for insurance and safe drivers overcharged, just as risky
banks are currently undercharged for deposit insurance and safe
banks overcharged. In this example, a price ceiling on gasoline
would play the same role as interest rate ceilings on insured
deposits.
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deposits, interest-rate ceilings also made it
more difficult for risky banks to outbid safe
banks for deposits.

The deregulation of deposit rates will
remove this constraint on competition for
funds and distort aggregate risk-taking behav-
ior. Now banks can not only compete for
insured deposits within their own regions but
also compete for insured deposits from other
regions by selling large CD’s and making use
of money brokers. From society’s point of
view, the increased competition for funds will
have the advantage of allowing banks with
highly productive lending and investment
opportunities—those for which the curve AB in
Figure 1 is relatively high—to increase their
share of total deposits. However, it will also
have the disadvantage of allowing banks with
highly risky lending and investment opportuni-
ties—those for which the curve AB in Figure 1
lies relatively far to the right—to increase their
share of total deposits.” This is a disadvantage
from society’s point of view because risky
banks may end up expanding their lending and
investment to a point where the expected return
on the last unit of their assets is significantly
less than the expected return on the last unit of
safe banks’ assets. This could happen even if
there were no moral hazard problem in the
choice of asset risk—that is, even if every bank
chose the level of asset risk that was socially
optimal given its total assets.*

Alternative policy responses

This article has argued that the deregulation

2 A related problem is that the owners or managers of a bank
may seek insured deposits with the intention of diverting the
funds to their own uses — either legally in the form of higher sal-
artes and perquisites or illegally through outright theft The
removal of deposit-rate ceilings enables these banks to increase
their share of total deposits along with banks that intend to invest
depositors’ funds in highly risky assets.
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of deposit rates will increase the distortion in
bank risk-taking behavior that already exists
under the current system of fixed-rate deposit
insurance. Although a detailed analysis of
reforms in the deposit insurance system is
beyond the scope of the article, some of the
possible policy responses to the problems
posed by deposit-rate deregulation can be
briefly discussed.

Since deposit-rate deregulation will increase
the distortion in bank risk-taking, the question
naturally arises whether an appropriate
response to the problem would be to reimpose
ceilings that have already been removed and
maintain those ceilings that are still in effect.
Although the removal of ceilings will reduce
economic efficiency to some extent by
increasing the distortion in banks’ risk-taking,
it is important to realize that it will increase
economic efficiency in other ways. For exam-
ple, the removal of the ceiling on checkable
deposits will eliminate the waste of resources
resulting from households and firms trying to
economize on their holdings of transactions
balances. By making it possible for banks in
aggregate to attract more deposits, deposit-rate
deregulation will also enable the banking
industry to increase its total lending and
investment, financing some high-return invest-
ment projects that might not otherwise be
undertaken. Finally, the removal of deposit-

% For the removal of interest-rate ceilings on insured deposits to
shift the distribution of deposits toward risky banks, it 1s suffi-
cient that risky banks desire more insured deposits than safe
banks at every level of deposit rates and that risky banks be
unable to obtain as much insured deposits as they would like with
the ceilings. However, because the degree of cross-subsidization
between safe banks and risky banks increases with the level of
interest rates on insured deposits, the demand of risky banks for
insured deposits will not only exceed the demand of safe banks at
every level of deposit rates but will do so by a greater amount the
higher the deposit rate. This phenomenon, often referred to as
‘“‘adverse selection,”’ makes the problem described here even
worse by causing the distribution of deposits to shift toward risky
banks by an even greater amount after ceilings are removed.
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rate ceilings will tend to improve the distribu-
tion of total deposits to the extent that it
enables banks with highly productive invest-
ment opportunities to bid funds away from
banks with investment opportunities that are
equally risky but less productive. For all these
reasons, deposit-rate deregulation should on
balance increase economic efficiency. Revers-
ing the deregulation of deposit rates would
amount to throwing the baby out with the
bathwater.”

A second response to the increased distor-
tion in bank risk-taking would be to reduce
FDIC insurance ‘coverage. For example, the
FDIC could lower the maximum coverage
below $100,000 and make less use of the mer-
ger option when banks fail. Because uninsured
depositors often cannot observe exactly how
much risk a bank is taking or would like to
take, both a moral hazard problem and a
cross-subsidization problem would remain
even if deposit insurance were eliminated alto-
gether. However, because uninsured deposi-
tors do in most cases have some ability to
monitor risk, it is likely that reducing FDIC
coverage would at least partially offset the
adverse effects of deposit-rate deregulation on
risk-taking.”* The major problem with this
approach is that it would revive the danger of
banking panics by giving depositors more rea-
son to worry about the possibility that other

31 Although it would be unwise to reimpose deposit-rate ceil-
ings, the FDIC should at least make sure that deposit rates do not
end up excessively high because deposit insurance is under-
priced. In other words, if deregulation leads to an increase in
aggregate risk-taking by banks at every level of total deposits,
the FDIC should raise the insurance premium on each dollar of
deposits to help cover the increase in the expected cost of com-
pensating depositors. If the premium per dollar of deposits were
left unchanged, the removal of deposit-rate ceilings would not
only misallocate deposits between safe banks and risky banks but
also lead to too high a level of deposits — and thus too high a
level of lending and investment — in the banking industry as a
whole.
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depositors would withdraw their funds from
the same bank. In addition, efforts to reduce
the FDIC coverage limit could well be frus-
trated by increased brokering of insured
deposits.

A third response to the problem would be to
adopt some form of variable-rate deposit
insurance so that the premium a bank paid for
deposit insurance depended on the amount of
risk it was taking. To the extent it could be
implemented, such an approach would reduce
both the moral hazard problem and the cross-
subsidization problem. Also, unlike a reduc-
tion in FDIC coverage, it would not increase
the danger of banking panics. The only prob-
lem with this approach—but a major one—is
the difficulty of measuring risk. The FDIC can
determine how much capital a bank has with
reasonable accuracy, but it cannot easily deter-
mine how risky a bank’s loans and invest-
ments are. Nevertheless, the fact remains that
the FDIC already collects some information
about the amount of risk banks are taking.
Instead of using that information to impose an
upper limit on risk-taking, it could just as well
use it to set premiums that varied with risk.*

Some observers have argued that private
insurers would do a better job of measuring

32 A possibility that has not received much attention would be to
eliminate FDIC coverage of the interest on insured deposits —
that is, restrict coverage to the princtpal. If depositors could
determine exactly how much risk a bank was taking, this change
would eliminate the tendency for deposit-rate deregulation to
exacerbate the moral hazard problem by directly increasing the
FDIC’s potential liability on every dollar of insured deposits.
Deposit-rate deregulation would still tend to exacerbate the
moral hazard problem by increasing the percentage of insured
deposits and would still make it easier for risky banks to outbid
safe banks for insured deposits. However, both effects would be
weaker.

33 The FDIC has recently come out in favor of some modest vari-
ation in insurance premiums. See Federal Deposit Insurance
Corporation, Deposit Insurance in a Changing Environment,
Apnl 15, 1983. In this report, which was submitted to Congress
in compliance with the Garn-St. Germain Act, the FDIC also rec-
ommended other changes in the deposit insurance system.
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and pricing risk than the FDIC because the
profit motive gives them a stronger incentive.
If this were true, another way of getting banks
to bear the true costs of their risk-taking
would be to make deposit insurance compul-
sory for deposits of $100,000 or less but allow
banks to obtain some or all of their coverage
from private insurers rather than the FDIC, if
they so chose. Because all deposits would still
have to be insured up to $100,000, the danger
of banking panics would be much less than it
was before the FDIC was established. How-
ever, that danger would still be significantly
greater than it is now. This is because every
depositor at a privately insured bank would
have to worry about the insurer’s ability to
pay claims in the event that withdrawal by
other depositors forced the bank to close.
Also, even if there were no danger of banking
panics, private companies might be reluctant
to insure deposits on a large scale because
bank failures are not independent risks. Since
a nationwide recession increases the probabil-
ity of failure for all banks simultaneously, pri-
vate insurers cannot rely on the law of large
numbers to reduce risk through diversification,
as a life insurer or automobile insurer can.

The final and least dramatic response to the
increased distortion in bank risk-taking would
be to strengthen bank supervision and regula-
tion—that is, do a better job of enforcing
existing limits on risk-taking and perhaps
tighten those limits as well. However, if more
resources were devoted to bank examinations,
it might be better to use those examinations to
collect information suitable for setting variable
insurance premiums than to use them to
enforce an upper limit on the amount of risk
banks can take. Also, while a reduction in the
upper limit on risk-taking might prevent some
banks from taking more risk in response to the
deregulation of deposit rates, it would also
have the disadvantage of forcing other banks
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to reduce their risk-taking still farther below
the socially optimal level.

Summary and conclusions

Even before the recent financial deregula-
tion, fixed-rate deposit insurance distorted
banks’ risk-taking behavior by creating a
moral hazard problem. Because the FDIC
charges a fixed premium per dollar of insured
deposits, banks are not forced to bear the full
expected costs of their risk-taking. As a result,
banks have had a greater incentive to choose a
risky mix of assets and a smaller incentive to
raise new capital to provide a cushion against
losses.

The removal of deposit-rate ceilings and the
subsequent bidding up of interest rates on
insured deposits is likely to exacerbate this
moral hazard problem by enabling banks to
shift more of the costs of their increased risk-
taking to the FDIC. The increase in deposit
rates should do this in two ways, by directly
increasing the potential liability of the FDIC
on every dollar of insured deposits and by
leading to an increase in the percentage of
total deposits that are insured. Besides increas-
ing the moral hazard problem, the deregula-
tion of deposit rates should allow a relatively
new distortion in aggregate risk-taking behav-
ior to arise as a result of the cross-subsidiza-
tion of deposit insurance. In particular, the
removal of ceilings should make it much eas-
ier for risky banks, which are currently under-
charged for deposit insurance, to bid deposits
away from safe banks, which are currently
overcharged for deposit insurance.

There are no easy ways to prevent this
increased distortion in bank risk-taking behav-
ior. Reimposing deposit-rate ceilings would
reduce economic efficiency in a number of
important ways, while reducing FDIC cover-
age would increase the danger of banking pan-
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ics like those experienced before 1933. A
more promising approach would be for the
FDIC to use the information it already collects
on banks’ risk-taking to introduce some varia-
tion in insurance premiums, to collect more
information about banks’ risk-taking, and to
encourage a limited degree of competition
from private insurers.

Appendix

This appendix explains the moral hazard prob-
lem that exists with respect to a bank’s choice of
capital under the current system of fixed-rate
deposit insurance. This distortion is explained in
terms similar to those used in the text to explain
the distortion in the choice of asset risk.

In deciding how much new capital to raise, a
bank will act in the best interests of its present
shareholders, the owners of the shares already
outstanding. As in the choice of asset risk, it can
be assumed that the bank does this by maximiz-
ing the total expected return on their investment
and not worrying about the variability of the
return. In other words, the bank issues that
amount of new equity that maximizes the gap
between the total expected return on its assets,
net of bankruptcy costs, and the combined
expected return to all other parties. Those parties
now include not only the FDIC and depositors but
also the bank’s new shareholders, the investors
buying the new equity.

Consider the effect of increasing the amount of
new capital the bank raises while holding con-
stant both the amount of deposits and the degree
- of relative asset risk — that is, the degree of vari-
ability in the actual return on assets relative to the
expected return on assets. This will change the
total expected return to the bank’s present share-
holders in three ways. First, because the bank
uses the extra funds to acquire more assets, the
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total expected return on its assets will increase.
As the amount of capital is increased, this effect
should eventually diminish in size because, to
increase its total lending, the bank will have to
make loans to borrowers with less productive
investment projects. Second, because each new
share must be sold at a price low enough to guar-
antee the buyer a positive expected return on his
investment, the total expected return to new
shareholders will rise. This effect will not dimin-
ish in size as the amount of new capital is
increased. Third, because the extra capital pro-
vides a greater cushion against losses on assets,
the bank’s probability of failure will fall. Since
the insurance premium is fixed, this raises the
expected return to the FDIC.

Barring imperfections in the capital markets in
which the bank sells its equity, it will be in soci-
ety’s interest for the bank to increase the level of
new equity sales to the point where the difference
between the total expected return on assets and
the total expected return to new shareholders is
highest. As the level of new equity sales
approaches this point, the first and second effects
described above will just offset each other. How-
ever, as long as the bank has some chance of fail-
ing, the third effect will continue to operate. That
is, increases in capital will still have a tendency to
reduce the total expected return to the bank’s
present shareholders by increasing the expected
return to the FDIC. Thus, with fixed-rate deposit
insurance, it will be in the interest of present
shareholders for the bank to stop short of the
socially optimal level of new equity sales.

With a few modifications, the same diagram
used to illustrate the distortion in the choice of
asset risk can also be used to illustrate the distor-
tion in the choice of capital. Let the horizontal
axis of Figure 1 now measure the amount of new
capital foregone, so that a rightward movement
in the diagram corresponds to a reduction in the
amount of new capital raised. Also, let the curve
AB now represent the total expected return on the
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bank’s assets minus the total expected return that
must be offered to investors to get them to buy the
new shares. Finally, let the curve EF continue to
represent the combined expected return to the
FDIC and the bank’s depositors. Under these
conditions, the total expected return to the bank’s
present shareholders equals the gap between the
curves AB and EF.

The social optimum occurs at the point where
the curve AB reaches its highest value. Reducing
the amount of new capital and moving to the right
of this point decreases the expected return to the
FDIC, as indicated by the downward slope of the
curve EF. Thus, the bank maximizes the total
expected return to its present shareholders—the
gap between curves AB and EF—by raising less
than the socially optimal amount of new capital.
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