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Abstract

We examine the asymptotic and finite-sample properties of tests for equal forecast accuracy and

encompassing applied to 1-step ahead forecasts from nested linear models.  We first derive the asymptotic

distributions of two standard tests and one new test of encompassing and provide tables of asymptotically

valid critical values.  Monte Carlo methods are then used to evaluate the size and power of tests of equal

forecast accuracy and encompassing.  The simulations indicate that post-sample tests can be reasonably

well sized.  Of the post-sample tests considered, the encompassing test proposed in this paper is the most

powerful.  We conclude with an empirical application regarding the predictive content of unemployment for

inflation.
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1.  Introduction

Since the influential work of Meese and Rogoff (1983, 1988), it has become common to

use comparisons of out-of-sample forecasts to determine whether one variable has predictive

power for another.1  Typically, this out-of-sample comparison is made in two stages.  First,

forecasts of the variable of interest are constructed once using a model that includes a variable

with putative predictive content and then a second time excluding that variable.  Second, given

the two sequences of forecast errors, tests of equal forecast accuracy or forecast encompassing

are conducted.  This out-of-sample approach is explicitly advocated by Ashley, Granger, and

Schmalensee (1980), who argue that it is more in the spirit of the definition of Granger causality

to employ post-sample forecast tests than to employ the standard full-sample causality test.

Although post-sample tests of this type are increasingly used, little is known about their

effectiveness.  Most evidence on the asymptotic and finite-sample behavior of tests of equal

forecast accuracy and encompassing pertain to forecasts from non-nested models.  Diebold and

Mariano (1995), West (1996, 2000a, b), Harvey, Leybourne, and Newbold (1997, 1998), West

and McCracken (1998), Clark (1999), Corradi, Swanson, and Olivetti (1999), and McCracken

(2000) each present results for non-nested forecasts.

With nested models, however, test properties are likely to differ because, under the null,

the forecast errors are asymptotically the same and therefore perfectly correlated.  Only two

extant studies focus on results for nested models.  McCracken (1999) derives the asymptotic

distributions of several tests of equal forecast accuracy between two nested models.  Chao,

Corradi and Swanson (2000) develop an out-of-sample test of causality that resembles an

encompassing test applied to forecasts from nested models.
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In this paper we first derive the limiting distributions of tests for encompassing applied to

1-step ahead forecasts from nested linear models.  The encompassing tests are those proposed by

Ericsson (1992) and Harvey, Leybourne and Newbold (1998) and a new statistic developed in

this paper.  As in West (1996, 2000a, b), West and McCracken (1998), Chao, Corradi, and

Swanson (2000), Corradi, Swanson, and Olivetti (1999), and McCracken (2000), the limiting

distributions explicitly account for the uncertainty introduced by parameter estimation.

In our results, when the number of observations used to generate initial estimates of the

models and the number of forecast observations increase at the same rate, the limiting

distributions of the tests are non-standard.  We provide numerically-generated critical values for

these distributions.  However, when the number of forecasts increases at a slower rate than the

number of observations used in the initial model estimates, the Ericsson (1992) and Harvey,

Leybourne, and Newbold (1998) statistics are limiting standard normal.

We then use Monte Carlo simulations to examine the finite-sample size and size-adjusted

power of the encompassing tests, as well as a set of equal mean square error (MSE) tests.  These

Monte Carlo experiments show that, in most settings, each of the post-sample tests is reasonably

well sized when the statistics are compared against the asymptotic critical values provided in this

paper and in McCracken (1999).  However, comparing the post-sample forecast statistics against

standard normal critical values usually makes the tests undersized.  The Monte Carlo simulations

also show that the powers of the tests permit some simple rankings, in which the new

encompassing statistic proposed in this paper is most powerful in small samples.

Finally, to illustrate how the tests perform in practical settings, each test is used to

determine whether the unemployment rate has predictive content for inflation in quarterly U.S.

                                                                                                                                                            
1 Examples of studies using this methodology include Diebold and Rudebusch (1991), Amano and van Norden
(1995), Chinn and Meese (1995), Mark (1995), Krueger and Kuttner (1996), Bram and Ludvigson (1998),
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data.  We find the evidence mixed, but suggestive of a relationship.  While each of the equal

MSE tests fail to reject the null that unemployment has no predictive content for inflation, each

of the encompassing tests indicates that unemployment does have predictive power.

Section 2 introduces the notation, the forecasting and testing setup, and the assumptions.

Section 3 defines the forecast encompassing tests considered and provides the null asymptotic

results.  In the interest of brevity, proofs are provided in Clark and McCracken (2000).  In

Section 4 we present a Monte Carlo evaluation of the finite-sample size and power of tests of

forecast encompassing and equal MSE.  Section 5 uses the tests to determine whether the

unemployment rate has predictive power for inflation.

2.  Setup

The sample of observations ' T 1
t 2,t t 1{y ,x } +

=  includes a scalar random variable yt to be

predicted and a (k1 + k2 = k×1) vector of predictors x2,t = ' ' '
1,t 22,t(x ,x ) .  The sample is divided into

in-sample and out-of-sample portions.  The in-sample observations span 1 to R.  Letting P

denote the number of 1-step ahead predictions, the out-of-sample observations span R + 1

through R + P.  The total number of observations in the sample is R + P = T + 1.

Forecasts of yt+1, t = R,…,T, are generated using two linear models of the form ' *
i,t 1 ix + β , i

= 1,2, each of which is estimated.  Under the null, model 2 nests the restricted model 1 and hence

model 2 includes k2 excess parameters.  Without loss of generality, let *
2β  = *' '

1 1 k1 k 21
( ,  0 )××β .

Under the alternative hypothesis, the k2 restrictions are not true, and model 2 is correct.

The forecasts are recursive, 1-step ahead predictions.  Under the recursive scheme, each

model’s parameters, *
iβ , i = 1,2, are estimated with added data as forecasting moves forward

                                                                                                                                                            
Berkowitz and Giorgianni (1999), and Kilian (1999).
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through time: for t = R,…,T, model i’s prediction of yt+1, '
i,t 1 i,t

ˆx + β , is created using the parameter

estimate t,iβ̂  based on data from 1 to t.  The largest number of observations used to estimate the

model parameters is then T = R + P − 1.  Asymptotic results for forecasts based on rolling and

fixed schemes are provided in Clark and McCracken (2000).2

We focus on 1-step ahead forecasts because, for multi-step forecasts, the asymptotic

distributions of the tests generally appear to depend on the parameters of the data-generating

process.3  For practical purposes, such dependence eliminates the possibility of using

asymptotically pivotal approximations to test for equal accuracy or encompassing.  Given that

most forecast comparisons include 1-step ahead results, our asymptotic results should be useful

in many settings.  For those researchers interested in multi-step horizons, bootstrap procedures,

such as those developed in Ashley (1998) and Kilian (1999), may yield accurate inferences.

We denote the 1-step ahead forecast errors as 1,t 1û +  = '
t 1 1,t 1 1,t

ˆy x+ +− β  and 2,t 1û +  =

'
t 1 2,t 1 2,t

ˆy x+ +− β  for models 1 and 2, respectively.  The forecast encompassing tests are formed

using these two sequences of P forecast errors.  In all cases the out-of-sample statistics rely on

sums of functions of these forecast errors.  To simplify notation, for any variable zt+1 we let

∑ +t 1tz  denote the summation ∑ = +
T

Rt 1tz .

Before moving to the assumptions some final notation is needed.  For i = 1,2 let i,t 1 ih ( )+ β

= '
t 1 i,t 1 i i,t 1(y x )x+ + +− β , i,t 1h +  = *

i,t 1 ih ( )+ β , qi,t+1 = '
i,t 1 i,t 1x x+ +  and Bi = 1

i,t 1(Eq )−
+ .  For any (m×n)

matrix A with elements ai,j and column vectors aj, let vec(A) denote the (mn×1) vector

                                                
2 West and McCracken (1998) discuss the rolling and fixed forecasting schemes.  Clark and McCracken (2000)
shows that, under the rolling scheme, the asymptotic distributions of the ENC-T and ENC-REG statistics considered
below are non-standard for π > 0 and standard normal for π = 0.  Under the fixed scheme, the ENC-T and ENC-
REG tests are asymptotically standard normal for both π > 0 and π = 0.
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''
n

'
2

'
1 ]a,...,a,a[ .  Let W(s) denote a (k2×1) vector standard Brownian motion.  Finally, under the

null, u1,t = u2,t ≡ ut.

Given the definitions and forecasting schemes described above, the following

assumptions are used to derive the limiting distributions in Theorems 3.1-3.3.  The assumptions

are also sufficient for the results of McCracken (1999) when MSE is the measure of predictive

ability.  The assumptions are intended to be only sufficient, not necessary and sufficient.

Assumption 1: The parameter estimates t,iβ̂ , i = 1,2, t = R,…,T, satisfy *
it,i

ˆ β−β  = )t(H)t(B ii

where )t(H)t(B ii  equals 1 1 1t t
j 1 j 1i, j i , j(t q ) (t h )− − −
= =∑ ∑ .

Our first assumption is that the parameters must be estimated by OLS.  This restriction is

imposed to ensure that the statistics in Theorems 3.1-3.3 are asymptotically pivotal.  As in

McCracken (1999), achieving a limiting distribution that does not depend upon the data-

generating process requires that the loss function used to estimate the parameters be the same as

the loss function used to measure predictive ability.  Each of the statistics in Theorems 3.1-3.3

are functions of squared forecast errors.  To achieve an asymptotically pivotal statistic the

parameters must then be estimated using a squared error loss function.

Assumption 2: Let Ut = ' ' ' ' ' ' '
t 2,t 2,t 2,t 2,t 2,t 2,t 2,t 2,t 2,t

'[u ,x -Ex ,h ,vec(h h -Eh h ) ,vec(q -Eq ) ] .  (a) EUt = 0, (b)

Eq2,t < ∞ is p.d., (c) For some r > 4 Ut is uniformly Lr bounded, (d) For all t, 2
tEu  = σ2 < ∞, (e)

For some r > d > 2, Ut is strong mixing with coefficients of size −rd/(r − d), (f) Letting tU%

denote the vector of nonredundant elements of Ut, 1 'T T
j 1 j 1T j jlim T E( U )( U )−
= =→∞ ∑ ∑% %  = Ω < ∞ is p.d..

                                                                                                                                                            
3 Lutkepohl and Burda (1997) note similar difficulties associated with in-sample causality tests involving multi-step
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Assumption 3: (a) '
t,2t,2 hEh  = t,2

2Eqσ , (b) 1,2,...)=j ,q,h|h(E jt,2jt,2t,2 −−  = 0.

Assumptions 2 and 3 allow the application of an invariance principle and are sufficient

for joint weak convergence of partial sums and averages of these partial sums to Brownian

motion and integrals of Brownian motion.  Assumption 2 is directly comparable to the

assumptions in Hansen (1992) and hence we are able to apply his Theorems (2.1) and (3.1).

Assumption 3 is also used to ensure that the limiting distribution does not depend upon the

underlying data-generating process.

Assumption 4: P,Rlim P / R→∞  = π, 0 < π < ∞, 1)1( −π+≡λ .

Assumption 4′: P,Rlim P / R→∞  = π = 0, λ = 1.

Assumptions 4 and 4′ introduce the alternative means by which the asymptotics are

achieved.  As in Ghysels and Hall (1990), West (1996), and White (2000) the limiting

distribution results are derived by imposing a slightly stronger condition than simply that the

sample size, T+1, becomes arbitrarily large.  Here we impose the additional condition that either

the numbers of in-sample (R) and out-of-sample (P) observations become arbitrarily large at the

same rate (i.e. P/R → π > 0) or the number of in-sample observations become arbitrarily large

relative to the number of out-of-sample observations (i.e. P/R → 0).  As shown below, the

asymptotics depend critically upon the value of π – that is, whether Assumption 4 or 4′ is made.

3.  Tests and Asymptotic Distributions

We consider two standard forecast encompassing tests – those proposed by Ericsson

                                                                                                                                                            
horizons.
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(1992) and Harvey, Leybourne, and Newbold (1998) – as well as one new test.  West and

McCracken (1998) show that another standard test, proposed by Chong and Hendry (1986), can

be asymptotically normal when applied to either nested or non-nested forecasts.  In our Monte

Carlo simulations, however, the power of the Chong and Hendry test was dominated by that of

the tests described below.  A related test, the out-of-sample causality statistic developed by

Chao, Corradi, and Swanson (2000), is also asymptotically normal.

3.1  The ENC-T Test

Drawing on the methodology of Diebold and Mariano (1995), Harvey, Leybourne, and

Newbold (1998) propose a test of encompassing that uses a t-statistic for the covariance between

1t,1û +  and 1t,21t,1 ûû ++ − .  Let ct+1 = )ûû(û 1t,21t,11t,1 +++ −  = 1t,21t,1
2

1t,1 ûûû +++ −  and .cPc t t
1 ∑= −

Their encompassing test, denoted ENC-T, is formed as

ENC-T = 
∑ −

−
+

−
t

2
1t

1

2/1

)cc(P

c)1P(  = 
∑ −−

∑ −
−

+++
−

+++
−

t
22

1t,21t,1
2

1t,1
1

t 1t,21t,1
2

1t,1
1

2/1

c)ûûû(P

)ûûû(P
)1P( . (1)

The term in front is 2/1)1P( −  rather than P1/2 because we calculate the test using standard

regression methods (we regress ct+1 on a constant).  Under the null that model 1 forecast

encompasses model 2, the covariance between u1,t and u1,t − u2,t will be less than or equal to 0.

Under the alternative that model 2 contains added information, the covariance should be positive.

Hence the ENC-T test, and the other encompassing tests described below, are one-sided.

Theorem 3.1: (a) Let Assumptions 1-4 hold.  For ENC-T defined in (1), ENC-T →d 1/ 2
1 2/( )Γ Γ

where 1Γ  = )s(dW)s(Ws '1 1∫λ
−  and 2Γ  = ds)s(W)s(Ws '1 2∫λ

− . (b) Let Assumptions 1-3 and 4′

hold.  ENC-T →d N(0, 1).
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While West (1996) shows that the ENC-T statistic can be asymptotically normal for any

value of π ≥ 0 when applied to non-nested forecasts, this is not the case when the models are

nested.  In Theorem 3.1 (a), we show that if π > 0, the ENC-T statistic has a nonstandard limiting

distribution.  Although this null limiting distribution does not depend upon the data-generating

process, it does depend on two parameters.  The first is the number of excess parameters k2,

which arises because the vector Brownian motion, W(s), is (k2×1).  The second parameter is π,

which affects the range of integration on each of the stochastic integrals through λ.  In Theorem

3.1 (b), however, we show that if π = 0, the ENC-T statistic is limiting standard normal.4

We provide a selected set of numerically-generated asymptotic critical values for the

ENC-T statistic, when π > 0, in the upper panel of Table 1.5  The reported critical values are

percentiles of 5000 independent draws from the distribution of 1/ 2
1 2/( )Γ Γ  for a given value of k2

and π.  In generating these draws, the necessary k2 Brownian motions are simulated as random

walks each using an independent sequence of 10,000 i.i.d. N(0,T-1/2) increments, and the

integrals are emulated by summing the relevant weighted quadratics of the random walks.

The asymptotic critical values for π > 0 clearly differ from the standard normal critical

values that are appropriate when π = 0.  For example, with π = 1 and k2 = 1, the 90th percentile of

the asymptotic distribution is 0.955, compared to 1.282 for the standard normal distribution.  As

π declines, the asymptotic critical values rise gradually, but remain somewhat different from

standard normal values.  With π = 0.2 and k2 = 1, for instance, the 90th percentile of the

asymptotic distribution is 1.002.

                                                
4 Rather than following from the standard application of a cental limit theorem, this limiting normality result is
analogous to the (finite-sample) unconditional normality of t-statistics from linear regressions with stochastic
regressors and i.i.d. normal disturbances.  Clark and McCracken (2000) provides some additional detail.
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3.2 The ENC-REG Test

The forecast encompassing test proposed by Ericsson (1992) is a regression-based variant

of the ENC-T test.  The test statistic, denoted ENC-REG, is the t-statistic associated with the

coefficient α1 from the OLS regression 1t,1û +  = )ûû( 1t,21t,11 ++ −α  + error term, which can be

expressed as

ENC-REG = 
1

t1/ 2 1,t 1 1,t 1 2,t 1

1 2 1 2 2
t t1,t 1 2,t 1 1,t 1

ˆ ˆ ˆP u (u u )
(P 1)

ˆ ˆ ˆP (u u ) (P u ) c

−
+ + +

− −
+ + +

−∑
−

− −∑ ∑
. (2)

Theorem 3.2:  Let Assumptions 1-3 and either 4 or 4′ hold.  For ENC-REG defined in (2) and

ENC-T defined in (1), ENC-REG − ENC-T = op(1).

While the ENC-REG statistic, like the ENC-T statistic, can be asymptotically normal for

any value of π ≥ 0 when applied to non-nested forecasts, this is not the case when the models are

nested.  Theorem 3.2 states that, with nested models, regardless of whether π > 0 or π = 0, ENC-

REG and ENC-T are asymptotically equivalent under the null.6  Therefore, the asymptotic

distribution of ENC-REG is non-standard when π > 0 and standard normal when π = 0.

3.3  A New Encompassing Test

Because the population prediction errors from models 1 and 2 are exactly the same under

the null (making 1tc + , in population, identically 0) the sample variances in the denominators of

the ENC-T and ENC-REG statistics (1) and (2) are, heuristically, 0.  This feature of the ENC-T

and ENC-REG statistics may adversely affect the small-sample properties of the tests.

Therefore, we propose a variant of the ENC-T and ENC-REG statistics in which c  (the

                                                                                                                                                            
5 Clark and McCracken (2000) provides more detailed tables, covering additional values of k2 and π as well as the
rolling and fixed forecasting schemes.
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covariance between 1t,1û +  and 2t,21t,1 ûû ++ − ) is scaled by the variance of one of the forecast

errors rather than an estimate of the variance of .c 7  This statistic, which we refer to as the ENC-

NEW test, takes the form

ENC-NEW = 
2MSE

cP ⋅  = 
1 2

t 1,t 1 1,t 1 2,t 1
1 2

t 2,t 1

ˆ ˆ ˆP (u u u )
P

ˆP u

−
+ + +

−
+

−∑
⋅

∑
. (3)

Theorem 3.3: (a) Let Assumptions 1-4 hold.  For ENC-NEW defined in (3) and 1Γ  defined in

Theorem 3.1, ENC-NEW →d 1Γ . (b) Let Assumptions 1-3 and 4′ hold. ENC-NEW →p 0.

As with the ENC-T and ENC-REG statistics, if π > 0 the limiting distribution of ENC-

NEW is non-normal when the forecasts are nested under the null.  The limiting distribution of

ENC-NEW is also asymptotically pivotal and dependent on the parameters k2 and π.  We provide

a selected set of asymptotic critical values for the ENC-NEW statistic in the lower panel of Table

1.  These values were generated numerically using the limiting distribution in Theorem 3.3 (a).

Theorem 3.3 (b) shows that, if π = 0, the limiting distribution of the ENC-NEW statistic

is degenerate – not standard normal as in the case of the ENC-T and ENC-REG tests. As noted

by Chong and Hendry (1986), when π = 0 the parameter estimates are essentially ‘known’ before

the out-of-sample period begins.  We would then expect the numerator of the ENC-NEW

statistic to behave like its population counterpart, which is 0.  The same logic does not apply to

the ENC-T and ENC-REG statistics because both the numerator and the denominator of these

                                                                                                                                                            
6 Similarly, McCracken (1999) shows that the MSE-REG and MSE-T tests included in our Monte Carlo simulations
are asymptotically equivalent.
7 We use MSE2 in the denominator of the ENC-NEW statistic for consistency with the formulation of McCracken’s
MSE-F test.  Replacing MSE2 with MSE1 leaves the asymptotic null distribution the same and produces finite-
sample size and power results very similar to those reported in section 4.
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statistics are converging to zero at the same rate.8

4.  Monte Carlo Results

The small-sample properties of the encompassing tests described in Section 3, as well as

some tests of equal MSE, are evaluated using simulations of bivariate data-generating processes.

The equal MSE tests are those for which McCracken (1999) derives the asymptotic distributions:

an F-type test proposed by McCracken (MSE-F), a t-test proposed by Diebold and Mariano

(1995) (MSE-T), and the Granger and Newbold (1977) t-test (MSE-REG).9  While the analysis is

focused on testing ex-ante forecasts for equal accuracy and encompassing, for the sake of

comparison we also provide results for the standard full-sample F-test of Granger causality (GC).

In these simulations, we compare the predictive ability of an AR model (model 1) with

that from a VAR model (model 2).  The presented results are based on data generated using

standard normal disturbances.  The results are essentially unchanged when the disturbances are

drawn from the heavier-tailed t(6) distribution considered by Diebold and Mariano (1995),

Harvey, Leybourne, and Newbold (1997, 1998), and Clark (1999).  The forecasts in our

presented results are recursive; using rolling and fixed forecasts generally produces the same

results.10

4.1  Experiment Design

In the presented results, data are generated using two different models.  The first, denoted

DGP-I, takes the form

                                                
8 Clark and McCracken (2000) shows that, if π = 0, the numerator and denominator terms of the ENC-T and ENC-
REG statistics are each op((P/R)1/2).
9 Because the models are nested, the null hypothesis is 2

1t,1Eu +  ≤ 2
1t,2Eu +  and the alternative is 2

1t,1Eu +  > 2
1t,2Eu + .  The

alternative is one-sided because, if the restrictions imposed on model 1 are not true, there is no reason to expect
forecasts from model 1 to be superior to those from model 2.
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The second, denoted DGP-II, takes the form
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5.07.0
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. (5)

In both cases, yt is the predictand, xt is an auxiliary variable, and the disturbances are i.i.d.

standard normal random variates.  To evaluate size, the coefficient b is set at 0.  In this case, the

AR and VAR models have equal MSE and forecasts from the AR model encompass those from

the VAR.  To evaluate power, b is set at 0.1 and 0.2.  In these power experiments, the VAR

forecasts of yt+1 have lower MSE than the AR forecasts, and the AR forecast does not encompass

the VAR forecast.  Simulations based on several other DGPs, including the empirical inflation

and unemployment model considered in Section 5, produced similar results.

In each Monte Carlo simulation we generate R + P + 4 observations.  The additional four

observations allow for data-determined lag lengths in the forecasting models.  After drawing

initial observations from the unconditional normal distribution implied by the DGP, the

remaining observations are constructed iteratively using the autoregressive model structure and

draws of the error terms from the standard normal distribution.  After reserving observations 1

through 4 to allow for a maximum of four data-determined lags, the in-sample period spans

observations 5 through R + 4.  The estimated forecasting models are used to form P 1-step ahead,

recursive predictions, spanning observations R + 5 through R + P + 4.

We have generated results based on a variety of methods for determining the lag lengths

of the estimated models.  Specifically, we consider simply fixing the lag length at the true order

                                                                                                                                                            
10 The key exception is that, with fixed forecasts, comparing the ENC-T and ENC-REG tests against standard
normal critical values does not produce undersized tests because, with fixed forecasts, the tests are standard normal
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of the DGP as well as using AIC, SIC, and a last significant lag criterion to determine the

optimal lag.11  In employing the data-based methods, we use a particular criterion to determine

the optimal lag length for the estimated VAR model and then impose the same order on the

estimated AR model.12  The lag lengths of the models used for forecasting were determined

using only the in-sample portion of the data.  However, the estimated model underlying each GC

test uses a lag length determined from the full sample of R + P observations.

In most, although not all, instances, our basic results are not sensitive to the lag selection

method.  Accordingly, we focus the discussion on results based on setting the lag lengths at the

true order.  We then include a brief discussion comparing results across lag selection methods.

Because the AIC and last significant lag criteria yield similar results, this brief discussion is

focused on the performance of AIC and SIC.

In our Monte Carlo experiments, the ENC-NEW and MSE-F test results are based on

comparing the statistics against the asymptotic critical values provided in Table 1 and

McCracken (1999), respectively.  For the ENC-T, ENC-REG, MSE-T and MSE-REG tests, we

report two sets of results: one based on the asymptotic critical values reported in Table 1 or

McCracken (1999) and another based on standard normal critical values.  For these four tests, the

true asymptotic critical values are standard normal only when π = 0.  In our experiments, π̂  ≡

P/R is non-zero, but sometimes small.  Our experiments address whether using a standard normal

approximation is accurate when π̂  is small.

Results are reported for empirically relevant combinations of P and R such that π̂  takes

the values 0.1, 0.2, 0.4, 1.0, 2.0, 3.0, or 5.0.  Specifically, we use R = 50 with P = 100, 150, and

                                                                                                                                                            
for all π.
11 We have also examined results based on simply fixing the lag length at 4, which yields similar results, except that
all tests have lower power.  Our last significant lag criterion is the general-to-specific Wald test described in Hall
(1994) and Ng and Perron (1995).
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200; R = 100 with P = 10, 20, 40, 100, and 200; and R = 200 with P = 20, 40, 80, and 200.

4.2  Size Results

Table 2 presents the empirical sizes of Granger causality, equal forecast accuracy, and

forecast encompassing tests for data from DGP-I and DGP-II, using a nominal size of 10%.13

Table 3 presents a selected set of comparable results based on data-determined lag lengths. Three

general results are evident from these tables.

Size result 1.  In most settings the post-sample tests have reasonable finite-sample size

properties when compared against asymptotic critical values for R/Pˆ ≡π=π .  Specifically, the

MSE-F, MSE-REG, ENC-NEW, and ENC-REG tests perform well, suffering only slight size

distortions in finite samples.  For example, Table 2 shows that, with DGP-I, R = 100, and P = 20,

these four tests have empirical sizes of 10.7%, 11.7%, 11.0%, and 11.8%, respectively.  While

the MSE-T and ENC-T statistics also perform reasonably well, when P is small the tests suffer

slightly greater distortions than do the MSE-REG and ENC-REG tests.  For instance, using

DGP-I, R = 100, and P = 10, the MSE-T test has an actual size of 15.4% while MSE-REG has an

actual size of 13.0%.  The better performance of MSE-REG and ENC-REG likely stems from the

regression forms of the tests using more precise variance estimates.14  For example, the variance

term in the denominator of the ENC-REG test (2) uses a product of second moments, whereas

the ENC-T test (1) uses a sample fourth moment.

In general, given R, the size distortions of the post-sample tests fall as P rises.  For

instance, when data are generated using DGP-I with R = 100 and P = 10, Table 2 shows that

actual size ranges from 11.3% to 15.4%.  When P increases to 100, actual size ranges from

                                                                                                                                                            
12 Setting the lag length based on just the equation for yt yields similar results.
13 The results are generally the same at a nominal size of 5%.
14 We also find that MSE-REG and ENC-REG have better size properties than MSE-T and ENC-T in simulations
with t(6)-distributed innovations.
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10.4% to 11.0%.  Note that the absence of any size distortions in the results for R = 50 reflects

the fact that P is large.

Size result 2.  Comparing the MSE-T, MSE-REG, ENC-T, and ENC-REG tests against

standard normal critical values generally leads to too-infrequent rejections.  The problem is most

severe for the MSE-T and MSE-REG tests.  For instance, using DGP-II, R = 100, P = 20 and

standard normal critical values, Table 2 shows the MSE-T and MSE-REG tests yield sizes of

5.6% and 4.7%, respectively.  In accordance with the theory, for a given R, the tests become

more undersized as P rises.  In the same example, but with P = 100, the sizes of the MSE-T and

MSE-REG tests fall to 1.4% and 1.3%, respectively.

For small values of R/Pˆ ≡π , whether the asymptotic critical values for π = π̂  or

standard normal critical values associated with π = 0 provide better finite-sample results is

largely a matter of individual judgment.15  As the results in Table 2 show, when P is relatively

small, using the critical values in Table 1 and McCracken (1999) yields slightly over-sized tests,

while using standard normal critical values yields slightly under-sized tests.  Again, though,

standard normal critical values are a better approximation for the empirical distributions of the

ENC-T and ENC-REG statistics than of the MSE-T and MSE-REG statistics.

This second size result, as well as the first, continues to hold when data-based methods

are used to determine the lag length, as long as lag selection is reasonably accurate.  For

example, with DGP-I and R = 100, the AIC and SIC select the true lag about 86% and 99.8% of

the time, respectively.  Accordingly, as evident from a comparison between the data-determined

lag length results in Table 3 and the fixed-lag results in Table 2, with DGP-I there are few

differences in the sizes of the forecast tests across lag selection methods.  Similarly, with DGP-II
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and R = 200, AIC is sufficiently accurate that the sizes of the forecast tests are essentially the

same when the lag is data-determined as when it is fixed at the true order.  Our final size result

addresses some differences that arise when lag selection is less accurate.

Size result 3.  When data-based lag selection is sufficiently imprecise, size performance

deteriorates.

In the case of DGP-II, the true model for yt is an AR(2).  However, because the

population correlation between xt-1 and yt-2 is large (0.57), data-based procedures often select a

lag of 1 (for an estimated VAR in xt and yt).  For example, when R = 100, the AIC selects a lag

of 1 in about 13% of the DGP-II simulations, while the SIC selects a lag of 1 with a frequency of

67%.  When R = 200, the AIC selects a lag of 1 with a frequency of just 0.6%, while the SIC

selects a lag of 1 with a frequency of 24%.

The difficulties in selecting the lag length in DGP-II simulations create modest-to-

substantial size distortions in the forecast tests, with the SIC producing the largest distortions.16

Table 3 shows that, when R = 100 and P = 40, using the AIC to determine lag length makes the

size of the ENC-NEW test 16.2%, while using the SIC makes the size 34.4%.  While increasing

R to 200 eliminates the distortions in AIC-based tests (compared to tests based on the true lag

length), modest distortions remain in SIC-based tests.  For instance, the ENC-NEW test has a

size of 22.5% when R = 200, P = 40, and the lag is selected using the SIC.

Our analysis of different lag selection procedures also shows that data-based methods can

create size distortions in the GC test that rival and sometimes exceed those of the post-sample

tests.  For example, as reported in Table 3, in the experiment using DGP-I, R = 100, P = 40, and

                                                                                                                                                            
15 Some unreported results show that while the 90th and 95th percentiles of the empirical distribution very roughly
approximate the corresponding percentiles of the standard normal distribution, the null of normality of the empirical
distribution of each tests is strongly rejected for P/R = 0.1 or 0.2.
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AIC, the GC test has empirical size of 13.3%, compared to a range of 10.2% to 12.0% for the

post-sample tests.17  Similarly, in the experiment with DGP-II, R = 200, and P = 40, the AIC-

based GC test has size of 13.0%, compared to a range of 10.6% to 12.0% for the post-sample

tests.  While using the SIC to select the lag length makes the GC test correctly sized in

experiments with DGP-I, in experiments with DGP-II the SIC-based GC test often suffers size

distortions that rival or exceed those of the post-sample tests.  For example, with R = 100 and P

= 40, the GC test has size of 33.1%, compared to a range of 25.2% to 34.4% for the post-sample

tests.

Some other evidence suggests that the size advantage of post-sample tests may be even

larger when more data mining is involved in choosing the lag length of the VAR in xt and yt.

Yet another, more data-intensive approach to model selection is to allow the lags on yt and xt in

the nesting equation for yt (i.e., model 2) to differ, and then choose the lag combination that

minimizes the AIC for that equation.  Using this approach to lag selection, when the DGP is

DGP-I, R = 100, and P = 20, the GC test has actual size of 20.3%, while the MSE-F and ENC-

NEW tests have size of 11.6% and 13.5%, respectively.

4.3  Power Results

Tables 4 and 5 present results on the power of forecast encompassing, equal forecast

accuracy, and Granger causality tests.  Because the tests are, to varying degrees, subject to size

distortions, the reported power figures are based on empirical critical values and therefore size-

adjusted.18  The actual size of the tests is 10%.  Two general results are evident in Tables 4 and

                                                                                                                                                            
16 The distortions do not decline as P rises.  For instance, when R = 100 and P = 100, the AIC- and SIC-based
versions of the ENC-NEW test have sizes of 18.1% and 47.0%, respectively.
17 For both R = 100 and R = 200 the size of the AIC-based GC test remains at about 13% as P is increased.
18 In results allowing data-determined lags in a given experiment, the test statistic in simulation i, for which the
selected lag is j, is compared against the distribution of test statistics from the set of corresponding size simulations
in which the lag was selected to be j.
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5.

Power result 1.  The small-sample powers of the tests generally permit some simple

rankings:  ENC-NEW > MSE-F, ENC-T, ENC-REG > MSE-T, MSE-REG.  In our experiments,

the ENC-NEW test is clearly the most powerful out-of-sample test of predictive ability.  In some

settings, the power of the ENC-NEW statistic rivals the power of the GC test, even though the

GC test is based on many more observations (R + P rather than P).  For example, as shown in the

lower panel of Table 4, in simulations with DGP-II, b = 0.1, R = 100, and P = 40, the ENC-NEW

test has power of 26.4%, comparable to the GC test’s power of 31.0%.  The MSE-F, ENC-T, and

ENC-REG tests are less powerful than the ENC-NEW test.  Using the experiment of the previous

example, the MSE-F, ENC-T, and ENC-REG tests have power of 22.8%, 22.3%, and 22.8%,

respectively.  The MSE-T and MSE-REG tests are less powerful than these tests.

Power result 2.  Increasing the number of observations affects the powers of the tests in

two basic ways.  First, holding P fixed, the powers of the post-sample tests tend to rise with R,

although more for some tests than others.19  For instance, as shown in the upper panel of Table 4,

with DGP-I and P = 40, the power of the ENC-NEW test rises from 33.2% when R = 100 to

41.4% when R = 200.  Second, when R is held fixed, power rises with P.  For example, Table 5

shows that, in experiments with DGP-I, R = 100 and b = 0.2, the power of the MSE-F test rises

from 41.1% when P = 10 to 77.7% when P = 100.  The powers of the three tests for equal MSE

converge as P becomes large, and the same happens for the three encompassing tests.

Our two key power results still hold when data-based methods are used to determine the

lag length.  With DGP-I, SIC-based power is virtually the same as when the lag is set at the true

order of the DGP; AIC-based power is the same to slightly lower.  For example, in the DGP-I

experiment with R = 100, P = 40, and b = 0.1, using the SIC yields power of 33.2% for the ENC-
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NEW test, while using the AIC yields power of 31.2%.  With DGP-II, our two key power results

hold for all lag selection methods, but the lag selection problems discussed above give the SIC a

power advantage.  For instance, in the DGP-II experiment with R = 100, P = 40, and b = 0.1, the

SIC-based ENC-NEW test has power of 42.0% for the ENC-NEW test, while the AIC-based test

has power of 27.8%.

5.  Empirical Example

In this section we use tests of forecast encompassing, equal forecast accuracy, and

Granger causality to determine whether the prime-age male unemployment rate is useful in

predicting core CPI inflation.  Cecchetti (1995), Staiger, Stock, and Watson (1997), and Stock

and Watson (1999) are recent examples of studies in the long literature on this basic question.

Our quarterly data, which begin in 1957:Q1, are divided into in-sample and out-of-

sample portions so as to produce a π̂  ≡ P/R value for which this paper and McCracken (1999)

report corresponding asymptotic critical values.  After we allow for data differencing and a

maximum of four data-determined lags, the in-sample period spans 1958:Q3-1987:Q1, for a total

of 115 observations. The out-of-sample period spans 1987:Q2-1998:Q3, yielding a total of P =

46 1-step ahead predictions.  For this split, π̂  = 0.4.

Consistent with the results of augmented Dickey-Fuller tests for unit roots, our model

variables are the change in inflation and the change in the unemployment rate.  Over the in-

sample period, AIC is minimized at two lags for both the AR and the VAR.  The test statistics

are compared against asymptotic critical values for π = 0.4 from Table 1 and McCracken (1999)

and empirical critical values generated from Monte Carlo simulations of the estimated inflation-

unemployment model in which the null of no causality from unemployment to inflation is

                                                                                                                                                            
19 However, in a few cases, the powers of the MSE-T and MSE-REG tests decline as R rises given P.



20

imposed.  As can be seen from the critical values reported in the lower panel of Table 6, the

asymptotic critical values for π = 0.4 provide a good approximation to the empirical critical

values – a better approximation than provided by the standard normal critical values that are

appropriate for π = 0.

The upper panel of Table 6 reports in-sample estimates of an AR(2) fit to changes in core

CPI inflation and a VAR(2) fit to changes in core CPI inflation and prime-age male

unemployment.  In the in-sample model estimates, unemployment clearly has predictive power

for inflation.  Moreover, the full-sample GC test reported in the lower panel of the table strongly

rejects the null of no causality from unemployment to inflation.

Although weaker, the out-of-sample evidence also indicates unemployment has

predictive power for inflation.  As reported in the lower panel of Table 6, all of the

encompassing tests indicate that the change in unemployment has predictive content for the

change in inflation.  The ENC-NEW test strongly rejects the null that the AR forecast

encompasses the VAR forecast.  The ENC-REG test clearly rejects, while the ENC-T test

marginally rejects.  None of the tests for equal MSE reject the null of equal accuracy.

Two factors may account for the difference in the strength of the in-sample and post-

sample evidence.  One is simply power differences – some of the post-sample tests may not be

powerful enough to pick up unemployment’s predictive content.  The Monte Carlo results in

Section 4 indicate that the power of equal forecast accuracy tests, such as MSE-F, lag behind the

power of encompassing counterparts like the ENC-NEW test, which has power rivaling that of

the GC test.  The second factor is model instabilities.  Neither the AR model for inflation nor the

VAR pass the supremum Wald or exponential Wald tests for stability developed in Andrews

(1993) and Andrews and Ploberger (1994), respectively.
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6.  Conclusions

In this paper we first derive the limiting distributions of two standard tests and one new

test of forecast encompassing applied to 1-step ahead predictions from nested linear models.  We

show that the tests have non-standard distributions when the number of observations used to

generate initial estimates of the models and the number of forecast observations increase at the

same rate.  We then provide numerically-generated critical values for these distributions.  We

also show that the two standard tests are limiting standard normal when the number of forecasts

increases at a slower rate than the number of observations used in the initial model estimates.

We then use Monte Carlo experiments to examine the finite-sample size and size-

adjusted power of equal accuracy and encompassing tests.  These experiments yield three

essential results.  First, the post-sample tests are, in general, reasonably well sized when the

critical values provided in this paper are used.  Second, when standard normal critical values are

used the post-sample tests are undersized.  Third, the encompassing test proposed in this paper

(the ENC-NEW statistic defined in equation (3)) is most powerful.

In the final part of our analysis, we find that the post-sample tests provide mixed, but

suggestive, evidence on the predictive content of unemployment for inflation in the U.S.

Although  all of the equal forecast accuracy tests fail to reject the null that unemployment has no

predictive content for inflation, each of the encompassing tests indicates that unemployment does

have predictive power.  Since encompassing tests appear to have a power advantage in finite

samples, unemployment probably does have some predictive value.
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Table 1
Percentiles of the ENC-T, ENC-REG, and

ENC-NEW Statistics, ¼ > 0: Recursive Scheme

¼ =
k2 %-ile .1 .2 .4 1.0 2.0 3.0 5.0

ENC-T and ENC-REG
1 0.95 1.422 1.360 1.338 1.331 1.322 1.329 1.336

0.90 1.056 1.002 1.005 .955 .939 .937 .922

2 0.95 1.505 1.467 1.445 1.413 1.443 1.409 1.380
0.90 1.166 1.101 1.086 1.066 1.035 1.034 1.028

3 0.95 1.574 1.525 1.529 1.476 1.473 1.469 1.436
0.90 1.227 1.138 1.105 1.113 1.114 1.083 1.074

4 0.95 1.594 1.596 1.552 1.463 1.481 1.474 1.445
0.90 1.219 1.175 1.192 1.132 1.111 1.091 1.090

ENC-NEW
1 0.95 .520 .744 1.079 1.584 2.085 2.374 2.685

0.90 .335 .473 .685 .984 1.280 1.442 1.609

2 0.95 .766 1.028 1.481 2.234 2.889 3.293 3.627
0.90 .524 .716 1.019 1.471 1.914 2.074 2.428

3 0.95 .940 1.273 1.865 2.709 3.564 3.989 4.384
0.90 .686 .890 1.285 1.905 2.366 2.664 3.132

4 0.95 1.060 1.526 2.181 3.007 3.894 4.542 4.957
0.90 .776 1.062 1.528 2.169 2.727 3.032 3.513

Notes:
1. The test statistics ENC-T, ENC-REG, and ENC-NEW are de¯ned in Section 3.
2. The upper panel of Table 1 reports estimates of the 90th and 95th percentiles of the asymptotic distribution of
both the ENC-T and ENC-REG statistics when the recursive scheme is used and ¼ > 0. The lower panel reports the
corresponding percentiles of the asymptotic distribution of the ENC-NEW statistic.
3. The estimates were constructed based upon 5,000 simulated draws from the relevant distribution for given values of
k2 and ¼. See Section 3.1 of the text for further detail on how the simulations were conducted.
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Table 2
Empirical Size

Recursive Forecasts
Nominal Size = 10%

R = 50 R = 100 R = 200
P=100 P=150 P=250 P=10 P=20 P=40 P=100 P=200 P=20 P=40 P=80 P=200

DGP-I
Tests Compared Against Asymptotic Critical Values for ¼ = ¼̂ ´ P=R

MSE-F .098 .097 .091 .113 .107 .100 .106 .099 .107 .104 .096 .102
MSE-T .100 .097 .092 .154 .132 .118 .107 .099 .133 .121 .110 .103
MSE-REG .097 .096 .092 .130 .117 .110 .104 .098 .119 .111 .104 .101
ENC-NEW .104 .104 .105 .118 .110 .103 .105 .100 .111 .106 .099 .101
ENC-T .109 .105 .101 .151 .135 .118 .110 .104 .131 .123 .108 .104
ENC-REG .102 .102 .099 .128 .118 .107 .106 .101 .117 .113 .102 .101
GC .103 .104 .101 .103 .102 .103 .104 .102 .103 .099 .101 .101

Tests Compared Against Standard Normal Critical Values
MSE-T .011 .007 .004 .088 .060 .040 .020 .010 .073 .052 .035 .018
MSE-REG .010 .007 .004 .071 .049 .034 .018 .009 .062 .045 .032 .016
ENC-T .061 .059 .054 .110 .090 .076 .065 .057 .093 .079 .068 .060
ENC-REG .056 .055 .052 .093 .076 .068 .060 .055 .082 .071 .063 .057

DGP-II
Tests Compared Against Asymptotic Critical Values for ¼ = ¼̂ ´ P=R

MSE-F .094 .094 .095 .114 .112 .106 .102 .097 .106 .108 .104 .101
MSE-T .095 .094 .095 .139 .126 .118 .104 .099 .123 .116 .110 .102
MSE-REG .095 .093 .095 .120 .114 .110 .102 .098 .109 .108 .107 .101
ENC-NEW .102 .107 .104 .123 .115 .108 .105 .100 .110 .110 .102 .104
ENC-T .105 .104 .102 .137 .130 .118 .106 .106 .121 .119 .110 .103
ENC-REG .100 .100 .100 .119 .115 .107 .101 .103 .108 .109 .104 .100
GC .097 .099 .100 .100 .098 .101 .100 .099 .099 .099 .098 .099

Tests Compared Against Standard Normal Critical Values
MSE-T .007 .004 .002 .082 .056 .033 .014 .006 .069 .049 .029 .012
MSE-REG .005 .003 .002 .068 .047 .028 .013 .005 .061 .043 .026 .011
ENC-T .069 .068 .065 .115 .098 .084 .074 .067 .101 .088 .077 .070
ENC-REG .065 .064 .063 .100 .085 .075 .069 .065 .090 .079 .072 .067

Notes:
1. The data generating processes DGP-I and DGP-II are de¯ned in equations (4) and (5). In these size experiments,
the coe±cient b in each DGP is set to 0. In each simulation, 1{step ahead forecasts of y are formed from an estimated
AR model for y and an estimated VAR in y and x.
2. In each simulation, the lag lengths of the estimated models are set at the true lag order of the DGP.
3. R and P refer to the number of in{sample observations and post{sample predictions, respectively.
4. Sections 3 and 4 in the text describe the test statistics. In the results based on asymptotic critical values for
¼ = ¼̂ ´ P=R, the statistics are compared against critical values taken from Table 1 and McCracken (1999). In the
results based on standard normal critical values, the statistics are compared against the asymptotic distribution of the
tests for ¼ = 0.
5. The number of simulations is 50,000.
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Table 3
Selected Results On Empirical Size When Estimated Model Lags Are Data-Determined

Recursive Forecasts
Nominal Size = 10%

R = 100, P = 20 R = 100, P = 40 R = 100, P = 100 R = 200, P = 20 R = 200, P = 40 R = 200, P = 200
AIC SIC AIC SIC AIC SIC AIC SIC AIC SIC AIC SIC

DGP-I
Tests Compared Against Asymptotic Critical Values for ¼ = ¼̂ ´ P=R

MSE-F .110 .107 .102 .100 .103 .106 .110 .107 .107 .105 .100 .102
MSE-T .128 .132 .116 .118 .102 .106 .130 .133 .118 .121 .101 .103
MSE-REG .114 .117 .109 .110 .100 .104 .116 .119 .109 .111 .099 .101
ENC-NEW .118 .110 .110 .103 .110 .105 .118 .111 .113 .106 .106 .101
ENC-T .134 .135 .120 .118 .110 .110 .129 .131 .123 .123 .105 .104
ENC-REG .119 .118 .108 .107 .105 .106 .115 .117 .113 .113 .102 .101
GC .133 .102 .133 .103 .134 .104 .133 .103 .129 .099 .128 .101

Tests Compared Against Standard Normal Critical Values
MSE-T .058 .060 .039 .040 .018 .020 .071 .073 .050 .052 .017 .018
MSE-REG .047 .049 .033 .034 .017 .018 .060 .062 .044 .045 .015 .016
ENC-T .091 .090 .079 .076 .067 .065 .094 .093 .081 .079 .062 .060
ENC-REG .078 .076 .071 .068 .062 .060 .083 .082 .073 .071 .060 .057

DGP-II
Tests Compared Against Asymptotic Critical Values for ¼ = ¼̂ ´ P=R

MSE-F .145 .258 .144 .292 .159 .410 .111 .180 .112 .197 .103 .263
MSE-T .144 .227 .143 .261 .153 .375 .123 .163 .114 .173 .102 .244
MSE-REG .130 .207 .136 .252 .151 .370 .109 .148 .106 .163 .101 .242
ENC-NEW .159 .299 .162 .344 .181 .470 .119 .205 .118 .225 .112 .296
ENC-T .157 .264 .157 .309 .172 .443 .123 .176 .120 .200 .107 .282
ENC-REG .142 .244 .146 .294 .168 .437 .110 .162 .111 .189 .105 .279
GC .161 .339 .152 .331 .132 .251 .128 .217 .130 .192 .127 .105

Tests Compared Against Standard Normal Critical Values
MSE-T .066 .119 .048 .120 .040 .147 .068 .095 .048 .085 .014 .097
MSE-REG .056 .103 .043 .109 .037 .140 .061 .085 .042 .078 .012 .095
ENC-T .119 .198 .117 .240 .131 .362 .103 .143 .090 .154 .075 .237
ENC-REG .106 .180 .108 .226 .126 .354 .092 .131 .082 .144 .072 .234

Notes:
1. The data generating processes DGP-I and DGP-II are de¯ned in equations (4) and (5). In these size experiments,
the coe±cient b in each DGP is set to 0. In each simulation, 1{step ahead forecasts of y are formed from an estimated
AR model for y and an estimated VAR in y and x.
2. The table reports size results based on setting the lag lengths of the models estimated in each simulation to minimize
the AIC or SIC for the estimated VAR model.
3. R and P refer to the number of in{sample observations and post{sample predictions, respectively.
4. Sections 3 and 4 in the text describe the test statistics. In the results based on asymptotic critical values for
¼ = ¼̂ ´ P=R, the statistics are compared against critical values taken from Table 1 and McCracken (1999). In the
results based on standard normal critical values, the statistics are compared against the asymptotic distribution of the
tests for ¼ = 0.
5. The number of simulations is 50,000.
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Table 4
Size{Adjusted Power, b = :1

Recursive Forecasts
(Empirical Size = 10%)

R = 50 R = 100 R = 200
P=100 P=150 P=250 P=10 P=20 P=40 P=100 P=200 P=20 P=40 P=80 P=200

DGP-I
MSE-F .339 .422 .567 .214 .239 .284 .379 .535 .299 .345 .419 .592
MSE-T .320 .410 .566 .141 .177 .227 .338 .507 .179 .234 .320 .522
MSE-REG .321 .411 .566 .147 .185 .232 .339 .507 .187 .241 .325 .523
ENC-NEW .375 .454 .585 .234 .268 .332 .452 .607 .342 .414 .518 .702
ENC-T .361 .447 .595 .153 .202 .267 .404 .586 .211 .289 .409 .641
ENC-REG .367 .452 .598 .167 .210 .272 .407 .590 .222 .298 .414 .643
GC .399 .477 .629 .324 .340 .380 .482 .630 .508 .546 .599 .744

DGP-II
MSE-F .281 .352 .459 .172 .193 .228 .305 .440 .242 .283 .337 .486
MSE-T .275 .352 .470 .134 .153 .192 .282 .425 .165 .208 .272 .448
MSE-REG .275 .352 .470 .138 .158 .194 .284 .427 .173 .212 .275 .447
ENC-NEW .311 .385 .492 .188 .220 .264 .366 .515 .284 .345 .418 .603
ENC-T .305 .385 .503 .145 .170 .223 .333 .494 .188 .251 .338 .547
ENC-REG .307 .389 .503 .150 .178 .228 .337 .497 .198 .258 .341 .550
GC .331 .410 .528 .254 .277 .310 .398 .541 .426 .466 .501 .654

Notes:
1. The data generating processes DGP-I and DGP-II are de¯ned in equations (4) and (5). In these power experiments,
the coe±cient b in each DGP is set to :1. In each simulation, 1{step ahead forecasts of y are formed from an estimated
AR model for y and an estimated VAR in y and x.
2. In each simulation, the lag lengths of the estimated models are set at the true lag order of the DGP.
3. R and P refer to the number of in{sample observations and post{sample predictions, respectively.
4. Sections 3 and 4 in the text describe the test statistics. In each experiment, power is calculated by comparing the test
statistics against empirical critical values, calculated as the 90th percentile of the distributions of the statistics in the
corresponding size experiment (in which the DGP, R, and P are the same as in the power experiment, except b = 0).
5. The number of simulations is 10,000.
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Table 5
Size{Adjusted Power, b = :2

Recursive Forecasts
(Empirical Size = 10%)

R = 50 R = 100 R = 200
P=100 P=150 P=250 P=10 P=20 P=40 P=100 P=200 P=20 P=40 P=80 P=200

DGP-I
MSE-F .747 .853 .958 .411 .483 .589 .777 .927 .553 .649 .773 .932
MSE-T .707 .834 .958 .211 .294 .431 .688 .896 .274 .407 .596 .871
MSE-REG .711 .836 .958 .232 .313 .443 .692 .897 .296 .420 .602 .872
ENC-NEW .841 .921 .980 .492 .599 .732 .908 .981 .693 .819 .927 .994
ENC-T .815 .911 .982 .266 .389 .580 .850 .976 .388 .594 .810 .982
ENC-REG .821 .915 .983 .301 .419 .597 .854 .976 .423 .612 .822 .984
GC .863 .934 .987 .749 .780 .839 .935 .988 .954 .967 .984 .998

DGP-II
MSE-F .667 .789 .924 .340 .413 .506 .706 .888 .481 .587 .700 .902
MSE-T .649 .789 .933 .195 .270 .387 .643 .872 .264 .385 .554 .856
MSE-REG .651 .789 .932 .209 .280 .395 .646 .874 .279 .397 .563 .856
ENC-NEW .763 .865 .960 .408 .516 .642 .856 .966 .621 .761 .880 .988
ENC-T .740 .856 .962 .242 .349 .513 .792 .953 .363 .547 .755 .967
ENC-REG .746 .861 .963 .266 .372 .527 .798 .955 .388 .572 .766 .968
GC .798 .891 .976 .663 .699 .766 .888 .976 .920 .941 .963 .995

Notes:
1. The data generating processes DGP-I and DGP-II are de¯ned in equations (4) and (5). In these power experiments,
the coe±cient b in each DGP is set to :2. In each simulation, 1{step ahead forecasts of y are formed from an estimated
AR model for y and an estimated VAR in y and x.
2. In each simulation, the lag lengths of the estimated models are set at the true lag order of the DGP.
3. R and P refer to the number of in{sample observations and post{sample predictions, respectively.
4. Sections 3 and 4 in the text describe the test statistics. In each experiment, power is calculated by comparing the test
statistics against empirical critical values, calculated as the 90th percentile of the distributions of the statistics in the
corresponding size experiment (in which the DGP, R, and P are the same as in the power experiment, except b = 0).
5. The number of simulations is 10,000.
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Table 6
Testing the Predictive Content of Unemployment for In°ation

Recursive Forecasts
R = 115, P = 46

In{Sample Model Estimates
Explanatory Dependent variable
variable ¢Inflationt ¢Inflationt ¢Unemploymentt
Constant .024 (.154) .033 (.148) -.009 (.031)
¢Inflationt¡1 -.288 (.092) -.391 (.093) .057 (.019)
¢Inflationt¡2 -.237 (.092) -.266 (.097) .015 (.020)
¢Unemploymentt¡1 -1.207 (.454) .703 (.093)
¢Unemploymentt¡2 -.137 (.457) -.182 (.094)

¹R2 .092 .166 .356
Tests of Predictive Power of Unemployment for In°ation

Test Asymptotic Empirical
statistics critical values critical values

for ¼ = :4
MSE, AR .420
MSE, VAR .412

MSE-F .839 1.029 1.110
MSE-T .099 .614 .701
MSE-REG .137 .614 .666
ENC-NEW 5.186 1.019 1.079
ENC-T 1.112 1.086 1.178
ENC-REG 1.698 1.086 1.139
GC 8.107 2.337 2.474

Notes:
1. The ¯gures in parentheses in the upper panel of the table are standard errors for the reported coe±cient estimates.
2. 1{step ahead forecasts of the change in in°ation are formed from an estimated AR model for the change in in°ation
and an estimated VAR in the changes in in°ation and unemployment.
3. R and P refer to the number of in{sample observations and post{sample predictions, respectively. The in{sample
and post{sample periods span 1958:Q3 to 1987:Q1 and 1987:Q2 to 1998:Q3.
4. The signi¯cance level of the tests is 10%.
5. Sections 3 and 4 in the text describe the test statistics. The asymptotic critical values are taken from Table 1 and
McCracken (1999).
6. The empirical critical values are generated from a Monte Carlo experiment (using 50,000 simulations) in which the
DGP is a VAR in the changes in in°ation and unemployment imposing the null that unemployment not enter the in°ation
equation. The equations of the simulated model, estimated with just in{sample data, are given in columns 2 and 4 of
the top panel. The covariance matrix of the residuals in the DGP is

Var
µ

uinfl;t
uunemp;t

¶
=
µ

2:673 ¡:081
¡:081 :102

¶
:
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